2004 International Symposium on
Distributed Computing and Applications to
Business, Engineering and Science

DCABES

PROCEEDIN(

Volume |

Editor in Chief Guo Qingping

Hubei Science and Technology Press, Wuhan, China



. 2004 International Symposium on
Distributed Computing and Applications to
Business, Engineering and Science

DCABES 2004
PROCEEDINGS

Volume I

Editor in Chief Guo Qingping

Wuhan, China
September 13-16, 2004

Hubei Science and Technology Press, Wuhan, China



ElB7ERR S H (CIP) ¥k

2004 SE LTRSS LRREEFIFESEN A7 - SEF
FEEFERTHT S804 / MRS, —RI: MdeF
SRR ARAE, 2004. 9

ISBN 7-5352-3269-8

1.2 II. %8~ ML A3 50— SEHUN H —
EErFEARSW —3C4 IV, TP338. 8-53

i ERR A E B CIP HdE £ (2004) 55 093693 &

Copyright © 2004 by Hubei Science and Technology Press, Wuhan, China
All Rights Reserved

Copyright and Reprint Permissions: Abstracting is permitted with credit to the source. Libraries are permitted to
photocopy for private use. Instructors are permitted to photocopy for private use isolated articles for
non-commercial classroom use without fee. Other copying, reprint, or republication requests should be addressed
to: Hubei Science and Technology Press, the 13th Floor of Block B, 268 Xiongchu Avenue, Wuhan, 430070, P.R.

China

The papers in this book comprise the proceedings of the meeting mentioned on the cover and title page. They
reflect the authors' opinions and, in the interests of timely dissemination, are published as presented and without
change. Their inclusion in this publication does not necessarily constitute endorsement by the editors, the Wiuhan
University of Technology, the Hubei Science and Technology Press, the Natural Science Foundation of China, the

Ministry of Education, China, or other sponsors and organizers.

Organized by Sponsored by

wuT Wuhan University of Technology wWUuUT Wuhan University of Technology

Co-organized by MOE Ministry of Education, China

ISTCA International Science and Technology NSFC National Nature Science Foundation of
Cooperation Association of Hubei Province China

CAA Computer Academic Association of SUN Microsystems (Hong Kong Headquarter)

Hubei Province & Wuhan Metropolis

Sunfios

ierpeyeterme

DCABES 2004 PROCEEDINGS © Editor in Chief ~ Guo Qingping
Editorial Production by Wu Ruilin, Li Zhiming Cover Art Production by Da Min Wan Xiaofen
Published by Hubei Science and Technology Press, Wuhan, China Tel: +86-(0)27-87679468
Address: The 13th Floor of Block B, 268 Xiongchu Avenue, Wuhan, Post Code: 430070 P. R. China

Printed in Wuhan, China by Youngster Union Printery Post Code: 430063
880mmX1230mm sixteenmo 71.5 sheets 1 500 k Characters
First Edition September 2004 First Impression September 2004
ISBN 7-5352-3269-8/ TP-79 Price RMB 150

QoS of Book Printing and Bounding is guaranteed by the printery.



CONTENTS

el BC. oo oo e e eeesasseeseaansnnsannssnnnnnnsnnsssssssssssssssssessossssnsssesssasesssstssisssessssassssssssesssasesssssasssssannas xvi
COMMIIMIALECES. - o o oo eeeeeeteeeaeeassanssnsansasresaasssssssansassasnnesassassssssssessessastsetsstossostossossontassastostosssssssansnsaran xvii
RIS . - o nenseeeseeseasaassnsessssssssenesesessssasssssssssansensssssssensssssssessassmssssssssssssssssssassasssstestossmssssssans xviii
Volume I
1. Grid ComPuUting.......c..ouimiiiiiiiiiis e e P, |
P-GRADE: a ngh-level Grid Apphcanon Development Environment
Peter Kacsuk.. xL ) |
High Performance and Grid Computmg Where Are We Gomg‘?
Simon See.. e 2 . s e et R O TR R TR N S S e ]

A Taxonomy and Survey of Grid Resource Planning and Reservation Systems
for Grid Enabled Analysis Environment

Arshad Ali* Ashig Anjum, Atif Mehmood, €t @l ....ueniure i i

A Comparative Survey of Fault-tolerant and Load-balanced MPI Implementations,
Software Packages and Algorithms

Raihan Ur Rasool, GUO QiMZPiM . .. ...uueuueiustus it ansanssreessesees s sttt sn s ettt tata et ata s bt sasanaas e

Reusing Legacy Applications for Grid Computmg
Yu Huashan, Xu Zhuoqun, Ding Wenkui..

Researches of Key Technologies for Data Grid

Fansong Meng, Zude Zhou, QUan Lill.......ee e e st ar s s s e

Global Grid Queue Services Architecture and Point-based Simulated Annealing Algorithm
for Resource Scheduling

Shengjun Li, Ruimin Shen, RObert LACKIMAIN. .. .uuuurr e e e e o s s e it e

The Application of Grid in Grid Services

Zhao Jianmin, Zhu Xinzhong. .. ....cciiiiiiiareerrererrrare ettt asaitsas s et essamae s ettt st tattaa st snssre

A Software Bus Based on the Grid Computing

Cheng YUANDIM. .. ..vout i i cirrs e s s et et s e s s oo ch et b s bt e a it e s aa st s e

Developing Grid Computmg Appllcations Based on OGSA
Jing Tong, Haochun Liu.. ‘

Research on the Architecture-based Adaptive Grid Application

Guoyou Zhang, YinZhang GUO....ieeeeers s s e it i ottt i sttt st s

Grid Computing Resource Management Scheduler Based on Genetic Algorlthm
Hao Tian, Zhou Zude, Liu Quan...

The Scheme of Synthetic Forces Express Based on Vega Grid

Cheng Zhou, QINEPINE GUO. ... .ueneen et e s s s s e st th bttt it sttt e ta s e e

Implementing Distributed Simulations in Grid Computing Environments

e 7]

29

34

............. )

Tingxin Song, Cheng Wang, Jianmin Xiong, et al ... .o e



HACP: An Ant-Based Partitioner for Grid Computmg Appllcatlons

Lin Jin, Wang Meiqing, Jiang Xiufeng...

A Service-oriented Grid Computing Model Based on Jini
Tang Guosheng, Guo Qingping, Yang Jian.............coooiiiiiiii.

A Layered Distribute Resource Dlscovery Model in Grid Computmg System
Wang Xiaogen' Xu Wenbo.. .. e

Economic Mechanism Driven Resource Management in Computational Grid

NS L e n o dingE L LAY AL . cvusiasrestsnssnsatarse s stsnsesnsnsaapnuis shunssnesnhssans dn sasisennsnsasanssbsnsisnsnnns anmssmsasnss

A Taxonomy of Data Location Themes for Storage Cluster and Storage Grid

.63

o S

75

Yong Feng, Yanyuan Zhang... ...80
Research on the Data Gnd Griddaen Architecture Based on Grid Middleware
The Application of Simulation in Large Scale Traffic Flows System Based on Grid Computmg

yans Wi e S +-.90

2. System Architectures, Networking and Protocols < A e N L L DB IR

A Distributed Peer-to-Peer Platform for Synchronized Group Collaboration and Knowledge Sha.nng

Jo-Yew Tham; Seng-Luan Lee; Choon-Ee Tan, Roger; et al..

The Splitting Methods in H:gh—speed Networks Data Analysm

94

...94

Chen Xunxun, Fang Binxing, Li Lei.. ...100
Design and Implementation of Policy-based Network Management Based on SNMPv3

o T T e T T e e e U R SO AL e Al e O L e T St Sl L 104
Implementatlons of CGI in Embedded Web Server
Modeling Distributed Systems: Architecture and Process

Beihong Jin, Jianchao Wang............... ...110

Opening Component Integration Architecture

Zhou X iaoTen W AL A R Tl TR e ve srs s nsnassrnnnsissnsnnsnannesdiralaesotssdsthuasbosonsonbrtessssbuariues sansvasss

Packet Transfer Delay of the RPR Rings in Comparison between the
Store-and-Forward and Cut-'I’h.rough Architecture

Yi Yang, Mingcui Cao, Ping Huang...

A Kind of Generic Real-time Dependable Server Architecture with
Low Fault-latency Using COTS Components

Ou'Zhonghong, Dal dangfa ' Yuan YoUuguang, ebal. . . c....c.cibesar e dermtse utt e met (0l o S Siuet s et 4 e S EN N2 w5 e oS S ESwey

Hardened VPN Based on IXP425

Yue Hu; Fangmin Li, Quan Liti v ciiiinimmnaivstin s st vai i s e ias el as wedten s has s s sna a8 s we dauvs Saawianian susdwainsmane

A New Distributed CFAR Processor
Yang Jun; Ma Xigoyan, Xiaig JIADIN. ...cccererersrissesenesnnmsrmrssensssnesnmmaniostons s ssssstrtossonsissssniss e soses susasrans ss

A Scalable Approach for IP-Multicast in Differentiated Services Networks
Wang Xiaoyan, Zheng MINECHUN....ccocviisimisirssiosisssnsrsnssensssssisesanssinssssinsme s sossnes soye s sasuseseesrsvsseotanns

A Virtual Server Scheme Based on LVS and XRN
Guo Yucheng, Giio OMEPID. .. cvmeiernneennrssssrnssnnnnssrsrssmenssssrrsssrsbsanobssinpddsasns shsssasssavssnsisnsabarinasatassns

116

120



An Improved BP Algorithm Based on a Variant S:gmond Function with Three Parameters

Hu Yaogai, Yan Xin, Zhang Xiaoxing, et al.. TR L = SRR ST Y AR AL s e
Implementing Synchronous Mulncastmg in Switch-Based Cluster Systems

Feng Ping, Lei Yanjing, Liu Junrui.. .. 149
A Study of Personalized Network Based on Multi-Layer Packet Classification and ACL

Cheng Chuanhui, Li Layuan, Xiang Yang.. - - . * ...154
A Hierarchical System Management Approach Based on SNMP for Network Device

NadBin, Yang Zifie. .. i vvvncnvanimsaisnssssssivsimsivsivsimsisssissassasers i ssss s snsasrasrissres e ions vk e Sat il s it Ll 157
VLAN Aggregation Technology Research and Implementation

Chieng ChUuanging. .- ... iz sstwc s s ssnasas sssnwers s A Frrmsm A me s s v s sass s phs bt el de Wit st s sl 161
Study and Application on Time Synchronization Technique in Computer Network

He:Penig, X ¥ishan, Tao K& 2tal.. . covuscarnsanias it it tes o in sasssa v it s ssvassbises Di WG S0 S mion L 165
A Distributed Computing Platform ----BOINC

Fan: Yang, Xinzhong Zhi, JIaNMin ZhAO. . .cccanmiram st s scm st s s s rvas s e s s s sasss st sat's s Sases b 400 b1 assbiiis dasssaes 170
The Application of ACE in Distributed Network Management System p o

Chen: i, Gue QNPT it b ivisgtsas it ws st 57 Eots harves rr et LE PRl et g 15 £ s vansnnsvisbssiisureserniritasthnrasiness GM/
A Link Layer Automatic Topology D1scovery Algonthm

Liu Yuhua, Yu Shengsheng, Li Yanhong... AR AR e e e e et s M e ool e W k) L7/
The Evaluation of the Probabilistic Packet Marking for Path Bifurcation

Fu Jianming, Zhn Oin, ZRANE HIRATIDUIO. .. .covcerssstrstnsresnssonsnnnnfiaes 1o semms s rsmoss ers sy fsseenssossanses svesssisssssressserssie 182
A Multicast Routing Optimization Algorlthm with Bandwidth and Delay Constraints Based on GA

Sun Baolin, Li Layuan, Ma JUN.......ccomnnnnnns e e ettt L L VIRG
A Kind of Low Latency Communication Way over Ethernet

Dai Xinfa, O Zhonghong Pang VDS S Al e e i e rds i sarvni e ssbn s rynsss sbhendtonasus s bhiat s il 159 Al I LR O 192
A QoS Multicast Routing Algorithm Working with Imprecise State Information

Yan X, Li Layvuan; Zhang XiaoxXimg . L v srererrirnnrymratrsarrstrs b rares Sohrarobrdad il i s rre b b e LA L JEIHMINE DQER 196
Data Transmission Rate Control in Computer Networks Usmg Neural Predictive Networks

Liansheng Tan, Naixue Xiong, Yan Yang... AL O bt SR AR .202
Research on the Basis of QoS Routing Protocol of Ad Hoc Network

Chen Nianshelip, LT LBYUAT .. covcivvvirirismmsnssnarsessvrsa s vons soass sasinnb vasinss sos os naanes shavsws sonnsssansaitsnsrnessssssersesssssrs 206
An Improved Multicast Routmg Algonthm with Delay-constramed Based on Genetic Algorlthm

Wei Fang, Wenbo Xu.. PP S - dieess e L dovebeebindlun2lL
The Distributed Interactive Multimedia Synchronization Model Based on the Temporal Petri net

ENFeng GO0 WP . - L Lo ot s m s it e R A B S R A A B b T R A 216
An Improved Genetic Algorithm for Solving QoS Distributed Routlng Problem

YOuWel YA IR s s s s s s vt e s e s e s s e o s a e o S L e s S e A e e S e S S e e S S 221
Design and Implementation of an Embedded VPN Gatcway Based on IPSec

Zheng Yuanjiu, Liu Quan, Li Fangmin... - 275
Shortest-Path Routing Based on Ant—Algonthm

Min LianYing, Yang JinYong... S A S S S T S S S S S ST AT SR b e T S Ve Al s s s S
Data Communication between Monitor computer and PLC Based on the Profibus

Liu Qing,Guo Jianming, Wang YanWeIL........cccuciieiiveiimiaianminrarenmistismesorsirresssnsisarnrmsesssrnssraiohsine 231

iii



A Secure QoS Multicast Routing Protocol

Research of Indirect Replication Algorithm in Distributed Storage System

PR T T L e 241
Design and Performance Ana.lyms of H:gh Avallab:hty iSCSI Storage Area Network

Jiang Minghua, Zhou Jingli... — - g A R S S SRR PP & |
A High Performance Dynamnc Memory Management Scheme

Huifu Zhang, Fangmin Li... = S e 247
The Performative Design of Distributed Storage Agents

o e F e s o T M cr 251
A New Solution Scheme of NAT and IPSec Protocol Compatibility Problem Based on IP Tunnel

Li Fangmin, Xue Ligong, Wang RUNYUN, €L AL.........cueinieririiiiesiinttestnernsssnenesensaes e ee e smm e e e eeemees 255
BNAODHE COMPUIEIE. . ... il core i vnsensonneegessunssransnnsssnsensve it LRt WO SPLMIT AT 10 0 Dol udis 258
Some Strategies in the Distributed and Mobile GPS System

Min Peng, Yanxiang He, Wensheng Hu . T S P e du
Efficient and Adaptive Load Balancing Based on Mobile Agent

Yang Yongjian, Chen Yajun, Cao Xiaodong, et al.. Ly T P OO S - .
A Mobile Agent Based Middleware for Grid Computing

ety IDEWEL e NanKIBOE. . ..o co.visesmmermevemsemsrs sy omm s oss s e et oSS e s e CH e s s st s i e £ 268
Research on Prediction Model of Dynamic Load-Balancing with Mobile Agent

in a Parallel Distributed System

Yang Yongjian, Cao Xiaodong, Chen Yajum. ... ... oo i et e et ettt e e e e e e e 274

Comparison of Missing Data Estimation Methods in Satellite Information for Scientific Exploration
278

ZHao GuangHui, Song HuaZHu, Xia HONEXIA, €L L. ..c...ciciiviniviiresiiomssieeiecassisasosonsnsnsnssssssssosssonesesonsmmmmmmns

QoS-based Multicast Routing Optlmlzatton Algonthms for Wireless Networks
Chen Hua, Sun Baolin '

A Core-Stateless Dynamic Bandwidth Allocation Mechanism Based on Resource Reservation

LinwQuan, Liang X480V LE BanPIi: o vies svbesss ot i st ss s s 04 a1 s sve s s e s e e e 1 a o as ae s o e im0 286
Customer Relation Management System Based on Mobile Internet

0T e e e A S S B S S R ). S AN 290
4. Parallel / Distributed
AEOTTOINRAN .50 s R R R A AR s i RO iy et ot 293
A Dynamic Data-Driven Application Simulation Framework

Craig €. Douglas, Yalchin Eferdiev.: stiside corsbmmn it Sopbmliviet S bt tarr st S et sl S o oo 293
A Hybrid Method for the Update of Sub-domain Interfaces

Qingping Guo, C.-H. Lai.. T T e T L L S, T e I (N S T SR e pp ..298
On a Distributed Algorithm for the Solution of Nonlinear Transient Parabolic Problems

Gl Bak AT DIAVEES: 5os v et b b d s S o e e T I At B g s oz, Vot es s s e ST oM 301
Parallel and Multilevel Algorithms for Computational Partial Differential Equations

305

Beter el nmanic i o AL L e e R LN B e i S e e Ko e



A Parallel Asynchronous Hybrid Method to Accelerate Convergence of a Linear System
Haiwu He, Guy Bergere, Serge Petiton........... - . s dasda sl a3 1

Design and Verification of Parallel Programs
Wang Jian, Chi Xuebin... Sea S LU SO 81 1) ML) G TRY o2 H 15 &0 T 5 2 ) U

Protein Evolution Based on Complex Networks
Wang zhongjun, Wang nengehao. .. ... ... s s s st st 320
Algorithm of Decomposition and Reconstruction with Orthogonal Multiwavelet Packets
with Random Scale
Leng Jinsong, HUuang TimgzhU. .. .o. oo e bt e e s s e 323

Distributed Cluster-based Solution Techniques for Dense Linear Equations
Gu Zhimin, Marta KwiatKoOWSsKa. .. .. euiaa i ittt taammanean s s s e ea st taas taa st assrr sttt sattaasasnantsaasaasaasnass 326

Apply Neural Computation to Ground Waves Caused by High-Speed Trains
Zou Chengming, Yang Hongyun , Tong Qiwei, €t al... ..ot s s s e 331

A New Distributed Computing Model: Isolated Island
XANCRAD ZIBO: c e e eceesrcasannnsssrssesnnsnsmmesraiosisrnesonsovissstssassnsessssasatiscasssesasstssisssssiasnannaasarsssssaanserarsorarsmnss 334

Algorithm for Solving the Symmetric Five-Diagonal Toeplitz Linear Equations
Ran Ruisheng, HUuang Timgzhu. ... et e s s s aae st s s st ettt sttt ssaa ta s tas s sns 339

The Fuzzy Inference Based on Genetic Algorithm
Zhang Jianhua, JIang QIan. .. ... ..ottt r e e e e e s so i tasiiiiesiasaes 342

Parallel Multi-grid Algorithm Based on Cluster Computing with Application to Transient Heat Transfer
Zongbo Zhu, Guoxun Yang, Chunxiao Liu, L al... ..o s e s 345

An Error Bound for the SAOR Method
Liu Futi, Huang Tingzhu, He RBUiming. .. ..o oot it s s s sn s s s s s ettt aa e 350

Analysis of Parallel Matrix Multiplication Algorithms
Wanlong Liu, Yaolin Gl ..ottt ittt et ittt m e s n ettt sttt sttt 354

Multi-stage Influence Diagrams Decision Using Genetic Algorithms
Zhao Yun, Liu Weiyl, i Jin. oot iii it it s r e st e e iia it iiaae i saatas s s st et s ot s e nrnn s s 358

Genetic Searching for Optimized Closure State of CFST Arch Bridge Construction
Fan Jianfeng, Zhong Luo, Tong QIWei. ... coe ettt ettt e tae s et te et ts st e n s st s s nnnans 362

A Wavelength Assignment Algorithm of Parallel LU Decomposition Communication Pattern
on WDM Ring Interconnection Network

Yawen Chen, FANEAT Ll .. .ooouareaianssnirare e aansms s aas s et its it s ans ot s taitt i aaabitaisaiiatansatsasssnrnes 366
Genetic Algorithms for Solving Graphical Games

Jin Li, Weiyi Lil, YU ZRB0. ...t tueiittin e cn s eee et e ee e et st s s ra s o sa e e s s o s s el st £ st dta s aea s st s e e 372
Some Issues on Adaptive Genetic Algorithm

Zhang Jianjian, WANE Pam. .. ... .eeeueereumroenaanme s an ettt e rrs e e s it tat ittt tas sttt s s s 377
A Class of Accelerated Convergence Algorithms for Solving Ordinary Differential Systems

DONEIIN WU ..t tiiuseensne s e o sceta s e aaeman caasa s aas tas sm s a s me e e e e e eae e e e o e e E s e Fon e et ela sttt tan s 381
Genetic Algorithm and Evolutionary Programming: A comparison study

VA (GO e oz nnseeneeenassnssosennnensanssssssnsesssnsaemasiass sassssmnmsaninsonseesssstasisossssssensensssssnsannsonsasesnsonntomeionasssonsane 385
A High—efficient Parallel Reasoning Algorithm

Minghe Huang, Cuixiang Zhomg. .. ... euuu e ettt et ettt s et st s s et s et e st e st et s aa s s s st 390

v




A Fast and Efficient Parallel Sorting Algonthm on LARPBS

Chen Hongjian, Chen Yixin, Chen Ling, et al.. B R S e s iy e o o e M e B P e R ey 2 o S B L
Fast Parallel Identification of Mult:—peak.s in Function Optlmlzatnon

Guo Guangi, Tan Zhumei............ G TR S P ORI PRy (o (5 SRt S P PRt e L]
5. Computational Methods
Constraint-based Concurrency in Java

Rafael Ramirez, Juanjo Martinez, Andrew E. SantOSa.........ccocvimiurniasssressssisassisissasassssassssssssnsasessnsassssnsesnnsB02
Component Based Simulation Environments of Distributed Discrete Event Simulation

Zhang Yachong , Luo Xueshan, Luo Aiming, €t al......cciciieeiieinsssrasnscssasncmansssanrsssasssasnsnssossnsssssarsnasnnssssses®l
An Approach of Component Tallonng Based-on Parameterized Contracts

Fei Yuikui, Wang Zhijian... B e B U L T A T 411
On a Smart Software for Cement-Meal Batchmg Compulatlon

Jiang Hongzhou, Li Juanjuan... v ... 415
6. Distributed Operating SYSEML.........cosim i msinmemssnsinins snsasssrasssnmsisisnse st snsessusnsimsaparsiarmrd 19
A New Simulation Method Usmg Mult;threadmg for Modelmg Parallel Operated Systems

Wingcheong Kwong... e P mAr et e S| |
The Design and Implementation of a Multi-Auctioneer Protot_ype System for Grid Resource Management

Xiuchuan Wu, Hao Li, Jiubin Ju.. P R e I IO o Spesyr FAP R R Sy I g's SUSCRE UL 0T 17,
Research on Resilient Distributed File Systems

i Zhonghua. Li Wethus, Zhang Lin. Ol casaisiaiannaimnsinsamemiianiisiniivmmsrmnivimie fineriess oot sl
Efficient Scheduling of Task Graphs to Multlprocessors Usmg a Simulated Anneallng Algonthm

Wenbo Xu, Jun Sun.. et e 1ind33
Priority Assignment Strategy of Multlple Pnonty Queues

Zhang Jianhua, Cong Yue... . il e i nim e e i B ST it w i LD
Design and Implernent to Load Balancmg to the Apphcatlon Server Cluster )
Finish Time Maximization Method: an Anti-Sequence Algorithm to Scheduling Task Graphs

for Multiprocessors

Implementing and Invoking a Remote Object Calhng Native Methods via RMI-IIOP and JNI

Minglong Qi, Qingping Guo, Luo Zhong............

A Technology to Improve Embedded-Linux Real-tlme Performance

f"‘\.‘_\_‘-.

He Keyou, Hung Minfeng... L T T UMMM BRI - 1= [ &
R S L G T T U e e b e SR S P I LU e . |
Exploring the Initial Structures of Dynamic Markov Modeling for Chinese Text Compression

Ghim Hwee Ong, Junping Ng e il e e e b b e 460
Research on Integration of Web Services and Workflow Modeling Technique

Shen Yuan, Chen Wenbo , Yao Zhiqiang .........cccovieevceiiiicrssninscessnninscsinnes 464

vi



A Trust Management Framework Suitable for Web Services Secunty
Ai Ping, Mao Yingchi

Metadata Catalog Service for Geographic Information Resource
Xu Kun, Liao Husheng, Du Jinlian

Research of Comparing CORBA with DCOM

The Summarize of JAVA Platform for Web-based Computmg
Huiying Xu, Xinzhong Zhu

Research on the Model of Intelhgent Meta-search E.ngme

A Multi-purpose Web Information Publishing Framework

Yu Jianghong, Fang Wei...

Web-Based Learning and Fault Dlagnostlc System
Feng Pan, Wenbo Xu

An Approach towards Automated Web Services Composition
Muhammad Adeel Talib, Yang Zongkai. >

Wang Zhao, Guo Chengcheng, Yan Puliu...

469
Research of Intellige nt Search Engine Technology Facing Electronic Commerce
Tong XiaoJun, Wang Zhu B R I A S AR S s O N e ST E LNt L M . 474
..... . 478
Wang Jingyang, Wang Xiaohong, Yuan Dun, etal...........cc.cccoceeiie. 481
484
Semantic Web Enabled the Context Information in Ublquttous Computing System
Chen Xuhui, Tang Shancheng, Wang Yimin .......cccceevrnenenrienrnneesssnenna. 488
A Web-based Engineering Optimization System and Its Appllcatlon
Caijun Xue, Hong Nie, YARQIn DAL .cc..ciicicanimiiiissaiisvsinssaisisissssmineasissreisissiaaiss ..493
Li Liu, Wenbo Xu... 8 "o (LLL SR M T T DRI PN MR U = L2 1, s 497
A Study of CORBA Multi Port ORB Architecture Based on Hierarchy Domain
Guo Yinzhang, Xie Liping, Xu Yubin, etal s L o ..501
Yiqing Kong, Bin Feng, Wenbo Xu, etal.......................... 505
A Mediation-based Approach for Distributed Dlgltal lerary Services
22 508
511
A Design and Implementation of Dynamic E-business System Based on WEB Services
Shaozhen Ye, Huajun Han.........ccccc...... i i =% 516
Research and Design for the Wrapper of Web-Based Data Resource Assemblmg Based on Soap
ZhiHua Li, Jun Sun R R R B T e S 521
524
Link-based Markov Model Prefetching AIgonthm on Web Cache
. ..530
Analysis and Comparison between Two Distributed Object Technologles CORBA and DCOM
535

He Keyou, Zhang Weilin.

vii



Volume I1

8. Distributed Database. .. ........ccoooiiiiiiii e aee e e e aee e e e e e e s eaeas s sasae st e e DOO

Deadlock Detection and Resolution in a Dike Safety Detection Management Information System
Wau Jie, Liu Xiangsheng, Wu Wei.............cooennen e b R R e e SRS BN SRR T S B e IS

Mining Fuzzy Associate Rules for Anomaly Detection
XiongPing, ZhuTianging, HuangTianshu.. s b m s bt e e S LA L AT SN e SR O

A Pocket Spatial Database Prototype and its Query Language
Guobao Yu, Husheng Liao, Yuming Zheng........... o e s s sabe s sk A S YAt L A O S

Research and Implementation of Distributed Data Dissemination
Jing Feng, Kong Yi, Chunhui Fan, @t al... ..ottt ia i s s ss s st s e e siashssssss 540

A Multi-granularity Locking Protocol Based on Ordered Sharing Locks
in Engineering Databases that Supports CooperaUVe Desngn
Chen Guoning, Li Taoshen, Liao Guoqiong... SRS A BN o E o RS LA T R I0h 2y o B Pt o i

A Multi-dimension Perspectwe to XML Databases Modelmg
Liu Hongxing, Lu Yansheng... e nsaeie s dih Ermr R AL L R R R D D

Construction and Maintenance of the Knowledge Base Used in GSIES-TOOL
Xu Yong, Zhong Luo, Yang Ke... Taes B AN Jod b W At s Bt Blanmdd e 103§

Create Distributed Application with Java RMI to Mampulate BLOBs
Wang Jingyang, Wang Jianxia, Zhang Xiaoming, etal.......... Sivivs TR R s e TR e s aR TR O 6F

Cooperation Agent Applications for MKA Based on Grid Computing
XA HUOSOME «x cenvereecnvernressansnssansannsnsssrsosressossresasssssssnsassrarsssnsnssisadesssaossoserensssasasoessrsraisatssmssntiiaiinres 570

Accessing BLOB Data Stored in Database Based on ADO in Visual C++
Qin Min, Wang Jingyang, Zhang Xiaoming, et al.. e st de arkesse sk Bl eSS diE b Db R A T

Research on How to Connect Database in FORTRAN
Xia Hongxia, Jin Peng, Yuan JinLing... T TP PO o TP

Methods of Applet Querying Database through Servlet
Qin Min, Wang Jingyang, Wang Jianxia, et al.. e AR R B e S S R S S SN e F s L

The Research of an Inventory Control Information System Based on the Internet
Xiao Hanbin, Mo Lili, Zeng Xiangfeng... S I oy e oo g Sl

The Warehouse Management System Based on the Distributed Database
Xiong Guohai, Wan Junli.. B S SN OO |1 111 | TR IRCR R PP L o PN e o hade i

The Design and Realization about the Campus Information Management System
Based on the Data Warehouse
Wang jianxia, Zhou wanzhen, Qin min, € al... ...t s sivesailiiS9l

Application of Distributed Database of Electric Power Management Information System
Wu Wei, Wu Jie, Hu Peng... - B T )

The Feature Parameter Extraction in Palm Shape Recogmtlon System
Wang Jianxia, Qin Min, Zhou Wanzhen, et al.. SIS e e e e SO 8

viii



O FE PSS INERS oy cre e e s b iR e e e e 2 A TS L L B AR AR RN 0N

Commercial Bank Credit Risk Real-Time Value-at-Risk Comput:ng System
Rong Lan, Shouqi Zheng.........cccvvuveenn T 22 A B S P MR = e S |

Contract-based Interlayer: a Two-way Approach to Integrate Call Center
with J2EE Framework
N Een At Enoguan: Zhao Xinym, et 8l . ot t mrdr e sl b kb s AT e e A e e T oatr e T ST D e A e n e He Rt eis (T S O SR

Design and Implementation of a General Secure Extensible Payment Gateway Architecture
Bo Meng, Qianxing Xiong, Huanguo Zhang... = AU BTt LA SRS Sl B L

The Study on Exchange Platform of Network Manufacturing Products Based on
Digital Watermarking Techniques and Fair Exchange Protocol
Zude Zhou, Zhiyang Wang, Quan Liu .. . R T AT B R e e T e A e S TSR S sk oS AP

Data Mining System Based on Web Services for E-commerce: Architectonics and Algonthm
Luo Zhong, Qiwei Tong, Bin Fan, et al.. U i s i LA et S SR Rt IS s S TRl e R

Building Robust J2EE Web Appllcatlons with Integratlon of Struts and JavaServer Faces
Yang Hao, Guo Qingping... . : shvelil SaEae S RS S e @

An XML Web Service Appllcanon Architecture Based on Microsoft BizTalk Server
Zhou Ying, Liu Quan... = P R BT A AR R o SRRt ) J

A Model of the 3D Virtual Shc-ppmg that Has the Intelllgent and Cooperatwe Purchasmg Functionalities
Zhao Yiming.............. = eeneenn630

A Server Electronic Wallet Architecture Suppc-rtcd Muln—payment Protocols and Instruments
Bo Meng, Zhang Huanguo, Xiong Qianxing... o v e e P e e s T e T aR e R O VT e Erewen s vetis

ebXML: the Global Standard for Electronic Business :
Chen Caixian, Ran Chunyll.....ccceeeicesctscrssscsscscsnssncsncsanssssenssrrssssrssrsssssrstssrsesesnessersssssnssnssnsssssssnsosnsenssnes 639

The Design and Implememanon of Distributed Database in Trust Investment Synthe51zed Business System
Kaiying Yang, Fahong Yu... R A A S R R e R SR e e e R T S R R AL e P AT S =% st -ra 043

10. B-Education.......c.... o il st ntie oo n o a8 b e el 2hes 3 SRR L0 et R ] L IS Gl

The Realization of CAI on Ca.rnpus Net

Study on Focus in a SIP-based E—leammg System
Zeng Qingheng, Hu Ruimin . o e ool S S, o bl = St i = b Sy S

Java Based Distributed Learning Platform
Zhang Xiaoming, Zhu Jinjun, Wang Jingyang, €t al.........ccioiiiiiiiiiiiiiiiesiiiiirasere e s e crare s e ss s e e eeees 054

A Distributed Remote Education System Based on CSCW
Rui Hao, Chunyu Ran, Qi Shen.. - NG M % ©.

Research and Design of Collaborative Leammg System

An Individual E-education System Based on Data Mlnlng
Zhang Xuemei, Zhang Xiaoming, Zhu Jinjun,.et al . R R R S S R A R AP R N A A R T T A iR O

_The WSE and its Application on the Encrypnon in the Remote Education System
Ran Chunyu, Bai Lin, Hao Rui.. s RS s e A A A A TS S i LI



11. Distributed Applications in Engineering...................................... ...

Solution of the Wigner-Poisson Equations for RTDs

M. S. Lasater, C. T. Kelley, 2 G Sl ger, Ol Bl i s co s snerintssinsbssivosses sansssnesresnsesssenassiosmonmessharnsndssmawess

One New Method and Its Parallelization of Perturbation Expansion for Coupled System
of Acoustic and Structure

Deng Ei,: Suwzuld Masabumi, Hagiwara Jehing o ierizsisoressmssosstvsonyios sssia s .omweia sbnss oz nsnmmmnssmonra pesmes s ashsh

Parallel Reservoir Integrated Simulation Platform for One Million Grid Blocks Case

Pan Feng, Cao Jianwen, Sun Jiachang.. caeia e

The Study of Distributed Hydrologic Data Integration Based on CORBA

Lou Yuansheng, Wang Zhizian, Ai Ping, etal.........c..cocvviiiiiiiiann..

Two Kinds of Novel Evolutionary Fuzzy Controllers — Control Algonthm Ana1y51s

Wang Pan, Xu Chengzhi, Zhang Jianjian, et al... IR S s S e

A Study of the Mixed Fuzzy PID Controller in the Accurate Orientation

Chen Yunji, Shen Keyu.. SRS AV IR ee ey T R e P N e

Codesign for Complex Hard Real-time Embedded S‘_ystems

Jin Yongxian................ S a:0ln e o 4 a oy e b A PR SN i g N

Development of a Distributed Embedded Remote Control Monitor System Based on CAN Bus
Qin Juanying, Feng Xin, Wu Guoping... e e

Study on Distributed Control System of Fuel Cell Electrical Vehicle

Wu Youyu, Yang Jufang, Xie Changjun...

Design of the Distributed Long Distance Water Supply Control System
with Process Field Bus Technology

Meng Hun, Yan Culying, Jia HUIten, €1 8l .. ..o ssriissiir sinsetrsiiainsatsms snomsals o utn son ssras s/t rinsssss ssbssinmsnsvindosiassonsmnsve

The Research and Application of Real-time Monitor System Based on CAN Bus Network
Tao Dexin, Cao Xiaohua, Mo Lili.. i oS aTsateanee T TR e

Semi-active Logic Control Algonthm for MR Dampers Usmg Accelerations Feedback

Chen Jing, Qu Weilian, Youlin.. - e e R

Estimate Model of Delay in Autolever System and its Algonthm Desxgn

Meigui Han, Jinglu Liu, Guangsheng Dongye... e e

The Design of Power Battery Management System Based on Dlstnbutmg CAN Bus

Zeng Chunnian, Chen Yu, Qiao Guoyan... %

Application of the Distributed Parallel Processmg in the DNA Sequence Alzgnment

Mao Liming, Wang Zhongjun, Guo Qingping... e e e S S

Communication between WDPF and Remote Terminal Unit in Power Plat

The Health Monitoring and Damage Identification Platform of the Civil Infrastructure
Based on Internet

Xiao Chun, Qu Weilian, Zow ChenPINing. . . vo.x «xiosccessnis it s sarave skt i de Dy s s i v'e s v e samshaiisss S 6 s 455 55w En e S ue mrnis

The Research on Intelllgentlzed Distributed Cooperatwe Virtual Environment

Study on Application of Data Fusion in Erosion Detection of Furnace Lining
Liu Quan, Zhang Xiaomei..

: : !
/ 3R
p— ~]

2672

672

.677

....681

.685
...690
694
700
. 705

710

715
25e 719

...723

735)

739

743
746

...749



Fiberglass Molding Technology and Control Method on Tank Kiln
Chen Jing, Yuan Youxin................ S T PRI o = oy

Design of a Distributed Monitoring and Control Systcm Based on DSP

Qin Juanying, Wu Guoping, Zhu Rongbo.. ey S s e s+ R AR AR R S R R SR R AR A
Visual Federation Control Mechanism

Feng Zhe, Xu Dongping... e S T S U = e P LR TTT o = L
The Study and Application of OGSA Grid Based on ngltal Ma.nufactunng

Zhang Fan, Zhou Zude, Liu Quan.. S S S O B e Ay | .1 |
12. Neural Network ComPutimi. . ... .oo..oiii et rer e et e et st et s sasse s e 765

Research on NN and RKB Based Expert System of Resistance to Corrosion of Sulfate on Concrete
Luo Zhong, Qiong Jiang, Fei Huang, et al.. e e e S SR A A S SRS s e RN SR SR RS RS AR R e A SR e R DD

A New Neural Network Models Based for Rule-Based Reasomng
Xiong Shanging, Pan Hao, Zhang Yingjiang .. e R AR R S e R R T OB

Study the Application of Neural Network in the Prediction of Regaonal Integrated Transport Structure
Huiyuan Jiang, Jiang Li....cooceiieeiniennnes . o . s VI 71 |

Using HTABP Algorithm to Determine Number of Hidden Units in NN
Zhang Xi, Pan Hao, Xiong Shanqing... P . e e e e L S o s s wkie BB

A Study on Neural Network Based on Contractive Mappmg Genetic Algonthm
Zou Chengming, Tong Qiwei, Yang Hongyun, et al.. SR B SR DRI -1 1

Study on Logistics System Safety Based on Neural Network and Fuzzy Probablllty
Li Bo, Chen Dingfang, Zhang Xiaochuan, et al.. s R e Per e e e AT

Rsearch on a Back-Propagation Neural Network Based Q Lea:nmg Algonthm in Multi Agent System C“\
IR 47 & .+

Lin Ouyang , Qingping Guo, Santai Ouyang.............. . - 4/

Recursive Neural Networks and its Application in Forecasting the State of Metal Oxide Arrester
A 1 s TR 7 - SO L e E b 790

13. Multi Agents................ o s SR LT ST T T R A S S R SR TS ST A s Neaan m e e e m R AT e e SR 793

Multiagent-Based Partner Selection of Dynamic Alliances in Inter-organizational Collaborative E-commerce
Wang Jie , Shi Xingguo, Zhong Weiljun...... ..o s s s st s s s e 793

Agile Reconstruction Methods Based on Agent in Distributed Database
Qu Youtian, XuHong............cooiennntn . . e e ST .

The Applications of Multi-agent in an Expert System —AVDDT
YANE KBTI e ern e cnsiaiiiinarm s m s s oo e et e st e e e e s e eaLateL e nrnrrs s el s e 802

Role-oriented Multi-agents Approach to Optimize for Grid Resource Allocation
Qian Wang, Deban K0 .. ..uiiuinii ettt s e e s e e e s s Lt s st s 806

Study on Multl-agent Based Environment for Long—dlstance Collaborative Learmng on Internet
Ruolin Ruan.. I e S~ RS A A e a e e e e e ettt U e R L)

A Heuristic Algorithm for Agent-based Task Scheduling in Grid Environments
Ding Shunli, Yuan Jingbo, Ju JIUDIM. .. ..o s 814

xi



14. Image Processing and Multimedia Applications........................

Parallel Hyperspectral Integrated Computatlonal lmagmg

819

Bin Dai, Robert A. Lodder............. e T T P T T P P O T R Ty T T T e | L)
A Binary Partitioning Appmach to Image Compressmn Using Welghted Finite Automata for Large lmages
Ghim Hwee Ong, Kai Yang... e L e ...824
A Fractal Rotating Vector Algorithm of Radar Echo Image Plotting
Dan Liu, Dayong ZhaNE. ......cccciiirersarssrsssssasssssmssssassossntosrsnsesssssssssosentssssssssssstssssatssissnsssasasssssassssssanses 828
An Iterated Algorithm for Imphc;t Surfaces Rendermg
Ni Tongguang, Gu Yaolin.. ...831

An Implementation of Quarter Pixel Block Motion Estimation Usmg SIMD

Xinchen Zhang, Ruimin Hu, Deren Li, etal.......ccccivinviiiiiinnnnnnnans

Rendering CG Objects mto Photographs with nght Probe Irnages

Network Architecture for Real-Time Distributed Visualization and 3D Rendenng

834

..839

Lamei Yan, Xiaohong Zeng, M.Mat Deris..........ccce0veeeans S A e e . K
Image Segmentation Based on Fuzzy Maximum Entropy and Simulated Armeahng Algonthm

Liu Huikang, Li Juan, Wu Jin.. i i10skyve ...846
The Study of Image Modelmg in the Digital C:ty Based on Distributed Computratlon

Lu Feng, Ge Shun.. R SR T 5 AR S S s i s s a s s es ia e SO
Grey-Level Image Processmg with a Parallel-Distributed System Model

Ge Hongwei, XuWenbo.. RrE i = R R A A TS L Py L T PR PRt T L G A | L T
Approach of Feature Extracting Based on Smgle Sample

Xu Dongping, Chen Jingliang... T A s i e o AR -
The Approach of Extracting the Graphs from Images of 3-D Objects

Tao Hongjiu, Wen Yujuan, Tong Xiaojun... A R ST 1 D L L R T e n— | ]
A Distributed Video Proxy System Based on Cache

Jia Jiong, Zhu Jianxin.. = e et tssees s b vsnesnsmeimonims ness s srvwannpnsves sms OE
The Building of Inexpensive Large-scale Storage System for Video Apphcat;ons

Dong Xiaoming, Xie Changsheng... S tenl I N =l ...868
A Distributed Volume Visualization Architecture on the Grid

Ya0lin Gl ZHeE CHO.....coonieesassssravonsrnd st I e etiale f et e dans's s mi s 25 2 54 5 S b e s S b EETe S wye s Fa Mmanhp A Ve pumasSis 872
Analysis of Distributed Video-On-Demand System Based on Cluster

Zheng Shijue, Ma Wei, Zhang Jiangling... Mo e o e ik v sad e il qe SedeRen s sign sadiromt Srh cn s D D
The Investigation to Distributed Supervision System Based on GPRS

Huie Chen, Congxin Liu, Weilu Zeng, et al.. B e L e e s s e BRI
Distributed Virtual Reahty Environments Based on VRML

Fang Hua, Yaolin Gu.. e el e RNy ...884
A Method of Computing Fractal Dimension

Ren Wel, Litl DA, XHE LANE. .. oo cismsnanesesnssnnsitvsnassassashanssssosnssssssnsssssansasansessasssssnsssnsstassssassossnsasnsnsunssnsse GOD
Adaptive Partition and Hybrid Method in Fractal Video Compression

Wang Meiqing, Lit RONE. .. ... oiiiiiiiiierrrsaerraseereteteasttrasessosiiataiessstiiasstsssasisrisssssirsssssssssannsenes 891

xii



An Improved Fractal Image Compression Approach by Using Iterated Function System
and Genetic Algorithm
Liu Guanrong, Zheng Yang, He BB s i S oo oS T o SR R WA A SRS ST S Sa T e e e e e e L]

Synchronization of Decompression and Dlsplay in Fractal Video Compressmn Systcm
Cheng Hang, Shu Zhibiao, Fang Yan, et al.. R R A AR s S e ae v s DD

The Cache-Multicast Method of Proxy Cache for Streammg Media
Xu Zhiwen, Guo Xiaoxin, Pang Yunjie, et al.. . e e s s s et e

The Application of Distributed Streammg Media Technology in CAI
Pan Wenhong, Zhang Jianhua.. : N O 4o ey e pr ) 17

A Parallel Image Processing System Based on DSP Arrays
Liu Zhi, Zhu Wei, Chen Shu.. = 5 - SR—— b LLE AT L R W M N A WD

The Hardware Designing for Real Time FPGA Based Image Processmg
Tao Hongjiu, Bao Yuliang, Tong Xiaojun.. s R R R RS AR D NN

The Ascertainment of Scale Sampling Step for Numerical Realization Adopting Binary
Dot-and-Grid Sampling of the Continuous Wavelet Transform
Pu Yifei, Yuan Xiao, Liao Ke, TR e S el O AR o he 2 s sl b MU e s T e ST R1921

Application of Parallel Distributed Technology in Simulation Engmeenng
Wang Xuehui, Zhang Lei.. s Aot e AP AR ¢ SRSt AP e B 7L

Intelligent Grading Based on Image Recognition
Zheng Guang, Kong Meijing, FuDong, etal........cooiiiiiimii e 2 000 SO RUES..931

The Recognition and Decomposition of Mixed Pixels in the Remotely Sensed Images
Based on Gray System Theory
Gui Yufeng, Ta0 JIANTEIE. .. .ot ittt e s et s e sa s a s e e e e e bt i E S E s st s s e e 934

A Distributed Tracking System for Indoor Augmented Reahty Appllcatxons
Jian Mao, Yaolin Gu.. SR s e e ek B s T

Approach on Visual Federation Member Relationship
Xu Dongping, QIn JUAM. .. .cueue e nreresseeessenorat st era s s s s s et s ta s st re sttt a et st st sa s s s et e 943

15. Information and NetworkK SeCUIItY .. ..o..oiuniitiitiiie et st sane e e 947

Security Analysis and Improvement of Some Threshold Proxy Signature Schemes
Xue Qingshui, CAO ZRENTU. .. ... ittt et i et s s e s s s e s 947

Bilinear Pairings-based Threshold Proxy Signature Schemes with Known Signers
Xue Qingshui , Cao Zhenfu , Qian HaIfEng. .. ... ...ttt 953

A Load Balancing Algorithm for High Speed Intrusion Detection
Gong Jian, Lu Sheng, Rui SUYIN. ...c. e st s s s s s e s 959

A Measure and Design Method of Secunty Protocol
Wang Tao, Guo Heqing, Yao Songtao... TS e e R SR e AR B SR e e S an e e AU

Implement Distributed Parallel Computing Based on EJB
Huang Zhehuang Jiang Xiufeng, Wang MEIGINE <+ sssivavans smnmiso5ias as s navsnusinmens asansnusy mon sanmnssnsssissssasassassnnsnnnsnss® i1

Stand Space Theory and its Application on SET Protocol
Xu Feng, Li Dake, HUANE HAO. .. ..ottt tit ittt ettt s e s s et s s sa e s ta fa s n st s tsan s s s 976

xiii



Robust Hash Used In the Application of Digital lmage Slgnature

Wau Jin, Qiu Ya, Huang Honglin, etal............. e s G s SRR s R S s e s s s aeinEs De s T B2
An Adaptive Digital Watermarking Algonthm Based on Wavelet Transform

Guo Zhigiang, Jiang Xuemei, Liu Quan .. o S N I L L B e et s s ima s e e s ams s wsnanipmawasia DO
Research on an Agile Protocol for E-Commerce Secunty

Wang Yong, Xiong Qianxing... e T e T LU S IR PR D R H NG A o i s G e N A e L s D S 900
Grid Secunty and Relevant Technology
Security Design Model of E-Government Collaborative Platform

Su Jindian, Guo Heqing, Yu Shanshan................. N e e S P R S - PP PRy, . .

Study of Trust Model for Grid Security

Zhu Dawel, Zhou Zude, Lo OB e e e r e bt s ke st Shcnsa e s ss poswsssssdsssnsanssesset sasbossnnssysssnsnesnsnns

Research on Secure Gateway Based on Real-time Embedded Systems
Wu Yufeng, Wu Quan, Li Fangmin ..

Data Encryption Algorithms for Internet-based Real-Time Systems

Li Hongyan, Shuang H. Yang, Tan Liansheng .............c.cccvetuee B I i L RS e o

Research on Grid Security for OGSA

Security Prototype Framework Design for Open Grid Services Architecture (OGSA)

Yang Qiulin, Zhou Zude, Li Fangmin .. = e

The Design and Implement of a Distance Education System Based on Impmved MVC Pattern

Ran Chunyu, Hu Hengying, Chen Caixian..

Application of Data Mining Technology to Intrusion Detection System
Xia Hongxia, Shen Qi, Hao Rui .. s o

Design and Implementation of CSP Module

Rao Wenbi, Xiong Huiyue, Tang Chunming, et al.........cc.oeuiiiiiiiiiiii i ittt tieaiiesasstsea s set s i s s snannanns

A Robust Approach to Authentication of Bmary Imagc for Multimedia Communication

Wu Jin, Xia Beibei, Liu Jian, et al...

Researches on Parallel Intrusion Detection Methods Based-on Network Processor

L Eangmin, Zhang Huli  anE a0 i o e is s s Hak ssn s watielsnn s ban alsin wnnines inninssan pussems suensashisane sonss

A Genera] Dynamic Secret Sharing Algonthm in Distributed System

Li Xiaoxin, Guo Qingping, Zhang Feng...

Central 3A Platform Based-on SSO

Zhang-Yingnaoy BrElun: ZhengGuhnasetal.  fesleniary ool Lo adesl Lo fn il sl s b snnidediemi s haemialec Bl Jiase

A New Security Solution of E-Commerce Based on Web Service

XNiang Yang, Li Layuan, Hao Yulong, Shi Zhiging............cccclevmeitomeassnssnvisrassise svesasios ssenssiossassensss

Firewall System Based on IPv4/IPv6

Min Lianying, CHem HONE- .. .o i i siivmininsidninide g s etianihrass siie sy ars det s diimmanesabloes s sivasma b £

16. Computation FHEDXY .. vl cinsmisinains gt s s fesii s s s 3 ve e iS5 o555 sarisodeaicom b

Empirical Studies for Two Evolutionary Fuzzy Controllers

Xu Huazhong, Wang Pan, Xu Chengzhi, et al.....c.c..cviiiiiiviiiiinviiimiiseisissssinsisrssnsvsssassonssasovminnsorvase

xiv

...1006

1010

1015

...1019

...1023

...1027

1031

...1035



The General M Set and Julia Sets Generated by Complex Iteration ZNH—ZH +C

Zhe Xu, X. G. Deng, .D. Liu, etal.. & % ien e E R e ke MRS s e DD D
Generating Algorithm of IAGO Generating Space

T RPN PUNNE WEMIIIIE . o rovve cononesrommsssssomsssnrsnssapainesorsssssssises sovemssosssnsaesietsssinessssshiorinesasssinsisibosas iy 1074
Type Checking for Software System Specnt‘ ications in Real-Time Process Algebra

Chuanwen Liu, Xinming Tan.. " i TR ool A PR S LR RY S L SN 7| | o 7
A Definition and Study of a New Kind of Similarity Measure of Fuzzy Sets

Tong Xiaojun, Gao Zunhai, YUAN Z iy Om . ... eirrrenuneaneersarssrnsmsnsssseesemsasnnsesssmmessssssssseensssesmsnssnmnssseon 1084
The Grade Difference Format and MGM (1,n) Optimization Model

VU TR T T 6 a1 R R S o Y e 8 B 1087
An Object-oriented Knowledge Representation Method

X Vong, Zhomp Lo, Yag K. o oo s s i s s e s pe it 8 S S e s s T A S e e b e S e s a A S A SR P e a e 1092
Mutual Subset Hood of the Fuzzy Set

N B WA I S0 L s v sssomissnanesins sos e s sens s s o e a6 4 T T S S 6 ST S B S i S0 S5 0 S S S SIS 5 S e e S S e e S S S e 1096
Common Function Expression of Similarity Measure of Fuzzy Set at /” - distance

T T T T N S R 1099
Equality of Vector and Similarity Measure of Fuzzy Sets

Tong XKanojun, XN KiaoZerie Ll b NN o c v snsm sviar v voaran sros e v Sl e vie wia h e o o G o o e A A S T a0 1102




PREFACE

High-performance computing is increasingly being used in all aspects of modern society. It is well known that the
distributed parallel computing plays a main role in the HPC. In recent years, more and more attentions have been put on
to the distributed parallel computing. I am confident that the distributed parallel computing will play an even greater
role in the near future. Since distributed computing resources, once properly cooperated together, will achieve a great
computing power and get a high ratio of performance/price in parallel computing. In fact the grid computing is a direct
descendent of the distributed computing.

It is the second time for the DCABES international conference to be held in Wuhan China. We are gratified that this
time nearly 400 papers submitted which cover a wide range of topics, such as Grid Computing, Mobile Computing,
Parallel/Distributed Algorithms, Image Processing and Multimedia Applications, Parallel/Distributed Computational
Methods in Engineering, System Architectures, Networking and Protocols, Web-Based Computing & E-Business,
E-Education, Network Security and various types of applications etc.

* All papers contained in this Proceedings are peer-reviewed and carefully chosen by members of Scientific Committee
and external reviewers. Papers accepted or rejected are based on majority opinions of the referee’s. All papers contained
in this Proceedings give us a glimpse of what future technology and applications are being researched in the distributed
parallel computing area in the world.

I would like to thank all members of the Scientific Committee, the local organizer committee, the external reviewers for
selecting papers. Special thanks are due to Dr. Choi-Hong LAI, who co-chaired the Scientific Committee with me. It is
indeed a pleasure to work with him and obtain his suggestions. Also sincere thanks should be forward to Tsui, Mr Y M
Thomas, Chinese University of Hong Kong, for his enthusiastically taking part in and supporting the DCABES
conference.

I am also grateful to Prof Peter Jimack, University of Leeds, UK; Prof Peter Kacsuk, LPDS, MTA SZTAKI, Hungary;
Prof Simon Cox, University of Southampton, UK and Dr Simon See, Global Science and Technology Center, Sun
Microsystems Inc, Singapore, for their contributions of keynote speeches in the conference.

Sincerely thanks should be forwarded to the Natural Science Foundation of China (NSFC), the China Ministry of
Education (MOE), without their supports the DCABES 2004 could not be held in Wuhan China successfully. We would
also like to thank the WUT (Wuhan University of Technology, China), the National Parallel Computing Society of
China (NPCS), the ISTCA (International Science and Technology Cooperation of Hubei Province, China), and the CAA
(Computer Academic Association of Hubei Province & Wuhan Metropolis, China) for their supports as local organizers
of the conference. It should also be mentioned that the SUN Microsystem (Hong Kong Headquarter) made a
contribution to the conference.

Finally I should also thank A/Professor Jian Guo for his efforts in conference organizing activities. The special thanks
also should be given to my graduate students, Mr. Zhou Cheng for the conference website design, Mr. Zhou Cheng and
Yang Hao for their efforts in organizing activities. It also should be mentioned that my graduate students, Mr. Ouyang
Lin, Tang Guosheng, Yang Hao, Zhang Feng, Chen Jun, Shen Dingcai, Li Xiaoxin, Mao Liming, Zhang Feng and Ms
Rao Jing of the grade 2002; Mr. Zhou Cheng, Wu Yanmao, Wang Qingsong, Liu Feng, Sun Hao, Cheng Haifeng, Han
Guangming, Jiang Weijian Wu Weiwei of the grade 2003, and graduate student Guo Yucheng spent a lot of time and
efforts typesetting the proceedings. Without their help the proceedings could not looks so good.

Enjoy your stay in Wuhan. Hope to meet you again at the DCABES 2005.

Guo, Professor Qingping

Chair of the DCABES2004

Dept. of Computer Science
Wuhan University of Technology
Wuhan, China
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P-GRADE: a High-level Grid Application Development Environment *

Peter Kacsuk
Lab of Parallel and Distributed Systems, MTA SZTAKI
Budapest, H-1111 Kende u 13, Hungary

Email: kacsuk@sztaki.hu

ABSTRACT

P-GRADE provides a high-level graphical environment to
develop paralel applications transparently both for parallel
systems and the Grid. One of the main advantages of
P-GRADE is that the user does not have to learn the different
APIs for parallel systems and the Grid. Simply by using the
same environment will result in the generation of parallel
applications transparently applicable either for supercomputers,
clusters or the Grid. The P-GRADE portal enables the
execution of parallel programs and workflows in several kinds
of Grids including Condor Grids, Globus-2 and Globus-3
Grids aswell asaJini based Grid.

Keywords: Cluster and Grid programming, Grid portals, Grid
execution.

1. INTRODUCTION

In the ten years history of Grid computing we could witness
the rise and fall of three g@nerations of Grid systems. First
metacomputers, then resource-oriented Grid systems and
recently service-oriented Grid systems appeared. This rapid
change of various Grid systems makes the life of Grid users
extremely difficult. Whenever a new Grid system has been
deployed the users should learn new APIs and commands to
develop and run their applications in the Grid. One remedy is
the GAT (Grid Application Toolkit) APl developed in the EU
GridLab project [1]. The GAT will play a similar role in
various Grids as MPI plays in various supercomputers.
Another approach is the usage of a high-level Grid application
development environment that can hide the details of various
Grid systems.

Such a high-level Grid application development environment
is P-GRADE (Paralel Grid Runtime and Application
Development Environment) that hel ps the scientists, engineers
or software developers who would like to quickly and
conveniently develop a high-performance (parallel)
application to run either on a supercomputer, cluster or Grid.
More than that RGRADE provides the necessary support to
create scientific HPC workflows from existing PVM, MPI and
sequential components.

Program developers can easily create by P-GRADE:
parallel applications consisting of many processes or
distributed workflow applications consisting of
many components (parallel and sequential).

P-GRADE hides the low level details of how
parallel/distributed systems are organized and managed so by

* The research described in this paper has been supported by the
Hungarian  Supercomputing Grid (OMFB-00728/2002) project,
Hungarian IHM 4671/1/2003 project, and Hungarian OTKA T042459
project.

Tel.: 361329 7864

using P-GRADE end-users can easily access and submit jobs:
to a supercomputer
to asingle cluster
to acluster of clusters
to the Grid

P-GRADE aso enables the exploitation of various Grids like
Condor Grids [2] and Globus-2 Grids [3]. The PRGRADE
portal that was specialy designed for the Grid even gives
access to service oriented Grids like GT-3 based Grids [4] and
a Jini based Grid [5]. No matter which platform is selected to
run the parallel application the end-users can observe her
application at run-time:
how processes interact:
o withinaparallel application
o withinaparallel workflow component
how workflow components interact
how the nodes of a cluster or sites of a Grid are
utilized, etc.

The main functionalities of PGRADE have been described in
detail in [6] therefore in the current paper we concentrate on
the configuration aspects of RGRADE as well as its portal
extension called as P-GRADE portal. Section 2 shortly
summarizes the usage scenarios and execution modes of
P-GRADE. Section 3 describes the typical configurations by
which RGRADE could advantageously be used. Section 4
introduces P-GRADE portal and its main functions.

2. P-GRADE USAGE SCENARIOS

P-GRADE is a high-level graphica programming
environment that can be used in three different scenarios.

Scenario 1: The user can develop a high-performance
(parallel) software component from scratch in her favourite
language (FORTRAN, C, or C++) and use the high-leve
graphical notation of PGRADE to express paralelism. User
does not have to learn the low level details and concepts of
PVM and MPI. By the RGRADE code generator she can
generate either PVM or MPI code from her graphical notation.
Then the RGRADE parallel debugger supports her to make
her code bugfree. In the next stage of program development,
the monitoring and visualization tools of P-GRADE enable the
performance optimization of her code in a rea pardlé
environment such as a cluster. Finally, the devel oped code can
run under the P-GRADE supervision either on a
supercomputer, cluster or in a Condor or Globus-2 Grid.

Scenario 2: The user can develop a high-performance
(parallel) software application from an existing sequentia

code. In this case she does not have to rewrite everything from
scratch. She can reuse the inherently sequential parts of the
origina code (no matter if itisin FORTRAN, C, or C++) and
built into the parallel (graphical) framework that is provided
by P-GRADE. In both Scenario 1 and 2 the user can access
any existing library functions from her parallel program.
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Scenario 3: The user can create a workflow from existing
components and can run this workflow in a Condor or
Globus-2 Grid. She can place sequential and parallel
components into her workflow. The parallel components can
be PYM or MPI programs, or components developed by
P-GRADE. The latter is useful if there is amissing component
in the workflow and the user wants to develop it in P-GRADE
using the Scenario 1 or 2.

P-GRADE supports the interactive development of a parallel
program as well as its job execution mode. The interactive
execution can be on a single processor system, on a
supercomputer or on a cluster. The recommendation is that the
editing, compiling and debugging activities should be on a
single processor desktop machine while mapping, and
performance monitoring should take place on parallel systems
like supercomputers or clusters. If the program is correct and
delivers the expected performance on parallel systems, the
user can switch to the job mode. Here the user should specify
the resource requirements, input files, output files and error
file of the job. Then RGRADE automatically generates the
appropriate job from the parallel program developed in the
interactive working mode. The recommended applications of
interactive and job mode are summarized in Figure 1.
P-GRADE aso supports the creation and execution of
scientific workflows that are always executed in job mode and
in Grid systems (see Figure 1).

Design, ' “ -
> ‘l.
..

3
Performance- > g%
analysis .
.~ .
. Interactive mode

Job mode,
workflow mode

Execution

Figure 1. Usage of Interactive and Job M odes

P-GRADE programs can be executed on two types of
resources:

dedicated (interactive) resources

Grid resources

I nteractive resour ces are those that you can log into via rsh
or ssh without a password (e.g. a remote cluster) or your local
host that you are currently logged into. On dedicated
(interactive) resources the user is able to develop and execute
applicationsin interactiveway.

If the user wants to access Grid resour ces (such as Condor or
Globus resources) only the job mode of RGRADE can be
used. Globus resources are those you can access via Globus
with your valid proxy certificate. This certificate must be
stored and initalized on an interactive resource thus, a Globus
resource can be configured if (and only if) the user already set
up an interactive resource before accessing any Globus
resource. The user can configure an interactive resource with
Condor support aswell, if it isa Condor submitter machine. In
this case, the user will have access to a Condor-based cluster,
i.e. a Condor resource via this interactive resource. Notice
that an interactive resource is always needed even if the target
is a Grid resource. The relationship of RGRADE resources

are summarized in Figure 2.

P-GRADE

Resources
Interactive [ Globus
Resources & Resource

Grid resources
‘ Local Remote
computer cluster

Condor
Resource

(job mode)
Dedicated resources
(interactive mode’

Figure 2. Relationship of P-GRADE Resources

3. TYPICAL P-GRADE CONFIGURATIONS

The various execution modes and P-GRADE resources can be
used in 8 different typical configurations:

Configuration 1: P-GRADE on a desktop
Configuration 2: Dedicated cluster
Configuration 3: Non-dedicated cluster
Configuration 4: Clusters of Condor Grid
Configuration 5: Sites of Globus-2 Grid
Configuration 6: MPICH-G2

Configuration 7: Workflow on Globus-2 Grid
Configuration 8: P-GRADE portal

The various configurations are created according to the
placement of the two main components of P-GRADE:
P-GRADE GUI: graphical user interface
P-GRADE RS: run-time system

P-GRADE GUI provides:

- GRED: agraphica environment to construct parallel
programs and workflows
amapping tool GUI to assign processes of a parallel
program to processors of a cluster or to assign
components of aworkflow to sites of a Grid
DIWIDE: adebugger GUI to animate, watch and
control the execution of parallel programson a
desktop or cluster
PROVE: avisualization tool to visualize program
execution

The P-GRADE RS provides the necessary support to run
P-GRADE applications on a desktop machine, on a
supercomputer, on a cluster or on a Grid. The run-time system
includes
GRP2C: a compiler to generate C code with PVM or
MPI library calls
A mapping facility to map processes or workflow
components to resources
DIWIDE: adistributed debugger to debug parallel
and distributed applications
GRM: adistributed monitoring infrastructure to
collect run-time trace information on application
execution both in desktop and dedicated cluster
environments (In non-dedicated cluster or Grid
environments areal Grid monitor support is needed.
Such a Grid monitor is Mercury [7].)
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A checkpoint system to checkpoint PVM programs
developed by P-GRADE

A migration unit to automatically migrate processes
of P-GRADE programs inside a cluster or among
sites of aGrid

A load-balancer unit to provide well balanced
execution of the parallel program among the nodes
of acluster

A workflow engine that controls the workflow
execution and takes care of the necessary file
transfers.

Configuration 1: P-GRADE on a desktop

In this configuration the user installs both the P-GRADE GUI
and RS on the desktop. As a consequence the desktop can be
used as a P-GRADE parale program development
environment. Every component of RGRADE except for the
workflow subsystem can be applied. The desktop
configuration can be used to interactively create and debug
parallel programs (first layer in Figure 1).

Configuration 2: Dedicated cluster

Dedicated cluster means that the whole cluster or severa
nodes of the cluster are dedicated to the execution of the
paralel program. No other program can run simultaneously
with this parallel program on the whole cluster or on the
dedicated part of the cluster. In this configuration PGRADE
GUI isinstalled on the desktop and P-GRADE RS runs on the
cluster.

The desktop is used to edit and map the application. The
actual compilation and execution is performed in the dedicated
cluster in interactive mode. The user can debug and monitor
the program in the cluster environment. The P-GRADE
load-balancer can be used in this configuration © provide
well-balanced node exploitation. The RGRADE checkpoint
and migration unit can be used to migrate processes of PVM
programs (developed by P-GRADE) among the nodes of the
cluster.

This conflguratl on enables:
The performance testing of the parallel program (the
performance analysis GUI runs on the desktop
machine)
The production execution of the parallel program on
a dedicated cluster where no other program can run
simultaneously with this parallel program (under
such circumstances the use of P-GRADE load
balancer can provide well balanced exploitation of
the cluster nodes)

The parallel program monitoring is enabled by GRM and
execution visualization is provided by PROVE. Even the
migration and load-balancing activities can be visualized.

A variant of this configuration is the usage of an ultra-thin
client on the desktop. In this case RPGRADE GUI and RS are
installed on the dedicated cluster and the user can access them
remotely via X redirection as shown in Figure 3.

[ X/Window | [ -GRADE GUI, |

B 75

Desktop -
(ultra-thin client) Dedicated duster

Figure 3 Dedicated Cluster with Ultra-thin Client
This configuration is recommended under certain conditions:

- There is reliable network connection with high
bandwidth between the desktop and the dedicated
cluster
P-GRADE GUI cannot be executed on the desktop
due to the specified software or performance
reguirements:

0 The operating system on the desktop is
not Linux but the desktop has X/Window
client installed.

0 Theoperating system on the desktop is old
fashioned without the required libraries.

The in-house security policy does not alow
configure the cluster firewal as it required by
P-GRADE.

Configuration 3: Non-dedicated cluster

Non-dedicated cluster means that several users application
jobs can simultaneously run on the cluster and typically alocal
job manager (such as Condor, SGE, PBS, etc.) takes care of
queueing and launching user jobs. In this case P-GRADE GUI
isinstalled on desktops from where users can simultaneously
run their P-GRADE application on the cluster where
P-GRADE RSisinstalled as shown in Figure 4.

P GRADE GUI

P-GRADE RS
L.# Mercury
Local job
Desktop 1

P-GRADE GUI
d w / Non-dedicated cluster

Desktop N
Figur e 4. Non-dedicated Cluster Configuration

In this configuration the desktop is used to edit, compile,
submit and visualize the application. The actual execution is
performed on the non-dedicated cluster in job mode. The
P-GRADE load-balancer is not used in this configuration
since it is the task of the local job manager to take care of
resource exploitation. The user can monitor the paralel
program execution in the cluster environment if Mercury is
installed there. In this case execution visualization is provided
by PROVE. Even the migration activities can be visualized.
The ultra-thin client version can be used here aswell.

Configuration 4: Clustersof Condor Grid

Condor Grid is a cluster of clusters in which severd
non-dedicated Condor clusters (so-called Condor pools) are
connected by Condor flocking. Condor flocking means that if
a Condor pool is overloaded, jobs or processes of ajob can be
executed on another Condor pool. There is no firewall among
the Condor pools.

In this configuration the desktop is used to edit, submit and
visualize the application. The compilation and execution are
performed on one or several of the connected Condor pools.
The P-GRADE load-balancer is not used in this configuration
since it is the task of the Condor job manager to take care of
resource exploitation. The P-GRADE checkpoint and
migration unit can be used to migrate PVM jobs (developed
by P-GRADE) among Condor pools at any time during the
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execution. The user can monitor the parallel program
execution in the Condor Grid environment by Mercury and
can visualize by PROVE. The distribution of RPGRADE GUI
and RSisshownin Figure 5.

GRADE GUI P-GRADE RS
Mercury
Lﬂ* Condor
Desktop 1
[P-GRADE GUI | 3%
U / ? 3 E’
U .
Grid of Condor
D&ktop N clusters

Figure 5. Configuration on Clusters of Condor Grid

Configuration 5: Sites of Globus-2 Grid

Globus-2 Grid is a heterogeneous Grid in which Grid sites
(desktops, clusters, supercomputers, etc.) are connected by the
Globus-2 Grid middleware. Typicaly the Globus sites are
separated by firewalls and belong to various administrative
domains.

In this configuration the desktop is used to edit, compile,
submit and visualize the application. The parallel execution is
performed on one selected site of the Globus Grid. The
P-GRADE load-balancer is not used in this configuration
since it is the task of the local job manager to take care of
resource exploitation on the selected site. The P-GRADE
checkpoint and migration unit can be used to migrate
processes of a PVM job (developed by PRGRADE) among
nodes of a Grid site provided that the local job manager is
Condor. The user can monitor the application execution in the
Globus Grid environment by Mercury. The distribution of
P-GRADE GUI and RS is shown in Figure 6. Notice that in
this case the whole P-GRADE (GUI and RS) should be
installed on the desktops together with the Globus client.

P-GRADE GUI, RS,
Globus-2 client

Mercury
Local job manager(s)
Globus-2 server(s)

Figure 6. Configuration on Globus-2 Grid

Configuration 6: MPICH-G2

This configuration enables the production simultaneous
execution of the parallel application on several Globus Grid
sites by Globus-2 and MPICH-G2. the deskt op is used to edit,
compile, submit and visualize the application that is compiled
into MPICH-G2 code. The parallel execution is performed
simultaneously on several selected sites of the Globus Grid.
The RGRADE load-balancer, checkpoint and migration unit
are not used in this configuration. The user can monitor the
application execution in the Globus Grid environment by
Mercury. The software configuration is very similar to

Configuration 5 but additionally MPICH-G2 isinstalled on the
Grid sites.

Configuration 7: Workflow on Globus-2 Grid

This configuration enables the production execution of
scientific workflows on severa Globus Grid sites either
sequentially or simultaneously depending on the job order

defined by the workflow. The distribution of P-GRADE GUI
and RSis shown in Figure 7. Notice that in this case the whole
P-GRADE (GUI and RS) should be installed on the desktops
together with the Globus client and Condor DAGMan and

Condor-G. Condor DAGMan ensures that the execution order
of jobs in the workflow will fit to the workflow dependency
graph. Condor-G is used to submit the jobs of the workflow

into the Globus-2 Grid.

In this configuration the desktop is used to create (edit,

compile) and submit wor kflows and to visualize the workflow
execution. Workflow (and component job) monitoring is
performed by Mercury and execution visualization is enabled
by PROVE.

P-GRADE GUI, RS

Condor DAGMan
Condor -G
Globus-2 client

Mercury

P-GRADE GUI, RS
Condor DAGMan
Condor-G
Globus-2 client

Figure 7. Workflow Configuration on Globus-2 Grid

4. P-GRADE PORTAL

Figure 7 shows that in case of Configuration 7 the user should
install avery thick client. In order to avoid the need for such a
thick client and to be able to use the RGRADE workflow
facility from anywhere we developed the RGRADE portal.
Figure 8 shows that in this case the thick client software is
deployed on the portal server and the clients do not need
anything else just aweb browser.

Web browser Portal server

o (P-GRADE portal GUI,

. Condor DAGMan,

g Condor-G, Mecury
\ client)

Desktop 1

Web browser

Desktop N

Mercury server
Local job manager
Globus-2 server

Figure 8. Portal Configuration

The P-GRADE porta is a workflow-oriented Grid portal
where the main goa is to enable users to manage the whole
lifecycle of creating and executing a complex application in
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the Grid: graphically editing workflows from various types of
existing components (sequential, MPI, etc.), submitting jobs
relying on Grid-credentials and analysing the monitored
trace-data by visualization facilities. The RGRADE portal
currently supports the following functionalities (Figure 9):
- Grid certificate management

Setting the Grid environment

Creation, modification and execution of workflow

applications on grid resources

Visualisation of workflow progress as well as each

component job
All these functionalities are highly portable among various
Grid systems. Portability and fast development was aso
supported by the application of the GridSphere [8] Grid portal
development framework as an implementation environment.

Fertifi CERTIFICATE WORKFLOW
pertificatd ownload) MANAGER
server (submit) R
-
CERTIFICATE
(upload)
EDIT Remote
(sg¥€|upload) Portal Clusters
server /| ofthe
\ S e s Grid
~. -
ﬂm Workflow
:' S EDITOR (result)
(open),

Figure 9. The P-GRADE Portal Functionalities

Grid certificate management. The Credentid Manager
portlet alows the portal user to download Grid certificates
(proxy credentials) from a MyProxy server (MPS) as shown in
Figure 9. A user may have more than one proxy from different
MPSs and any proxy can be selected for usage. The user can
view the details of a proxy, including its lifetime. This
credential will be passed to other portlets of the portal. The
proxies, that are no longer needed, can be deleted. Renewing
an expired proxy requires connecting the MPS again. If there
isno MPS holding appropriate credential for the user, she may
upload her private key and certificate to an MPS, and later this
MPS can create a proxy for her by means of the portal.

Setting the Grid environment. The other prerequisite to use
the portal is the setting of the Grid resources the user has
access and would like to use by the portal. At this stage the
URL of the Grid resources as well as the gplicable job
managers should be given by the user. If Grid broker is
available, like in the LCG-2 Grid, the identification of the
Grid broker is enough at this point.

Workflow editing. The workflows can be graphically created
at the client machine by the Workflow Editor written as a Java
Web-Start application. A simple workflow used in a rea-life
meteorology application [9] is shown in Figure 10. Large
sguares represent jobs and small squares represent the input
and output files. Definition of a job requires the identification
of the job (e.g. delta), the location of the executable code and
itstype (SEQ, MPI, etc.). If thereis no broker in the connected
Grid system, the user should explicitly define the Grid
resource where the job is to be executed. Files are identified
by their logical name and location. It should be also defined if
the file is a permanent one or used only temporarily. In the

latter case when the job using the temporary file has been
finished, the file is automatically removed from the Grid.
After creating the workflow on the client machine it should be
uploaded to the portal server machine as shown in Figure 9.

Workflow management. The uploaded workflows are
managed by the Workflow Manager portlet that provides the
following functionalities:

a. Storing, updating and visualizing the status of the
workflows and their component jobs.

b. Submitting workflows when the user requests it (see
Figure 9).

c. Taking care of the necessary file transfers among the
workflow jobs (executed on different Grid resources).

d. Detach and attach running workflows.

e. Delivering and storing the result files of the workflow
execution.

f. Showing workflow execution visudization and
individual job execution visualization if the job is a

parallel program.

Wklions [ Gpbmss f

]

T A R x,
Sk e AT T R

Figure 10. Workflow of a M eteorology Application

The Workflow Manager portlet collaborates with the Condor
DAGMan [10] system that is responsible for selecting the next
executable job of the workflow. Condor DAGMan provides a
PRE-script facility to do job management before a job is
actually started as a Condor-G job. This PRE-script can be
written according to the actual needs in different Grid
environments. If thereis no Grid broker in the connected Grid,
the user specifies at workflow edit time the Grid site where the
job should be run. If there is a Grid broker, the Workflow
Manager portlet uses the PRE-script facility to contact the
Grid broker and asks the selection of an appropriate Grid site.
Once the Grid site is selected (in either way) the Workflow
Manager portlet uses again the PRE-script facility to transfer
the necessary input files by GridFTP into the selected Grid
resource. Then the job is submitted as a Condor-G job to the
Globus-2 gatekeeper of the selected Grid site.

This is the way how the portal Workflow Manager portlet
collaborates with a GT-2 Grid environment. The RGRADE
portal was actually connected so far to three different GT-2
based Grid systems: Hungarian Supercomputing Grid, LCG-2,
and the EU GridLab testbed.
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5. CONCLUSIONS

P-GRADE provides a high-level graphical environment to
develop paralel applications transparently both for parallel
systems and the Grid. One of the main advantages of
P-GRADE is that the user does not have to learn the different
APIs for pardle systems and the Grid. Simply by using the
same environment will result in the generation of parallel
applications transparently applicable either for supercomputers,
clusters or the Grid. The current version of P-GRADE
supports the interactive execution of parallel programs both on
supercomputers, clusters and Globus-2 Grids as well as the
creation of a Condor or Condor-G job to execute parallel
programs as jobs in various (Globus-2 and Condor) Grids.

P-GRADE is currently ported to the Hungarian ClusterGrid
that connects the Condor pools of the Hungarian higher
educational  ingtitutions  into a  high-performance,
high-throughput Grid system. RGRADE is aready tested in
the Hungarian Supercomputing Grid that combines the
Hungarian supercomputers and large clusters into a Globus-2
Grid.

P-GRADE has been applied for the parallelisation of the
MEANDER nowcast program package of the Hungarian
Meteorology Service [9] and for the parallelisation of the
Madcity urban traffic simulation system [11]. Recently severa
molecule dynamics applications and nuclear technology
simulation code have been developed by P-GRADE at several
Hungarian institutes. PGRADE is intensively used by several
UK, Hungarian and Polish universities for teaching paralel,
distributed and Grid programming.

P-GRADE can be downloaded (with a User's Manual,
Installation Guide and a set of demo programs) from the
http://www.|pds.sztaki.hu/pgrade/index.php web site.

The RGRADE portal enables the portability of RGRADE
workflows among various kind of Grids. It was connected not
only to Globus-2 Grids but also to an OGSA compliant
Globus-3 Grid in the framework of the UK escience OGSA
testbed project. The connection of the P-GRADE porta to the
Condor pool based Hungarian ClusterGrid as well as to the
service-oriented Hungarian JGrid (a Jini based Grid [12]) is
under development. The ultimate goal is that a user should be
able to access several different Grids simultaneously by the
P-GRADE portal.
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ABSTRACT

Over the last decades, high performance computing and
internet has transformed the way science research,
engineering and business is being conducted. We have
seen the tremendous growth of computer technology both in
hardware and software to address our needs. In this paper,
the author attempted to walk through some of the work
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1. MICROPROCESSOR- THROUGHPUT WAY

More than three decades ago, Moore's Law pronounced that
the number of transistors that will fit per square inch on an
integrated circuit will double about every two years. Since
then, chip manufacturers have entered into a megahertz race,
exploiting Moore's Law to deliver processors that now run at
gigahertz speeds. In addition to increasing processor
frequency, microprossor designer has wisely used increasing
transistor gains to enhance scalability, memory management,
and reliability for the vendors (e.g UltraSPARC) processors
and, consequently, its systems. As a result, solutions deliver
excellent application performance, even outperforming
competing systems running at higher frequencies. At the same
time, however, like other processor design teams, engineers
have encountered the frustrating trend of diminishing returns.
While Moore's Law effectively enables chip speeds to double
about every two years, actual system performance gains are
much lower due to significantly lower increases in memory
speeds. In fact, memory speeds have only been doubling every
six years—one-third the rate of microprocessors.

Figurel Gap of CPU and Memory

This gap in processor and memory speeds leaves ultrafast
processors spending as much as 75 percent of the time waiting
for memory to return required data instead of doing useful
work. The chart below illustrates today’ s diminishing returns,
with a 2.2-GHz Pentium 4 processor offering an 83 percent
increase in frequency over a 1.2-GHz Celeron processor but
only delivering a 20 percent gain in actual application
performance. Even worse, thisincrease comes at a price spike
of 446 percent and a power consumption hike of 84 percent.

P i Es AT Celeron | Pandinm 4 % Diftenence
feequenrcy i3 OHR .2 hHz H3%
Pertoarmanre :
R ¥ (1] ‘ 0%
(RBusiness Wirstone 20017) . o
# of Transislons UM LM Ly
P R LW 8%
Cost* M03 4502 [k
=z FCManzans [Toonan zmz|
BLg mess WANS oM S L 00l MRSl e S},‘.‘I’ir! pefodmance om srvaral ofice-oeced apoli caha e
Inchidng Las Naies, MIcrosolt OFice, and Noctun Sniivin s
*=Zom Sourez: (NET [hnuaryy, 22a2% Yahoo Finance M evesd|an, & 2002

Figure 2 Power and performance
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Thus the multithreaded processor has recently gain
tremendous interest. A multithreaded processor is able to
concurrently execute instructions of different threads of
control within a single pipeline. The minimal requirement for
such a processor is the ability to pursue two or more threads of
control in parallel within the processor pipeline, that is, the
processor must provide two or more independent program
counters, an internal tagging mechanism to distinguish
instructions of different threads within the pipeline, and a
mechanism that triggers a thread switch. Thread-switch
overhead must be very low, from zero to only a few cycles.
Multithreaded processor features often, but not aways,
multiple register sets on the processor chip.

The current interest in hardware multithreading —L atency
reduction is an important task when designing a
microprocessor. Latencies arise from data dependencies
between instructions within a single thread of control. Long
latencies are caused by memory accesses that miss in the
cache and by long running instructions. Short latencies may be
bridged within a superscalar processor by executing
succeeding, nondependent instructions of the same thread.
Long latencies, however, stall the processor and kssen its
performance. —Shared-memory multiprocessors suffer from
memory access latencies that are several times longer thanin a
single-processor system. When accessing a nonlocal memory
module in a distributed-shared memory system, the memory
latency is enhanced by the transfer time through the
communication network. Additional |atencies arise in a shared
memory multiprocessor from thread synchronizations, which
cause idle times for the waiting thread. One solution to fill
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these idle times is to switch to another thread. However, a
thread switch on a conventional processor causes saving of al
registers, loading the new register values, and several more
administrative tasks that often require too much time to prove

this method as an efficient solution.

Recenty Sun has been designing processors built specifically
to maximize throughput for network computing workloads.
These chip multithreading (CMT) processors will leverage the
increasing number of transistors supported on a microchip to
process tens of threads simultaneously. This support for
multithreading at the chip level is designed to dramatically
increase application throughput, delivering revolutionary

benefits to customers instead of incremental increases in speed.

Take, for example, a standard Web-based business that runs
multiple servers to handle customer requests. Each time a
customer logs on to the site, athread is sent to a processor to
serve up Web page data. With 100 of today’s single-processor
servers, the company can handle 100 different treads at a
time. When those traditional processors are replaced with
CMT processors, each Web server will instead be able to
execute tens of software threads simultaneoudly, significantly
boosting performance while supporting server consolidation.

Sun's CMT processors will also have multiple cores on a
single piece of silicon, with each core being able to process
multiple threads, As aresult, asingle CMT processor will be
able to process tens of threads simultaneously, exponentially
increasing the amount of data processed each second.
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2. GRID

The Internet and the World Wide Web have improved
dramatically over the last few years, mainly because of
increasing network bandwidth, powerful computers, software,
and user acceptance. These elements are currently converging
and enabling a new global infrastructure called "The Grid",
originaly derived from the electrica "Power Grid" which
provides electricity to every wall socket. A computational or
data grid is a hardware and software infrastructure that
provides dependable, consistent, pervasive, and inexpensive
access to computational capabilities, as described in Foster
and Kesselman [1]. It connects distributed computers, storage
devices, mobile devices, instruments, sensors, databases, and
software applications.

We have learned that grids provide many more benefits than

just the increase in resource utilization, or using idle resources,

as described in many press articles today. Some of the key

advantages a grid can provide are:

— Access. Seamless, transparent, remote, secure, wireless
access to computing, data, experiments, instruments,
Sensors, etc.

— Virtualization: Access to compute and data services, not the
servers themselves, without caring about the
infrastructure.

— On Demand: Get resources you need, when you need them,
at the quality you need.

— Sharing: Enable collaboration of (virtua) teams, over the
Internet, to jointly work on one complex task.

— Failover: In case of system failure, migrate and restart
applications automatically, on another sy stem.

— Heterogeneity: In large and complex grids, resources are
heterogeneous (platforms, operating systems, devices,
software, etc.). Users can chose the best suited system for

their specific application.

— Utilization: Grids are known to increase average utilization
from some 20% towards 80% and more. For example, our
internal Sun Enterprise Grid (with currently more than
7,000 processors in three different locations) to dsign
Sun’s next -generation processors is utilized at over 95%,
on average.

These benefits trandate into high-level value propositions

which are especially beneficial to upper management in

research and industry who has to make the decision to adopt
and implement a grid architecture within the enterprise. Such
vaues are:

— Increase ajility (shorter time to market, improve quality
and innovation, reduce cost, increase Return On
Investment, reduce Total Cost of Ownership)

— Reduce risk (better business decisions, faster than
competition) Enable innovation (develop new capabilities,
do things previously not possible)..

Grld Computing Evalwtlon

Figure3 Evolution of Grid

Several of these benefits are present already in small managed
compute cluster environments, often called Mini-Grids, or
Cluster Grids, or Department Grids. In many of our early grid
projects, since about 1998, our partners and customers started
building mini-grids, see [2]. In fact, today (May 2003), over
7,000 cluster grids are in production, running the Distributed
Resource Management (DRM) software Sun Grid Engine [3],
or its open source version Grid Engine [4]. A few hundred of
those early adopters aready implemented the next level,
so-called Campus or Enterprise Grids, connecting resources
distributed over the university campus or the global enterprise,
using the Sun Grid Engine Enterprise Edition [3]. And a few
dozen of them are currently transitioning towards Global
Grids, connecting resources distributed beyond university or
enterprise firewalls, and using globa grid technology like
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Globus [5] and Avaki [6], integrated with Sun Grid Engine.
This drategy of evolutionary transition from cluster, to
enterprise, to global gridsis summarized in Figure 3

A Global Grid Architecture

What are the motivations for creating a grid? What are the
major areas of difficulty which must be addressed? What are
the currently available components of a global compute grid
and how do they address major user requirements?

The Globus Project [5] introduces the term Virtua
Organisation (VO) as a set of users in multiple network
domains who wish to share gome of] their resources. The
virtual organisation may be (as is currently the norm) a group
of academic institutions who wish to enable resource sharing.
The possible functional objectives of such resource sharing
include:
— The aggregation of compute power. This can result in a
number of benefits:
- Increase the throughput of users jobs by
aximizing resource utilisation
Increase the range of complementary hardware
available e.g. compute clusters, large shared
memory servers, parallel computers, etc.
Provide a (virtual) supercomputer grid which
presents a platfform for grand challenge
applications
— The tight integration of geographically and functionally
disparate databases
— The catering for a huge, dynamic dataset and the processing
thereof.

The main software components (software tools) of a global

compute grid are:

- User Interface: Enabling remote, transparent, secure access
to the grid resources by non- expert users, through some
straightforward interface, usually aweb-portal.

- Broker: Automating job scheduling based upon the users
policies. Such policies could describe the users' prioritiesin
terms of job requirements, available budget, time
requirements, applications, etc. The broker would use these
policies when negotiating on the users behaf for a
resource on the grid.

- Security, datamanagement, job-management and resource
discovery. These are the key issues that have been
addressed by the Globus project.

- Resource guarantees and accounting. This is an area of
current  research activity and links in with the brokering
technologies.

Core Componentsfor Building a Grid

To provide grid functionalities and benefits described in the

previous section, a set of core middleware components is

necessary. In our grid projects, we are using, among others,
the following components:

— Access Portal: Grid Engine Portal, a few thousand lines of
Java code for the Graphical User Interface, available in
open source, [4], with the functionality to plug into any
Portal Server, e.g. Sun ONE or Apache Portal Server, for
additional security, authentication, authorization, and
more.

— Globus Toolkit: With the Globus Security Infrastructure
(GSl), the Globus Resource Allocation Manager (GRAM),
the Monitoring and Discovery Services (MDS), and
GridFTP for enabling efficient file transfer.

— Distributed Resource Management: E.g. Sun Grid Engine,

Sun Grid Engine Enterprise Edition, Condor [7], LSF [8],
or PBS[9].

Distributed Resource Managers

The core of any Cluster or Enterprise Grid is the Distributed

Resource Manager (DRM). Examples of DRMs are Sun Grid

Engine [3], Platform Computing's Load Sharing Facility [8],

or Altair's PBS Pro [9]. In a global compute grid it is often

beneficial to take advantage of the features provided by the

local DRMs. Such features may include the ability to

— create user sets whose access rights to the Cluster Grid
may be controlled - this will strongly complement the
limited authorisation currently available through Globus.

— provide resource guarantees to grid users.

— reserve portions of the local resource for local users.

— perform advanced reservation of compute resources.

One of the key advantages of local DRM software is that it
can simplify the implementation of the Globus layer above it.
Specifically, where the underlying compute resources are
heterogeneous in terms of operating platform, processor
architecture, and memory, the loca DRM provides a
virtualisation of these resources, usually by means of the
gueue concept.

Different DRMs have different dfinitions of a queue, but
essentially a queue, and its associated attributes, represents the
underlying compute resource to which jobs are submitted. If a
Virtua Organization (VO) chooses to implement a specific
DRM at each of its Cluster Grids, then the concept of
implementing a virtualization of al the Cluster Grids is
relatively straight forward despite the possibility that the
underlying hardware may be quite heterogeneous. One simply
aggregates dl the queue information across the VO. Since the
attributes of the queues will have a common definition across
the VO, the interface to this grid could be designed to be
analogous to that implemented at the campus level

Asan example of aDRM, Sun N1 Grid Engineis adistributed
resource management software, which recognizes resource
requests, and maps compute jobs to the | east-loaded and best
suited system in the network. Queuing, scheduling, and
prioritizing modules help to provide easy access, increase
utilization, and virtualize the underlying resources. Sun Grid
Engine Enterprise Edition, in addition, provides a Policy
Management module for equitable, enforceable sharing of
resources among groups and projects, alligns resources with
corporate business goals, via policies, and supports resource
planning and accounting.

There are mainly two solutions to integrate the local DRM
with Globus:

(@ Thereisan integration of the DRM with GRAM.
This means that jobs submitted to Globus (using the
Globus Resource Specification Language, RSL) can
be passed on to the DRM. Evidently the key hereis
to provide a means of trandation between RSL and
the language understood by the DRM. These are
implemented in Globus using GRAM Job manager
scripts.

(b) Thereisan integration with MDS. The use of a
GRAM Reporter allows information about a DRM
to be gathered and published in the MDS. The
reporter will run at each campus site periodically via
cron, and query the local DRM. This means that
up-to-date queue information can be gathered across
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many Cluster Grids.

Portal Softwareand Authentication

The portal solution may be split into two parts. Firstly, the
web-server and/or container which serves the pages. Examples
include Sun ONE Portal Server, Tomcat/Apache, uPortal.
Second, the collection of Java serviets, web-services
components, java beans etc. that make up the interface
between the user and the Globus Toolkit and runs within the
Server. The Grid Portal Development Kit is an example of a
portal implementation which is interfaced with the Globus
Toolkit.

2.1.3 The Globus Toolkit 2.0

In our early grid installations, we used Globus Toolkit 2.0 and
22 (GT20, GT22). The Globus Toolkit is an open
architecture, open source software toolkit developed by the
Globus Project. A brief explanation of GT2.0 is given here for
completeness. Full description of the Globus Toolkit can be
found at the Globus web site [5]. The next generation of the
Globus Toolkit, GT3.0 GT3.0 re-implements much of the
functionality of GT2.x but is based upon the Open Grid
Services Architecture, OGSA, [10].

White Rose Grid

The White Rose Grid (WRG, [45]), based in Y orkshire, UK
is a virtual organisation comprising of three Universities:
The Universities of Leeds, York and Sheffield. There are
four significant compute resources (Cluster Grids) each
named after awhite rose. Two cluster grids are sited at Leeds
(Maxima and Snowdon) and one esch at York (Pascali) and
Sheffield (Titania).

The White Rose Grid is heterogeneous in terms of
underlying hardware and operating platform. Whilst Maxima,
Pascali and Titania are built from a combination of large
symmetric memory Sun servers and storage/backup,
Snowdon comprises a Linux/Intel based compute cluster
interconnected with Myricom Myrinet.

The software architecture can be viewed as four independent
Cluster Grids interconnected through global grid middleware
and accessible, optionally through a portal interface. All the
grid middleware implemented at White Rose is available in
open source form.

The WRG software stack, Figure 4, is composed largely of
open source software. To provide a stable HPC platform for
local users at each site Grid Engine Enterprise Edition [3],
[4], HPC ClusterTool [30] and SUnONE Studio [46] provide
DRM and MPI support and compile/debug capabilities.

Users at each Campus use the Grid Engine interface
(command line or GUI) to access their local resource. White
Rose Grid users have the option of accessing the facility via
the portal. The Portal interface to the White Rose Grid has
been created using the Grid Portal Development Kit [27]
(GPDK) running on Apache Tomcat [47]. GPDK has been
updated to work with Globus Toolkit 2.0 and also modified
to integrate with various e-science applications.

GPDK Portal interface
Tomcat/Apache

Global Grid
Infrastructure

Campus Grid
Infrastructure

Grid Engine

i - Globus Toolkit 2.0
Enterprise Edition obus Toolk

Sun? HPC MyProxy

Cluster Tools

Sun ONE Studio

Solaris? and Linux Operating Environments

Sun Enterprise? and Sun Fire? Servers,
Sun StorEdge? Systems, Intel thin servers

Figure 4 White Rose Grid Components,
Hardware/software Stack.

Each of the four WRG cluster grids has an installation of
Grid Engine Enterprise Edition. Globus Toolkit 2.0 provides
the means to securely access each of the Cluster Grids
through the portal.
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Figure 5 The Four Cluster Grid Computing Nodes of the
White Rose Grid.

N1 Grid Engine
N1 Grid Engine is installed at each of the four nodes,
Maxima, Snowdon, Titania, Pascali. The command line and
GUI of Enterprise Edition is the main access point to each
node for local users. The Enterprise Edition version of Grid
Engine provides policy driven resource management at the
node level. There are four policy types which may be
implemented:
- Share Tree Policy: Enterprise Edition keeps track
of how much usage users/projects have aready
received. At each scheduling interval, the
Scheduler adjusts all jobs share of resources to
ensure that users/groups and projects get very
close to their allocated share of the system over the
accumulation period.
Functional ~ Policy:  Functional  scheduling,
sometimes called priority scheduling, is a
non-feedback scheme (i.e. No account taken of
past usage) for determining a job's importance by
its association with the submitting
user/project/department.
Deadline Policy: Deadline scheduling ensures that
ajob is completed by a certain time by starting it
soon enough and giving it enough resources to
finish on time. Override policy:
Override Policy: Override scheduling alows the
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Enterprise Edition operator to dynamically adjust
the relative importance of an individua job or of
al the jobs associated with a
user/department/project.

At White Rose, the Share Tree policy is used to manage the
resource share allocation at each node, Figure 5. Users
across the three Universities are of two types: (a) local users
are those users who have access only to the local facility (b)
WRG users are users who are alowed access to any node in
the WRG. Each WRG node administrator has allocated 25%
of their node's compute resource for WRG users. The
remaining 75% share can be allocated as required across the
local academic groups and departments. The WRG
administrators also agree upon the half-life associated with
SGEEE so that past usage of the resources is taken into
account consistently across the WRG.

Globus

As depicted in Figure 5, each WRG Cluster Grid hosts a
Globus Gatekeeper. The default job-manager for each of
these gatekeepers is set to Grid Engine using the existing
scripts in the GT2.0 distribution. In order that the Globus
jobmanager is able to submit jobs to the local DRM, it is
simply necessary to ensure that the Globus gatekeeper server
is registered as a submit host at the local Grid Engine
master node. The Globus grid-security file referenced by the
gatekeeper servers includes the names of al WRG users.

New users grid identities must be distributed across the grid
in order for them to be successfully authenticated.
Additionally to this, at each site all WRG users are added to
the userset associated with the WRG share of the Enterprise
Edition controlled resource. This ensures that the sum usage
by WRG users at any cluster grid does not exceed 25%.

Portal interface

The porta technology used at White Rose has been
implemented using the Grid Portal Development Kit. GPDK
has been designed as a web interface to Globus. GPDK uses
Java Server Pages (JSP) and Java Beans and runs in Apache
Tomcat, the open source web application server developed
by Sun Microsystems. GPDK takes full advantage of the
Javaimplementation of the Globus CoG toolkit.

GPDK Java Beans are responsible for the functionality d
the portal and can be grouped into the five categories;
Security, User Profiles, Job Submission, File Transfer, and
Information Services. For security, GPDK integrates with
MyProxy, [48]. MyProxy enables the Portal server to interact
with the MyProxy server to obtain delegated credentials in
order to authenticate on the user's behalf.

Some development work has been done in order to port the
publicly available GPDK to GT2.0. Specifically:

- GPDK was modified to work with the updated MDS in
GT2.0

- Information Providers were written to enable Grid Engine
Queue information to be passed to MDS. Grid users can
query MDS to establish the state of the DRMs at each
ClusterGrid.

As with many current Portal projects, the WRG uses the
MyProxy Toolkit as the basis for security. Prior to
interacting with the WRG, a user must first securely pass a
delegated credential to the portal server so that the portal can
act upon that user's behaf subsequently. The MyProxy
Toolkit enables this.

The event sequence up to job submission is as follows:

1. When the user initially logs on, the MyProxy Toolkit is
invoked so that the portal server can securely access a proxy
credential for that user.

2. The users can view the available resources and their
dynamic properties via the portal. The Globus MDS pillar
provides the GIIS, LDAP based hierarchical database which
must be queried by the portal server.

3. Once the user has determined the preferred resource, the
job can be submitted. The job information is passed down to
the selected cluster grid where the local Globus gatekeeper
authenticates the users and passes the job information to
Grid Engine Enterprise Edition.
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ABSTRACT

The concept of coupling geographically distributed resources
for solving large scale problems is becoming increasingly
popular forming what is popularly called grid computing.
Management of resources in the Grid environment becomes
complex as the resources are geographically distributed ,
heterogeneous in nature and owned by different individuals and
organizations each having their own resource management
policies and different access and cost models. There have been
many projects that have designed and implemented the
resource management systems with a variety of architectures
and services. In this paper we have presented the genera
requirements that a Resource Management system should
satisfy. The taxonomy has also been defined based on which
survey of resource management systems in different existing
Grid projects has been conducted to identify the key areas
where these systems lack the desired functionality.

1. INTRODUCTION

Today, Grid users have to transform their high-level

requirement into a workflow of jobs that can be submitted for

execution on the Grid. Each job must specify which files

contain the code to be run, selected by mapping the high level

requirements to available application components and selecting
aphysica file from the many available replicas of the code in
various locations. The job also specifies the location (or host)

where it should be run, based on the code requirements (e.g.,

code is compiled for MPI, padlelized to run on
tightly-coupled architecture, preferably with more than 5 nodes)
and on user access policies to computing and storage resources.

An executable workflow aso includes jobs to move input data
and application component files to the execution location.

Current Grid management systems alow the discovery of the
available resources and data location but the users have to carry
out al these steps manually. A resource planning and
reservation system is thus required which can automate the
whole process of work flow generation.

2. PLANNING AND RESERVATION

Planning and reservation is an important task to be performed
by the Grid Resource Management System. Planning and
Reservation is the process of analyzing the job and determining
the resources required for successful execution of the job.
Based on these results resources are reserved seamlessly to the
user.

2.1 Requirementsfor planning and reservation

Resource management is a complex task involving security and
fault tolerance along with scheduling. It is the manner in which
resources are alocated, assigned, authenticated, authorized,
assured, accounted, and audited. Resources include traditional
resources like compute cycles, network bandwidth, space or a
storage system and also services like data transfer, simulation
etc.

Following are the requirements that a Grid RMS (Resource
Management System) must satisfy in order to perform resource
planning and reservation:

A Grid RMS needs to schedule and control the
resources on any element in the network computing
system environment.

Grid RMS should predict the impact that an
application’s request will have on the overal
resource pool and quality of service guarantees
aready given to other applications.

Grid RM S should preserve site autonomy. Traditional
resource management systems work under the
assumption that they have complete control on the
resource and thus can implement the mechanisms and
policies needed for effective use of that resource. But
the Grid resources are distributed across separate
administrative domains. This results in resource
heterogeneity, differences in usage, scheduling
policies and security mechanisms.

Grid RMS must ensure Co-allocation of the resources.
Co-alocation is the problem of allocating resources
in different sites to an application simultaneously.

Different administrative domains employ different
local resource managements systems like NQE, LSF
etc. A grid RMS should be able to interface and
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interoperate with these local resource management
systems.

In a Grid system resources are added and removed
dynamically. Different types of applications with
different resource requirements are executed on the
Grid. Resource owners set their own resource usage
policies and costs. This necessitates a need for
negotiation between resource users and resource
providers so a grid RMS should enable such
negotiation.

The resource management framework should allow
new policies to be incorporated into it without
requiring substantial changes to the existing code.

The Grid RMS is also responsible for ensuring the
integrity of the underlying resource and thus enforces
the security of resources. The resource management
system must operate in conjunction with a security
manager.

3. TAXONOMY

The taxonomy followed by us is based on the architecture of
the planning and reservation system. Based on this taxonomy
we have surveyed and classified various grid projects.

Different attributes in the taxonomy aim to differentiate RMS
implementations according to the impact on overal Grid
system scalability and reliability thus classification of RMS is
based on grid type, resource hamespace, resource information
(discovery, dissemination), scheduling model and scheduling

policy.

3.1Grid Type

Grid systems are classified as Compute, Data and Service grids
as shown in figure 2. The computational Grid category denotes
the systems that have a higher aggregate computational
capacity available for single applications than the capacity of
any constituent machine in the system. The major resource
managed by GRMS in compute gridsis“ Compute Cycles’.

Computational [ Distributed Supercomputing
Grid
L High Throughput
Grid Systems Data Grid
— OnDemand
Service Grid —— Collaborative
— Muttimedia
Figure 2 Data and Service grids

In Data Grids the resource management system manages data
distributed over geographical locations. Data Grid is for
systems that provide an infrastructure for synthesizing new
information from data repositories such as digital libraries or
Data Warehouses that are distributed in a wide area network.
The Service Grid category is for the systems tat provide
services that are not provided by any single machine. This

category is further subdivided in On Demand, Collaborative,
and Multimedia Grid Systems.

3.2 Resour ce Namespace

Resources in a grid are managed and named by the Grid
Resource Management System; the naming of resources effects
others functions of GRMS like resource discovery, resource
dissemination and also affects the structure of the database
storing resource information. Different approaches to naming
are Relational, Hierarchical and graph based.

A relational namespace divides the resources into relations and
uses the concepts from relational databases to indicate
relationships between tuplesin different relations.

A hierarchical namespace divides the resources in the grid into

hierarchies organized around the physical or logical network

structure of the grid i.e. it follows a system of systems approach,
aname s constructed by traversing down a hierarchy.

In Graph Based Naming resources are linked together and a
resource name is constructed by following the links from one
object to another.

3.3 Resour ce Information

3.3.1 Resour ce Dissemination

Resource dissemination is the process of advertising
information about resources. The protocols used for
dissemination are “ periodic’ and “ on demand’ . In periodic
resource dissemination the information database is updated
periodically so update is not driven by resource status change
indeed all changes are batched and updated in information
database after specific interval. On Demand protocol updates
the resource information database as the change occurs in the
status of any of the resource.

3.3.2 Resour ce Discovery

Resource management system performs resource discovery to
obtain information about available resources. There are two
approaches to resource discovery namely “ agent based” and
“ query based” . In Agent based approach agents traverse the
grid system to gather information about resource availability. In
Query Based approach resource information store is queried for
resource availability.

3.4 Scheduling model

Scheduling model describes how machines involved in
resource management make scheduling decisions. Scheduling
models normally used are centralized and decentralized; in a
centralized model all jobs are submitted to a single machine
which is responsible for scheduling them on available resources.
The problems with this approach are that the single scheduler
will be single point of failure. It will also affect scalability of
the grid. In decentralized model there is no central scheduler,
scheduling is done by the resource requestors and owners
independently. This approach is scalable and suits grid systems.
But individual schedulers should cooperate with each other in
making scheduling decisions.

3.5 Scheduling Policy

Scheduling policy governs how resources are scheduled on the
matched resources. In a Grid environment there can be no
single globa scheduling policy, Different administrative
domains may set different resource usage policies, so the RMS
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should allow for the policies to be added or changed with
minimal overhead.

4. SURVEY

Resource management in Condor, Globus, Legion, European
Data Grid, and Nimrod G has been surveyed, keeping in view
the above discussed taxonomy.

4.1 Planning and reservation systemin Condor

The main function of Condor [4] is to allow utilization of
machines that otherwise would be idle thus solving the
wait-while-idle problem. Condor uses Classified Ads (which is
a resource specification language) to specify resource requests.
Through its unique remote system call capabilities, Condor
preserves the job's originating machine environment on the
execution machine, even if the originating and execution
machines do not share a common file system and/or user ID
scheme. Condor jobs with a single process are automatically
checkpointed and migrated between workstations as needed to
ensure eventual completion.

Condor has a centralized scheduling model. A machine
(Centra Manager) in the Condor system is dedicated to
scheduling. Each Condor work station submits the jobs in its
local queue to the central scheduler which is responsible for
finding suitable resources for the job execution. The
information about suitable available resources to run the job
(execution machine information) is returned to the job
submission machine. A shadow process is forked on the
submission machine for each job, which is responsible for
contacting and staging the job on the execution machine and
monitoring its progress. Condor supports pre-emption of
running jobs, if the execution machine decides to withdraw the
resources Condor can preempt the job and schedule it on
another machine thus providing for resource owner autonomy.

4.2 Planning and reservation system in Globus

Globus provides software infrastructure that enables
applications to view distributed heterogeneous computing
resources as a single virtual machine. The toolkit consists of a
set of components that implement basic services, such as
security, resource location, resource management, data
management, resource reservation, and communications.

Planning and reservation system of Globus consists of resource
brokers, resource co-allocators and resource manager or
GRAM. The resource requests are specified in extensible
resour ce specification language (RL).

Globus offers Grid information services via an LDAP-based
network directory called Metacomputing Directory Services
(MDS). The Resource Brokers discover resources by querying
the information service (MDS) for resource availability. MDS
consists of two components Grid Index Information service
(GIIS) and Grid resource information service (GRIS). GRIS
provides resource discovery services. GIIS provides a global
view of the resources by pulling information from the GIIS's.
Resource information on the GIIS's is updated by push
dissemination.

Hierarchical name space organization is followed in Globus for
naming resources and the scheduling model is decentralized i.e.
scheduling is done by application level schedulers and resource

brokers. Co-allocator takes care of multi-requests, a multi
request is a request involving resources at multiple sites which
need to be used simultaneously, and passes each component of
the request to appropriate resource manager and then provides a
means for manipulating each resultant set of managers as a
whole. The Co-allocation of resources is done by the DUROC
component of Globus.

The resource manager interacts with loca resource
management systems to actually schedule and execute the jobs.
The implementation of the resource manager in Globus is
called GRAM. GRAM authenticates the resource requests and
schedules them on the local resource manager. Each user is
associated with a UHE (user hosting environment) on the
execution machine. All the jobs from a user are directed to the
user's UHE, which garts up a new Managed Job Factory
service (MJFS) instance for every job.

The MJFS communicated with the clients by starting up two
instances of File Stream Factory Service (FSFS) for standard
input and output. MJFS and FSFS are persistent services.

4.3 Planning and reservation system in Legion

Legion [6] [9] is an operating system for the Grid that offers
the infrastructure for Grid computing. Scheduler in Legion has
a hierarchical structure. Users or active objects in the system
invoke scheduling to run jobs, the higher level scheduler
schedules the job on cluster or resource group while the local
resource manager for that domain schedules the job on local
resources. Scheduling in Legion is done by placing objects on
the processors. The resource namespace is graph based.

Information about resources in the grid is stored in database
object called a collection. For scalability there could be more
than one collection object and collections can send and receive
data from each other. Information is obtained from resources
either by pull or push mechanism. Users or Schedulers query
the collection to obtain resource information.

Legion supports resource reservation and object persistence.
When the scheduler object contacts a host object (processor or
loca resource management system), the host returns a
reservation token to the scheduler if the job can be executed on
its resources.

Every object is associated with vault object. Vault object holds
associated object’'s Object Persistent Representation (OPR).
This ensures that even if the object fails, it can later be
re-constructed from the OPR.

Communication between any two objects goes through the
Legion Protocol stack which involves constructing program
graphs, making method invocations, checking authorization,
assembling or disassembling messages,  encrypting,
re-transmitting messages etc. This frameworks alows for
implicit security and fault-tolerance

4.5. Planning and reservation system in European Data
Grid

EU Data grid was designed to provide distributed sientific
communities access to large sets of distributed computational
and data resources. The main architecture of the datagrid is
layered. The datagrid project develops datagrid services and
depends on the Globus tool kit for core middleware services like
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security. The datagrid services layer consists of workload
management services which contain components for distributed
scheduling and resource management, Data Management
services contains middleware infrastructure for coherently
managing information stores and monitoring services provided
end-user and administrator access to status information on the
grid. The workload management package consists of a user
interface, resource broker, job submission service, book
keeping and logging service. A job request from user is
expressed in a Job Description Language based on the
Classified Ads of Condor. The resource broker (RB) when
given ajob description tries to find the best match between the
job requirements and available resources on the grid,
considering dso the current distribution of load on the grid. RB
interacts with data replication and metadata information
services to obtain information about data location. The
information service is LDAP based network directory.
Resource discovery is done by queries and employ periodic
push for dissemination. Global namespace hierarchical and
scheduling is decentralized but instead of having a resource
broker for each end-user, each virtual organization is provided
resource broker. It does not support advanced reservation or
co-alocation of resources. It does not address failures
originated by jobs which it simply reports to end user. But the
state of the resource broker queues and job submission service
queues is persistent and can be recovered fully after a crash.

4.6. Planning and reservation system in Nimrod-G and
GRACE

Nimrod-G [7] is a Grid grid-enabled resource management and
scheduling system based on the concept of computational
economy. It uses the middleware services provided by Globus
Toolkit but can also be extended to other middleware services.

Nimrod-G uses the MDS services for resource discovery and
GRAM APIs to dispatch jobs over grid resources. The users
can specify the deadline by which the results of there
experiments are needed. Nimrod-G broker tries to find the
cheapest resources available that can do the job and meet the
deadline. Nimrod uses both static cost model (stored in afilein
the information database) and dynamic cost model (negotiates
cost with the resource owner) for resource access cost trade-off
with the deadline. GRACE provides middleware services
needed by the resource brokers in dynamically trading
resources access costs with the resource owners. It co-exists
with other middle-ware systems like Globus. The main
components of the GRACE infrastructure are Trade Manager
(TM), trading protocols and Trade Server (TS). TM is the
GRACE client in the Nimrod-G resource broker that uses the
trading protocols to interact with trade servers and negotiate for
access to resources at low cost. Trade Server is the resource
owner agent that negotiates with resource users and sells access
to resources. TS uses pricing algorithms as defined by the
resource owner that may be driven by the demand and supply.
It also interacts with the accounting system for recording
resource usage.

It has an extensible application-oriented scheduling policy and
scheduler uses theoreticad and history based predictive
techniques for state estimation. Scheduler organization is
decentralized and the namespace is hierarchical.

5. CONCLUSION

In this paper various issues in resource planning and
reservation have been discussed. A taxonomy based on
architecture of grid resource management system has been
described. Based on this taxonomy a survey of existing
planning and reservation systems has been conducted and
results are presented.
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ABSTRACT

Advancement in high-speed networks and rapid improvement
in microprocessor design enabled cost-effective high-
performance parallel computing on clustered low cost
workstations and PCs. Systems based on message passing
draw attractions in the field of high performance computing,
where loop or data parallelism is a main source of parallel
processing. Therefore, MPI is one of the most adopted
progranming models for Large Clusters and Grid
deployments. However, these systems often suffer from
network or node failures, because the nodes of such systems
are likely to be heterogeneous with respect to computing
power and workload. This raises the issue of selecting a fault
tolerance approach for MPI to manage various dynamic
failures appropriately. Moreover, loads should be balanced
according to the performance of nodes to minimize the elapsed
time of program. Various models have emerged to simplify
the task of programming in network environment, but MPI

approach is considered one of the most mature methods
currently used in parallel programming. This paper presents an
overview of Message-passing models in the context of Grid
Computing and a comparative survey of fault-tolerant and
load balanced system, algorithms and software packages for
MPI.

Keywords: Fault-tolerant MPI, Grid Computing, Dynamic
Load-balanced systems, Parallel Computing, Cluster of
workstations

1. INTRODUCTION

Driven by increasingly complex problems and propelled by
increasingly powerful technology, today’s science is as much
based on computation, data analysis, and collaboration as on
the efforts of individua experimentalists and theorists. But
even as computer power, data storage, and communication
continue to improve exponentially, computational resources
are failing to keep up with what scientists demand of them. A
personal computer in 2001 is as fast as a supercomputer of
1990. A useful metric for the rate of technological change is
the average period during which speed or capacity doubles or,
more or less equivaently, halves in price. For storage,
networks, and computing power, these periods are around 12,
9, and 18 months, respectively. The different time constants
associated with these three exponentials have significant
implications.

Employing clusters of workstations as a cost effective
aternative to parallel computers has been the goal of much

* This work is supported by the Natural Science Foundation of China
(NSFC No. 60173046

research in the past few years[1], [2], especially in light of the
remarkable advances n both computing power of PCs and
networks speed. As the performance of computer networks
improves and the software supports of interprocess
communication such as PVM [3] and MPI [4] prevalil,
multicomputers based on message passing emerge as a viable
platform for high performance computing. Multicomputer has
a wide spectrum of systems from MPP to a cluster of
workstations. The ideato build such clustersis very appealing,
but it is too complicated to realize because of several issues.

For systems gathering thousands of nodes, node failures or
disconnections are not rare, but frequent events. For Large
Scale Machine like the ASCI-Q machine, the MTBF (Mean
Time Between Failure) for the full system is estimated to few
hours. The Google Cluster using about 8000 nodes
experiences a node failure rate of 2-3% per year [5]. This can
be trandated to a node failure every 36 hours.

The MPI standard has proven effective and sufficient for high-
performance applications, in situations without either QoS or
fault-handling requirement. However amain drawback of
message passing is its high communication overhead, which
includes software overhead, hardware latency and delay
caused by network and memory contention [6].

When exploiting parallelism on multicomputers, we confront
several chdlenging problems regardless of the form of
workload. The first problem is load-balancing. In a shared
running environment, the working condition of nodes changes
dynamically and unpredictably due to the interference of the
operating system and other processes. Therefore, any load
balancing algorithms for multicomputers should be adaptive to
heterogeneity of processor speed, network latency and
workload. Balancing the runtime computational load, is
usualy very difficult due to several reasons. These include a
reliable measurement of the computational 1oad, the amount of
runtime data movement, and the minimization of
interprocessor communication. Various methods on dynamic
load balancing have been reported to date by numerous
researchers; towever, most of them lack a global view of
loads across processors.

In addition, a multicomputer system, especially NOW/COW,
may experience various dynamic failures. There are several
ways to implement fault tolerance in MPI: @) the programmer
of the application may save periodically intermediate results
on reliable media during the execution in case of global restart,
b) the functions of the MPI implementation may return fault
notification information and accept reconfiguration of the
communication contex and c) the MPI implementation
provides a fully automatic fault detection and transparent
recovery. The automatic approach suffers either of limited
fault tolerance capabilities or high resource cost. A robust
algorithm should deal with failures under a dynamic
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environment.

The second section of the paper presents a survey of Message-
passing models for parallel computing. Section 3 presents the
overview of some fault tolerant MPI implementations. Section
4 offers a deep look into the widely used load balanced
software packages and algorithms.

2. MESSAGE-PASSING MODELS

In message-passing models, processes run in disjoint address
spaces, and information is exchanged using message passing
of one form or another. While the explicit parallelization with
message passing can be cumbersome, it gives the user full

control and is thus applicable to problems where more
convenient semiautomatic programming models may fail. It
aso forces the programmer to consider exactly where a
potential expensive communication must take place. The
principal of message passing rests on tasks cooperation
through explicit message exchanges carried out as point-to-
point communication between two processes or between
several processes and a unique communication task.

21 MPI and variants

The Message Passing Interface (MPI) [7] is a widely adopted
standard that defines atwo-sided message passing library, that
is, with matched sends and receives, that is well-suited for
Grids. The most important feature of MPI is its support for
modular programming. A communicator alows the MPI
programmer to define modules that encapsulate interna
communications structures [8]. Many implementations and
variants of MPI have been produced namely MPICH-G2, FM -
MPI, WMPI, MPI/PRO, PACX-MPI, MPI Connect, MagPle
library and PATENT. The most prominent for Grid computing
isMPICH-G2.

MPICH-G2: MPICH-G2 [9] is a Grid-enabled
implementation of the MPI that uses the Globus services (e.g.
job start-up, security) and allows programmers to couple
multiple machines, potentially of different architectures, to run
MPI applications. MPICH-G2 automatically converts data in
messages sent between machines of different architectures and
supports multiprotocol communication by automatically
selecting TCP for intermachine messaging and vendor-
supplied MPI for intramachine messaging. MPICH-G2
requires, however, that Globus services be available on al
participating computers to contact each remote machine,
authenticate the user on each, and initiate execution (e.g. fork,
place into queues, etc.).

FM-MPI: FM-MPI isaversion of MPICH built on top of Fast
Message. The FM (Fast Message) interface is based on
Berkeley Active Message. The FM interface was originaly
developed on Cray T3D and a cluster of SPARC stations
connected by Myrinet. Recently, a variant of FM -MPI that
runs on top of WinSock 2 was released s part of the High-
Performance Virtual Machines (HPVM) project being
undertaken by CSAG [10], [11]

MagPle: The MagPle library [12] implements MPI's
collective operations such as broadcast, barrier, and reduce
operations with optimizations for wide-area systems as Grids.
Existing paralel MPI applications can be run on Grid
platforms using MagPle by relinking with the MagPle library.
MagPle has a smple API through which the underlying Grid

computing platform provides the information about the
number of clusters in use, and which process is located in
which cluster.

MPI/Pro: MPI/Pro is a commercial environment released in
April 1998 by MPI Software Technology, Inc. MPI/Pro is
based on WinMPIch. The current version of MPI/Pro is fairly
radically redesigned to remove the bottlenecks and other
problems that were present. The MPI/Pro developers are
currently working on new source based for MPI that does not
include any MPICH code and supports the Virtua Interface
(V1) Architecture [13].MPI/Pro provides multi-device
architecture that allows MPI applications to efficiently exploit
SMP parallelism; multithreaded design; user level thread
safety; asynchronous method of synchronization and
notification and optimized derived data types [14]

PACX-MPI: PACX-MPI [15] has improvements for
collective operations and support for intermachine
communication using TCP and SSL. Stampi has support for
MPI-10 and MPI-2 dynamic process management.

MPI Connect: MPI Connect [16] enables different MPI
applications, under potentially different vendor MPI
implementations, to communicate.

PaTENT MPI: PaTENT MPI 4.0 is a high performance
implementation of MPl on Windows NT showing outstanding
performance and robustness in commercial environments. Itis
the commercial version of WMPI funded by EU project
WINPAR. It is communication library and run-time system
designed to facilitate the parallelization of numerical codes to
run on multiple CPUs and workstations across a network. It
also offers a full standard MPI implementation for Microsoft
Win32 platforms based on Windows NT workstation and
server clusters. This is the first software component of
PaTENT, the soon-to-be releases suit of NT paralel Tools
Environment to be used for the development of pardlel
application software [17]. PATENT MPI 4.0 can co-exits and
co-operate over a TCP/IP network with UNIX based
implementations

3. FAULT TOLERANT IMPLEMENTATIONS
AND MODELS

The dynamic nature of clusters of workstations and Grid
means that some level of fault tolerance is necessary. Thisis
especialy true for highly distributed codes such as Monte
Carlo or parameter sweep applications that could initiate
thousands of similar, independent jobs on thousands of hosts.
Clearly, as the number of resources involved increases, so
does the probability that some resource will fail during the
computation. Here we present a survey of some distributed
fault-tolerant implementations and architectures.

Manetho: Manetho is a distributed fault-tolerance
implementation that runs on a cluster of workstations [18]. It
uses causal message logging to provide for system recovery.
Because a Manetho process logs both the data of the messages
that it sends and the non-deterministic events that these
messages depend on, the size of those logs may grow very
large if used with a program that generates a high volume of
large messages, as is the case for many scientific programs.
While Manetho can bound the size of these logs by
occasionally checkpointing process state to disk, programs
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that perform a large amount of communication would require
very frequent checkpointing to avoid running out of log space.
Furthermore, since the system requires a process to take a
checkpoint whenever these logs get too large, it is not clear
how to use this approach in the context of application-level
checkpointing. Moreover Manetho was not designed to work
with any standard message passing API, and thus does not
need to dea with the complex constructs — such as non-
blocking and collective communication — found in MPI. This
system uses a novel combination of rollback-recovery and
process replications to provide fault tolerance and high
availability; it uses process replication to provide high
availability to serversin the system [19].

Condor: Condor [20] is a software package for executing
batch jobs on avariety of UNIX platforms, in particular, those
that would otherwise beidle. It is actually a distributed system
that runs on a cluster of workstaions. The major features of
Condor are automatic resource location and job allocation,
check pointing, and the migration of processes. These features
areimplemented without modification to the underlying UNIX
kernel. However, it is necessary for a user to link their source
code with Condor libraries. Condor monitors the activity on
all the participating computing resources; those machines that
are determined to be available are placed in a resource pool.
Machines are then allocated from the pool for the execution of
jobs. The pool is a dynamic entity — workstations enter when
they become idle and leave when they get busy. Condor
provides an environment for executing seria and paralel
applications on clusters. Moreover, it supports checkpoint
Irestart in order to provide fault tolerance and process
migration [21].

Legion: Legion is an object-based metasystem [23]. It has
been built on a collection of connected hosts to provide a
virtual computer that can access all types of data and physica
resources. Legion is designed to be a worldwide virtua
computer. Legion [22] provides objects with a globally unique
(and opague) identifier. Using such an identifier, an object,
and its members, can be referenced from anywhere. Being
able to generate and dereference globally unique identifiers
requires a significant distributed infrastructure. We note that
al Legion development is now being done as part of the
AVAKI Corporation.

MPI/FT: MPI/FT expands MPI in novel way to include scope
for fault/error detection and recovery. The MPI [3] standard
requires that successful completion of an MPI application
imply that all processes complete successfully, and the default
behavior in case of process falure is the immediate
termination of application. MPI -1.2 allows users to attach an
error handling function to each communicator, which would
be invoked in case of an abnormal return. However,
performance constraints prevent MPI from detecting certain
errors, and “ catastrophic errors may prevent MPI calls from
returning to the caller, thereby preventing invocation of the
user error —handler. MPI/Pro, MPICH and LAM are some of
the existing implementations of MPI, and none currently
address fault issues. MPI/FT trades off sufficient MPI fault
coverage against acceptable paralel performance, based on
mission requirements and constraints. MPI codes are evolved
to use MPI/FT features. Non-portable code for event handlers
and recovery management is isolated. Process, node and
network failure are some of the faults that present themselves.
MPI/FT acts as the middleware/tool that incorporates many
inaccuracies of computed results [39].

Starfish:  Starfish  supports several  approaches to
checkpoint/restart and employs group communication for
providing fault-tolerance and high availability. In addition,
starfish allows dynamic changes in the number of running
processes. It is an environment for executing dynamic (and
static) MPI 2 programs on a cluster of workstations. Starfishis
efficient, fault tolerant, highly available and dynamic as a
system internally, and in supporting fault-tolerance and
dynamicity for its application programs as well. Starfish
achieves these goals by combining group communication
technology with checkpoint/restart, and uses a novel
architecture that is both flexible and keeps group
communication outside the critica data path, for maximum
performance [24].

Cocheck: Cocheck [23] is among the earliest efforts towards
incorporating a limited fault tolerance capability in MPI.
Cocheck provides only the functionality for the coordination
of distributed checkpoints, relying on the Condor system to
take system-level checkpoints of each process. It is a
checkpointing library layered over MPI, and is an extension of
the single process checkpointer of Condor [11] with a protocol
for synchronous checkpointing. This causes &l the messages
in transit to be flushed to arrive at a consistent global state
after which the application is checkpointed. Cocheck uses a
coarse-grain approach and is primarily developed and
optimized for process migration. Limitations include
scalability issues because of the control process and the high
overhead associated with the flush protocol. Cocheck cannot
consequently provide effective transient faults coverage.

MPI/RT: The MPI/RT [25] standard is designed specificaly
to address issues related to Quality of Service (QoS), resource
management and scheduling of communication tasks, which
are not addresses in the other MPI's. Though the error
handling capability of MPI/RT is much more sophisticated
then MPI-1.x and 2., it is still inadequate for fault-tolerance
purpose, notably useful to fault —tolerance is the Dynamic
Process Management (DPM) capability of MPI-2 [1]. DPM is
however, insufficient to handle failures such as process
crashes.

MPICH-V: MPICH-V is a distributed, asynchronous
automatic fault tolerant MPI implementation designed for
large-scale clusters, Global and Peer-to-Peer Computing
plaforms. It is an automatic Voldtility tolerant MPI
environment based on uncoordinated checkpoint/ rollback and
distributed message logging. MPICH-V architecture relies on
Channel Memories, Checkpoint servers and theoretically
proven protocols to execute existing or new, SPMD and
Master-Worker MPI applications on volatile nodes. MPICH-V
environment encompasses a communication library based on
MPICH [26] and a runtime environment. The MPICH-V
library can be linked with any existing MPI program as usual
MPI libraries. The library implements all communication
subroutines provided by MPICH. Its design is a layered
architecture:  the  peculiarities of the underlying
communication facilities are encapsulated in a software layer
called a Device', from which al the MPI functions are
automatically built by the MPICH compilation system. The
MPICH-V library is build on top of a dedicated device
ensuring a full-fledged MPICH v.1.2.3., implementing the
Chameleon-level communication functions. The underlying
communication layer relies on TCP for ensuring message
integrity. MPICH-V relies on the concept of Channel Memory
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(CM) to ensure fault tolerance and to alow the firewall bypass

[27].

Libckpt: Libckpt is a transparent check pointing library on
uniprocessors running UNIX [28]. It provides a mechanism
for enabling fault-tolerance for longrunning programming.
Libckpt implements most optimizations that have been
proposed to improve the performance of check pointing,
including, e.g., incremental checkpointing, forked check
pointing, and copy-on-write checkpointing [29].

4. LOAD BALANCING
ALOGORITHMS

SYSTEMS AND

4.1 Load Balancing Systems

Below we have given details about three load balancing
software packages after extensive examination. This anaysis
and examination alows us to determine which characteristics
are of the most benefit when load balancing asynchronous and
irregular applications.

4.1.1 ParMETIS: Repartitioning tools are the most frequently
used dynamic load balancing methods found in the scientific
computing literature. These methods make use of a priori

knowledge of the computation in order to partition the
workload into a user-specified number of chunks. Some
methods use graph partitioning algorithms to divide an initial
graph into equally weighted subgraphs. Other methods are

more application-specific, and may choose to optimize certain
criteria, such as subdomain surface-to-volume ratio, cut edge
weights, or data redistribution costs. Repartitioning tools can
be found incorporated into such projects as Jostle, DRAMA,

Zoltan, and Metis. Two common methods exist for creating a
new partitioning for an aready distributed mesh that has
become load imbalanced due to mesh refinement and
coarsening: scratch-remap schemes create an entirely new
partition and tend to more evenly distribute load, while
diffusive schemes attempt to tweak the existing partition to
achieve better load balance, often minimizing data migration
costs. Metis ParMETIS V3 AdaptiveRepart () routine makes
use of a Unified Repartitioning Algorithm [30], which
combines the characteristics of both scratch-remap and
diffusive schemes.

A parameter known as the Relative Cost Factor  is
application-defined and describes the relative costs required
for performing interprocessor communication during parallel
processing and performing data redistribution associated with
load balancing. This gives rise to the minimization function
iEr.'uf| + o |1-ﬂ'|DL'E| (1)

Where | Eeut| jsthe edge-cut of the partitioning, and mose | g
the total cost of data redistribution. Repartitioning progresses
in three stages. First, the graph is coarsened using a local
variant of heavy-edge matching that is shown to be effective at
helping to minimize both the number of edge-cuts and data
redistribution costs. In addition, this algorithm is scalable to a
large number of processors. The second step is to create an
initial partition. Because the most beneficial method depends
on the particular problem instance, as well as the value chosen

for the Relative Cost Factor ™!, the initial partition is created
twice (once using a scratch-remap method, and once using a
diffusive method). Finally, a multilevel refinement agorithm
is used while minimizing Equation 1 [31].

4.1.2 Charm ++: In many cases, applications (e.g. smulations)
are organized as a series of discrete time steps. In such cases,
it is often beneficial to perform load balancing at strategic
locations, rather than at arbitrary points during the
computation. Charm++ [32] provides a runtime framework in
which load balancing policies may be “ plugged into" an
application in a modular fashion. With each module provided
in the Charm++ distribution, the load balancing methods are
implemented using a global barrier, making them well suited
for loosely synchronous computationsl. Charm++ presents a
programming model in which the application data domain is
divided into a number of chunks, with the number of chunks
being much greater than the available number of physical
processors. Each chunk is represented as a chare object, whose
interface is defined by entry point methods. Messages invoke
computation by specifying the entry point to execute upon
reception. Load balancing is achieved by mapping and re
mapping chares to available processors. An assumption,
known as the principle of persistent computation and
communication structure [33], is made which states that
changes to the computation and communication structure of an
application happen sdowly or infrequently. Two components
make up the Charm++ load balancing framework: the specific
load balancing policy or strategy and a distributed load
balancing database constructed through runtime monitoring of
the application. The load-balancing module makes use of the
information contained within the database (possibly gathering
it at a central location, if necessary) to determine what chares
should migrate in order to balance the runtime load. Because
creating an optimal load distribution is an NP-hard problem
that involves optimizing for both interprocessor
communication and load distribution. The simplest are Greedy
Strategies among several heuristic approaches, which sort both
chare workloads and processor load levels in order to assign
the heaviest free chare to the processor with the lightest
current load. Such a strategy may result in a large amount of
data migration. Refinement Strategies aim to minimize the
number of chare migrations while improving load balance. For
each overloaded processor only, heavy objects are migrated to
underloaded processors until the load falls below a threshold,
which is defined as a percentage of the average processor
workload [31].

413 PREMA: The Paralel Runtime Environment for
Multicomputer Applications (PREMA) is a runtime library
based on a design philosophy which includes: a single-sided
communication [34] similar to what is provided by Active
Messages, a globa namespace which assigns a unique
identifier to application-defined mobile objects, transparent
object migration and automatic message forwarding for
mobile objects, a framework which alows for the easy and
efficient implementation of customized dynamic load
balancing algorithms and a suite of commonly used dynamic
load balancing strategies, such as Diffusion [35] and Multi-list
Scheduling [36]. The PREMA library allows |oad balancing to
beinitiated either explicitly or implicitly. The application may
explicitly hand control to the load balancer by posting a
polling operation, which will check for incoming application
messages, schedule the next work unit for execution, evaluate
the current local work level, and process any system-generated
load balancing messages. Alternatively, the runtime system
may preempt the application at periodic intervals and perform
load-balancing functions. Note that, even in the case of
preemptive load balancing, it is ill necessary for the
application to poll for its own messages. [31]
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4.2 Load Balancing Algorithms and Strategies

Load distribution in distributed environments has been a
challenging issue in the parallel computing society. Regardless
of the form of workload being task or data, load balancing
algorithms can be categorized according to ther
characteristics. First, agorithms can be classified as
centralized and decentralized. Centralized algorithms have one
special purpose node called coordinator or master, which
manages global load information and distributes loads
according to the information. However, in case of
decentralized agorithms, there is no coordinator, but each
node manages its local (global) load information and balances
the workload according to the information interacting with
other nodes. In addition, algorithms can be characterized as
relocatable and irrelocatable. Relocatable methods distribute
loads at an early stage of distribution, and monitor the
workloads of nodes. When the degree of load imbalance
exceeds a certain threshold, an agorithm directs loads to
migrate from a heavily loaded node to alightly loaded one. On
the other hand, irrelocatable schemes try to schedule or
partition data without a significant load imbalance. As
irrelocatable schemes have no mechanism of load migration,
the scheduling should anticipate the performance of nodes
accurately [37].

4.2.1 RAS Load Balancing Algorithm: RAS[37] solves the
load-balancing problem and dynamic failures by a work
stealing mechanism, and the processor selection problem by
data distribution based on a reservation scheme. To reduce or
hide the communication overhead, RAS adopts an overlapped
communication. In message passing architectures, sending a
large message is more desirable than multiple small messages,
because it amortizes the high start-up cost.
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However, as shown in Figure, a large message delays the
saves start-time. In order to achieve high performance, there
has to be a trade-off between the start-up cost and the start-
time. The communication overhead is proportional to the size
of message, if the size is large enough. We can find the point
where linearity is broken; the message larger than 1KB gives
usrelatively constant overhead per unit message. Asaresult, a
good compromise is to use multiple small messages of size
larger than 1KB. RAS alows severa slaves to redundantly
compute a data. This mechanism makes RAS survive under a
dynamic node failure [37].

422 Load-Balancing Scatter Operations: The scatter
operation consists of distributing n pieces of datainitialy held
by one processor (the source) among the n processors making
up the paralel system, including the source. The n pieces of
data are indexed with natural numbers from 0 to n-1 as the
processors are, and the scatter requires the piecei to be sent to

processor p;. The typical usage of the scatter operation is to
spawn an SPMD computation section on the processors after
they received their piece of data. Thereby, if the computation
load on processors depends on the data received, scatter
operation can be used as a means to load-balance
computations, provided the items in the data set to scatter are
independent. MPI provides the primitive MPI_Scatterv that
allows distributing unequal shares of data. It is claimed here
that replacing MPI_Scatter by MPI_Scatterv cdls
parameterized with clever distributions may lead to great
performance improvements at low cost. In term of source code
rewriting, the transformation of such operations does not
require a deep source code re-organization, and it can easily be
automated in a software tool. In this strategy the problem
which is tried to solve is to daticaly load-balance the
execution by computing a data distribution depending on the
processors speeds and network links bandwidths [38].

5.CONCLUSION

To write a portable and efficient parallel program on Clusters
of workstations, user must take into account three problems:
load balancing, processor selection and dynamic node failures.
Clusters of workstations offer a potential for cost effective
high-performance computing. However, building usable
clusters is inherently difficult task.  Successful
implementations of such clusters must retain high-
performance, while addressing issues like manageability,
fault-tolerance, high-availability, and coping with dynamic
changes in the environment.

In this paper we partially addressed the problem of Fault-
tolerance and Load-balancing. We studied Message-passing
models in the context of Grid Computing and presented a
survey of fault-tolerant and load balanced system, algorithms
and software packages for MPI.

To conclude, large scale clusters and Grid systems raise the
issue of tolerance to frequent and numerous faults. Since these
systems are mostly programmed using MPI, the use of a fault
tolerant and load balanced MPI implementation will become
unavoidable. Hence, it is required to build up a user friendly
library easy to develop parallel programs without the
knowledge of the issues in detail. In addition to be tolerant to
dynamic failures and load baancing, we need more
sophisticated error handling routines.
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ABSTRACT

In scientific computation domains, there are a large number of
legacy applications that run on MPPs, clusters and
workstations for daily work. One single application alone is
generally restricted in computability and cannot meet the
requirements of modern scientific problems. This paper
presents a component model AOD for coordinating them to
solve complex problems on the computational grid. Based on
the software component technologies, legacy applications and
their target platforms are encapsulated to be grid-programming
components on the  computational grid.  Every
grid-programming  component  provides a set of
domain-termed operators that can be referred in grid
applications to  perform  specific computation. A
grid-programming  component  also  encapsulates the
domain-specific expertise for implementing its operators with
the encapsulated resources. The AOD represents every grid
application as an acyclic and directed graph that describes a
workflow of references to operators provided by
grid-programming components. These referred
grid-programming components are invoked and coordinated
by the AOD at runtime. We have developed a prototype of
AOD, and an experimental result is presented to evaluate the
implementation.

Keywords: Computational Grid, Software Component,
Legacy application, Concurrency.

1. INTRODUCTION

A primary goal of Grid computing [1,2] is to coordinate a
large collection of heterogeneous resources for sharing
universally, so as to create a dependable and efficient
computing platform for large-scale complex scientific
problems. To realize this goal, applications are to schedule and
combine distributed resources dynamically, according to
factors such as availability of grid resources and requirements
of submitted jobs. Among the myriad resources are existent
applications that run independently on local platforms such as
clusters, MPPs and workstations. They were separately
developed with different programming languages and models.
Generally, these legacy applications were artfully designed
and extensively optimized to meet some specific domain
requirements. Some of them are overlapping or
complimentary in respect of function. Reusing them for grid
computing has many potential advantages. For example, in
order to improve efficiency and resolvable problem sizes,
multiple legacy applications can be composed to be an
innovative application running on the computational grid. At
runtime, components of the innovative application are
scheduled to run concurrently on different local platforms, and
each component completes a piece of computation.

*This work was supported by National Natural Science
Foundation of China (No. 60303001, No.60173004).

Tel: 010-62754248

Although reusing legacy applications for grid computing holds
the promise to simplify the complexity of developing grid
applications and support innovative computation, it poses
several challenges for both programmers and the
computational grid, including balancing workload universally,
interoperating  between heterogeneous resources, and
synchronizing distributed resources, etc. This work aims to
develop an architecture that allows legacy applications
augmented with syntactic and semantic information to be
incorporated into the computational grid, so as to be shared
universally and transparently. Another motivation is to
provide an approach for developing innovative applications
quickly by composing existing executables and their local
platforms as required by modern scientific problems. Base on
Grid computing and software component technology, we have
devised a component model AOD for on-demand computing
on the computational grid.

The AOD provides a mechanism for encapsulating legacy
applications as autonomic components, which are called
grid-programming components (GP components). Every GP
component  encapsulates a collection of resources
independently, and abstracts their computability to be a set of
high-level and domain-termed operators on its interface. Each
operator specifies some relatively complex computation that
the GP component can implement with these encapsulated
resources. In grid applications, these operators are referred to
specify the computation that a grid application requires the GP
component to complete. And these operators hide the required
computation’s implementing details from grid applications. A
grid application is a composition of references to operators
provided by GP components, and is represented as an acyclic
and directed graph. Every node in the graph is a reference to
an operator of some GP component and specifies a piece of
computation required by the application. The graph sets a
workflow for these computation pieces with its edges. When a
grid application is running on the computational grid, the
referred GP components are invoked concurrently and
dynamically by the AOD, and each GP component is assigned
a piece of computation. The task of coordinating different GP
components is also left to the AOD.

In the next section, we first detail the concept of
grid-programming component. The AOD is introduced in
section 3. Section 4 presents a prototype of AOD and
experimental results. Related works are overviewed in section
5, followed by a conclusion of this paper.

2. GRID-PROGRAMMING COMPONENT

We define a grid-programming component (GP component)
to be an extensible entity associated with some domain
concept, which encapsulates a collection of legacy
applications and provides a set of data-processing functions
for developing grid applications. These legacy applications
and their target platforms constitute its underlying resources,
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and its interface is a set of high-level operators. Every operator
denotes one function in domain terms, and is automatically
implemented on the computational grid. The underlying
resources are augmented with necessary domain-specific
expertise, so that the grid-programming component can
schedule them to implement its operators efficiently and
dependably. Different encapsulated applications are allowed to
differ in functionality, performance, syntax and semantic of
arguments, programming languages and target local platforms,
etc.

To input and output arguments for the computation implied by
an operator, a GP component provides a set of 10 ports. All
arguments required by an operator are input and output
through a combination of 10 ports, and each argument is
transferred in data files through one 10 port. An 1O port is
either an IN port for inputting or an OUT port for outputting
some argument, and is associated with a
file-composing-descriptor  that provides a high-level
description for the transferred argument in domain terms. A
file-composing-descriptor (FC descriptor) is a file structure
description for some kind of complex data objects, consisting
of a set of file names and their semantic interpretation. It
specifies a mapping from offsets of these files to elements of
the corresponding data object type. Generally, a FC descriptor
is independent of any GP component and defined by domain
experts. The FC descriptor associated with an 10 port
decomposes every transferred argument into several
components, and each component is identified by some
specific file name contained in the FC descriptor. For
convenience, we denote an argument component with the
expression port.file-name, where port is the 10 port that is
responsible for transferring the argument, and file-name is the
file name specified by port’s FC descriptor to identify the
argument component.

With the concepts of file-descriptor and 10 port, a job
submitted to a GP component can be described formally.
Assuming gpc is a GP component, task is a job submitted to
gpc, and op is the operator that implies the computation
desired by task. Then task can be described with a list of
triplets; and each triplet is in the form of < port.arg, file,
loc>, where port is an 10 port employed by op for
transferring some argument, arg is a file name occurred in
port’s FC descriptor, file is a data file at the URL location loc.
The triplet specifies that file is provided as the argument
component denoted with port.arg when task is submitted to
gpc. The list contains exactly one triplet for every argument
component that is transferred through some IN port
employed by op. For every argument component of an
operator, there is exactly one relevant triplet in the list if it is
transferred through some IN port; otherwise, there can be
any number of relevant triplets in the list.

For every job submitted to a GP component, the GP
component is responsible for all of its implementation details
on the computational grid. With the augmented expertise, the
GP component first selects a subset of its underlying resources
for the submitted job, according to the job’s resource
requirements and dynamic statuses of these underlying
resources. Then resources that are essential to the job are
reserved, and the GP component returns the submitter a handle
to notify the success of the submission. Temporary storage for
arguments is an example of these essential resources. The
returned handle contains information about the reserved
resources. Finally, the GP component begins the job’s

implementation by fetching the job’s input argument
components from their original URL locations. With the
augmented expertise, the selected resources are scheduled and
coordinated automatically to complete the job. The GP
component will send job’s submitter a SUCCESS event after it
has transferred every output argument component to the
argument’s destination specified by an URL location. And
before the submitter has freed the job’s handle, the job’s result
will be automatically buffered in some temporary storage and
can be retrieved through the handle.

2.1 GP Component’s framework

Every GP component details its underlying resources and the
augmented domain-specific expertise in a configuration
descriptor, as illustrated in Figure 1. The configuration
descriptor begins by declaring a name for identifying it on the
computational grid. The name usually consists of terms
focusing on a concept of some problem domain, serving as an
alias for referring the GP component in grid applications. Next
is a list of 10 ports on the GP component’s interface. Then
operators provided by the GP component are independently
declared in detail. Every operator’s declaration consists of
operator-name, IN-port-list, OUT-port-list and operator-body.
operator-name is its alias in domain terms. In grid
applications, the alias is referred together with the GP
component’s name to indicate the operator identically. IN
ports and OUT ports employed by the operator are listed in
IN-port-list and OUT-port-list respectively. Every listed 10
port is responsible for transferring one argument.
operator-body provides the detailed domain-specific expertise
that is required to implement the operator. The GP component
is registered to the AOD by submitting a configuration
descriptor, which is used by the AOD to configure and create
it on the computational grid.

grid-programming component name
10-port-list
operator-declaration
operator-name;
IN-port-list
OUT-port-list
operator-body
operator-name,
IN-port-list
OUT-port-list
operator-body

Figure 1 GP component’s configuration descriptor

A GP component allows each operator to have more than one
implementation, and every candidate implementation is
independently provided by some local platform. Different
implementations may differ in efficiency and resolvable
problem size. The operator’s operator-body details not only
the policies and mechanisms for dynamically selecting a local
platform for every submitted job, but also the information
required to complete the desired computation on any selected
local platform. Three kinds of domain expertise are provided.
The fist kind of expertise is about analyzing a job’s arguments
dynamically, so as to get the job’s resource requirements.
Another kind of expertise is about selecting a local platform
for every submitted job, according to the job’s resource
requirements and the dynamic status of every candidate local
platform. The last kind of expertise is about allocating and
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scheduling resources to complete jobs on any candidate local
platform.

The structure of an operator-body is illustrated in Figure 2. It
begins with declaring a set of inspectors for querying
information about a job’s input arguments and the status of
every candidate local platform. Examples of information
queried by an inspector include sizes of a job’s input
arguments and available storage on some specific local
platform, etc. Next is the declaration of a set of analyzers for
deducing a job’s resource requirements from information
queried by the operators declared above. Behind the analyzers,
an evaluator is declared. It synthesizes information about a job
and a candidate local platform’s status, so as to evaluate the
job’s efficiency on the local platform. The inspectors for
querying information about a job’s input arguments, the
analyzers and the evaluator are independent executables.
Before a GP component is created on the computational grid,
these executables should have been installed on some default
host that’s specified by the AOD for managing all created GP
components. For an inspector that queries information about
statuses of candidate local platforms, every candidate local
platform independently provides an implementation that is an
executables too. To get the required information, an inspector
may involve some simple processing about a few elements
contained in a job’s input arguments.

inspector-declaration
analyzer-declaration

evaluator

Candidate-Description

candidate,
local-platform
criterion-range-list
resource-booker
module-list
dependency-description
candidate,
local-platform
criterion-range-list
resource-booker
module-list
dependency-description

Figure 2  Structure of an operator-body

The operator-body structure ends with a set of candidates,
and every candidate independently details the information of
one operator implementation. A candidate consists of
local-platform, criterion-range-list, resource-booker,
module-list and dependency-description. local-platform
declares a local platform that provides one candidate
implementation for the operator, including its host identifier
and login information. criterion-range-list sets a
return-value range for every analyzer declared in
analyzer-declaration. If any analyzer’s return value for some
job is out of the relevant range, then local-platform cannot
meet the job’s resource requirements. Both resource-booker
and modules declared in module-list are independent
executables installed on local-platform in advance.
resource-booker is responsible for allocating resources that
are essential for completing a job on local-platform, such as
reserving storage and processors, etc. Every module’s

declaration specifies both its name and wusage on
local-platform. Some modules may be legacy applications
that have existed before. These modules play two roles. One
is to perform some piece of data processing for the job.
Another is to do some kind of data pre- or post- processing,
such as preparing some module’s arguments from the job’s
arguments and mid results returned by other modules,
translating some module’s result into the job’s arguments etc.
dependency-description details the dependency between
different modules.

For every job submitted to a GP component, the GP
component first selects a proper local platform for it. All
inspectors and analyzers declared in the corresponding
operator-body are executed one by one, so as to get
information about the job’s resource requirements and current
status of every candidate local platform. According to the
results of these analyzers and the criterion ranges specified by
every candidate in the operator-body, the GP component
judge whether a candidate is applicable to the job and invokes
the operator-body’s evaluator to perform an efficiency
evaluation for each applicable candidate. The candidate with
the best evaluation result is selected for the job. With the
support of AOD, the GP component invokes the selected
candidate’s resource-booker remotely. After all essential
resources have been successfully reserved by the
resource-booker, the GP component returns the job’s submitter
a handle, and creates a schema for completing the job on the
selected candidate’s local platform. The schema specifies all
details for completing the job on the local platform, including
the URL location of every argument component, information
about the resources reserved by resource-booker, and the
executing order of the modules declared in the selected
candidate’s module-list, etc. Finally, with the support of AOD,
the schema is carried out and the job is completed on the
local-platform.

2.2 Developing Grid-Programming Components

As discussed above, a GP component encapsulates a set of
executables, and these executables should have been installed
on distributed local platforms before it is created on the
computational grid. When it is registered to the AOD, its
configuration descriptor is also required. Therefore,
developing GP components requires specialized knowledge in
programming languages, computer architectures, system
administration, computing complexity analysis and problem
domains.

Although a GP component’s development requires the
collaboration of domain experts, system administrators and
programmers, different developers can contribute to it
independently. Its configuration descriptor provides a
high-level description for its structure, and explicitly specifies
the syntax and semantic of these encapsulated executables in
domain terms. It is independent of the development and
installation of any encapsulated executable. With this
description, different executables can be concurrently
developed. At the same time, every operator is independent to
each other, and its candidate implementations are independent
too. Therefore, the development of a GP component can be
divided into several independent tasks. Each task can be taken
on by one group to provide the policies, mechanism and
information for one operator. Furthermore, every task can be
divided into a set of sub-tasks, and each sub-task is
responsible for one candidate implementation that is
independent too.
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Two other strategies are employed to simplify the
development of a grid-programming component. One is to
reuse the legacy applications that have existed before for local
platforms such as clusters, MPPs and workstations. Every
legacy application can be directly encapsulated into a GP
component as one of its modules. The framework illustrated in
Figure 1 also allows a legacy application to be encapsulated
by multiple GP components. Another is the extensibility of a
GP component, and there are three approaches to extend or
modify an existent GP component. One approach is to add
new 10 ports and operators by extending the configuration
descriptor directly. The second approach is to modify the GP
component’s configuration descriptor by adding new
candidates or deleting old candidates, so as to optimize
relevant operator’s performance. The third approach is to
modify the encapsulated modules directly and has no affect on
the GP component’s configuration descriptor.

3. AN ARCHITECTURE FOR ON-DEMAND
COMPUTING

In this section, we introduce the mechanism employed by our
AOD to support on-demand computing on a computational
grid. To solve a complex and large-scale scientific problems
on the computation grid, multiple GP components are
employed by the grid application, and each one is responsible
for a piece of computation. These employed GP components
are invoked and coordinated by the AOD to complete the
desired computation automatically at runtime.

3.1 Developing Grid Applications With GP Components

In the AOD, a complex problem is divided into several
concurrent and relatively simple sub-problems. The grid
application represents every sub-problem with a reference to
some proper GP component operator. These references are
connected with directed edges to specify the problem
domain’s concurrency. When the application is submitted to
run on the computational grid, the AOD will automatically
create a formal sub-problem description for every reference,
according to the application’s arguments and the connected
edges. The referred GP components are invoked concurrently,
and each is provided a formal description for the
corresponding sub-problem. The AOD is also responsible for
transferring data objects and communicating messages for the
invoked GP components on the computational grid. Since
most scientific problems are very time-consuming, we assume
that the cost for transferring a data object is much less than
that required by a sub-problem.

Every directed edge in a grid application connects an IN port
of some reference ref; with an OUT port of another reference
ref,, specifying a data object exchanging between ref; and ref,.
When the application is running, ref,’s result specified by the
connected OUT port will be transferred to ref; as its argument
specified with the connected IN port. We refer the
sub-problem specified by ref, as a precedent of the
sub-problem specified by ref;; and the sub-problem specified
by ref; is referred as a successor of the sub-problem specified
by ref,. For a reference, a data object should be provided for
every argument that is specified with some IN port, and the
data object can be an argument of the application or be
specified with a directed edge. One OUT port of a reference is
allowed to be associated with any number of directed edges,
and it can also specify an output argument of the application.
Every application argument is represented by a collection of

data files that are specified by their file names and URL
locations, and every data file represents one argument
component.

3.2 Architecture of AOD

The AOD provides an environment for developing and
running grid applications. Its architecture is illustrated in
Figure 3, consisting of Repository, Scheduler and Broker.
The repository provides support for both developing GP
components with legacy applications and developing grid
applications by composing GP components. With the support
of Globus Toolkit [3], combination of the scheduler and the
broker provides the running environment for grid applications.
The AOD requires that both the repository and the scheduler
should be specified a host respectively. On every host that
provides underlying resources for GP components, there exists
an instance of the broker.

Grid applications for large-scale complex applications

Repository Scheduler Broker

Globus Toolkit

A collection of distributed and heterogeneous resources

Figure 3 Ilustration of AOD

The repository is responsible for configuring every registered
GP component on the computational grid, and provides a
universal environment for every configured GP component to
select and schedule its underlying resources. This environment
is independent of the GP component’s candidate local
platforms. When a GP component is registered, its
configuration descriptor is submitted to the repository. With
the configuration descriptor, the repository then configures the
GP component on the computational grid. After a GP
component has been configured, its configuration descriptor is
reserved by the repository, and can be retrieved to get the GP
component’s interface or be replaced by a new one to extend
the GP component. An existent GP component is
automatically reconfigured if a new configuration descriptor is
submitted to replace the old one.

On every candidate local platform of some GP component, the
GP component’s behaviors are conducted by a local instance
of the broker. It provides three kinds of services for both the
scheduler and GP components. The first kind of services is to
start up an executable for a GP component on the local
platform and send its result to the GP component after the
execution. GP components use them to invoke the inspectors
and resource-bookers declared in their configuration
descriptors. If the invoked executable is an inspector, the
broker then sends its result to the invoker directly. When a
resource-booker is invoked, it creates a handle to identify both
the local platform and the resources reserved by the
resource-booker, and returns the handle to the invoker. The
second kind of services is to schedule a list of executables and
system shells to run locally, according to a prepared schema.
They are used by a GP component to complete some
submitted computation with the resources identified by a valid
handle, after the GP component has got the handle and has
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created a schema for the computation. The broker is also
responsible for monitoring the computation’s process. For
every failure that has occurred and stopped the computation,
the broker creates an ERROR event and sends it to its
subscribers, so as to notify the failure immediately. After the
computation has completed, a SUCCESS event is created and
sent to its subscribers. The last kind of services is for
subscribing events related to some handle that has been
created by the broker instance itself. They allow both GP
components and the scheduler to subscribe for events related
to handles that have been created locally.

The scheduler provides an identical and universal entry for
users to run grid applications on the computational grid. For a
grid application submitted to the scheduler, it dynamically
invokes and coordinates these referred GP components, so as
to complete and optimize the computation. For every reference
ref, the sub-job represented by ref is submitted to the GP
component specified by ref, and different GP components are
invoked concurrently. A sub-job is ready to be submitted only
after all of its precedents have been completed. At first, only
the sub-jobs who have no precedents can be submitted. When
a sub-job is ready to be submitted, the scheduler first creates a
formal and detailed description for it, according to the
information provided by the application, the information
attached to handles of its precedents and the application’s
arguments. Except the output arguments that are associated
with some edges, every argument of the sub-job is provided a
value in the description. Next, the scheduler submits the
description to the corresponding GP component. The
submission is completed when a handle is returned from the
GP component, and the scheduler then subscribes for events
related to the handle. Afterwards, it begins to submit any other
un-submitted sub-job if all of its precedents have been
completed. When the SUCCESS event of some submitted
sub-job has been received, its successors are checked one by
one to judge whether they can be submitted. Computation of
the whole job is completed after every sub-job’s SUCCESS
event has been received.

4. IMPLEMENTATION AND EXPERIMENT

We have implemented a prototype for the AOD, as illustrated
in Figure 4. In this prototype, real-time messages are
exchanged on the computational grid when a grid application
is running, so as to coordinate distributed resources
dynamically. The scheduler, the repository and every broker
instance specify a local TCP/IP port respectively for receiving
messages from the computational grid. In order to improve the
availability of shared resources, a GP component keeps
inactive when no grid applications require it to perform any
computation. When some piece of computation is submitted to
an inactive GP component, the repository will autonomously
activate it with the activator.
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Figure 4 Implementation of AOD

When a GP component is scheduled to perform some piece of
computation for a grid application, the scheduler submits the
computation by sending the repository a message, which
contains both the GP component’s name and the computation’s
description. The message is delivered to the activator directly,
and the activator extracts out the GP component’s name and
the computation’s description. Then the activator invokes the
GP component if it is inactive and passes it the description.
Next, the GP component sends messages to the broker
instances distributed on the computational grid, in order to
invoke the relevant inspectors remotely and get the dynamic
status information of candidate resources. The results of these
invoked inspectors are sent to the repository concurrently, and
every message is dispatched to the corresponding invoker.
Once the GP component selects a local platform for the
computation, it sends the local broker instance a message for
reserving necessary resources. Finally, the GP component
sends the computation’s description to broker instance of the
selected local platform. The selected broker instance then
exchanges real-time messages with both the GP component
and the scheduler respectively, so as to notify the occurred
failure and whether the computation has completed
successfully.

This prototype provides three XML schemas for
programmers. The first schema is for domain experts to
define FC descriptors. The second one is for developing the
configuration descriptors of GP components, and the last one
is for developing grid applications. We also have developed
a tool for running grid applications with Internet browsers.
The broker’s instances on every local platform are managed
with GRAM, and messages on the computational grid are
exchanged with Globus 10. During a GP component is
performing some submitted computation, arguments of the
computation are transferred with GridFTP.

4.1 Experiment and Evaluation

In the rest of this section, we present a demonstrative example
and its experimental result to evaluate both the AOD and the
prototype. The example is some kind of simplified pre-stack
migration in oil-prospecting data processing, and its
computation can be divided into four pieces: a pre-processing
operation, a voice-filtering operation, a Q-compensating
operation and a synthetic operation. The pre-processing
operation is to delete the invalid elements of some primal
sampling data, and its results are passed to the voice-filtering
operation and the Q-compensating operation respectively. The
synthetic operation creates the final result by synthesizing the
results of the voice-filtering operation and the Q-compensating
operation.

Each of the operations has been independently implemented
by an existent application, and these four applications are
different in the syntax and semantic of arguments, target
platforms, programming languages and models. The
applications for the pre-processing operation and the
voice-filtering operation are parallel, and they were developed
with HPF. The other two applications are serial, since both the
Q-compensating operation and the synthetic operation involve
irregular computation. One was developed with C, and the
other was developed with F77. We developed four GP
components prePrc, voiFilt, gqCom and Synth. Every GP
component provides one operator on its interface, and
encapsulates one legacy application and several additional
executables. The additional executables were specially
developed, and their function is to perform data transformation
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between arguments of the GP component’s operator and that
of the application. The original sampling data of our
experiment is about 2 GB, consisting of two binary data files.
All of the legacy applications and the original sampling data
are from the Computer Center of Shengli Oil Field.

The evaluation was performed on a test-bed that consists of
five workstations and a Beowulf. All of the six hosts are
connected to the college network of Peking University. The
two HPF applications were installed on the Beowulf, and each
serial application was installed on a different workstation. The
original sampling data and the final result were stored on the
third workstation. The rest two workstations run the scheduler
and the repository respectively. Table 1 is the experimental
result. The result shows that the distributed resources were
dynamically scheduled to complete the demonstrative
example’s computation collaboratively and concurrently.
Although additional executables were developed to implement
the interoperation between different legacy applications, the
programming task was very simple comparing with the
complexity of any of the legacy applications. Furthermore,
every GP component is universally sharable on the
computational grid. When the grid application was running,
different GP components were scheduled to complete
independent pieces of computation with distributed resources.
Therefore, its efficiency and resolvable problem size go
beyond the computability of any single host or legacy
application.

Table 1 Experimental Result of a Demonstrative Example

Computing host Working directory Start time | End time

preProc|162.105.203.100 |/home/chen/lyan/testl/  [16:43:41 |16:45:39
10/3/03  |10/3/03

VoiFilt |162.105.203.100 [/home/chen/lyan/partl/ |16:45:47 |16:46:58
10/3/03  |10/3/03

16:45:47 |16:48:16
10/3/03  |10/3/03

gCom [162.105.203.38 |/home/aitest/oil/part2/

Synth  [162.105.80.17  |/home/globus/lyan/test2/ |16:48:31 |16:55:26
10/3/03  |10/3/03

5. RELATED WORKS AND CONCLUSION

In recent years, the challenge of developing grid applications
has been investigated extensively. The Open Grid Services
Architecture (OGSA) [2] is the first effort to standardize Grid
functionality and produce a Grid programming model
consistent with trends in the commercial sector. It integrates
Grid and Web services concepts and technologies. In this
architecture, heterogeneous and distributed resources are
encapsulated to be grid services with standard interfaces and
behaviors. Every grid service is implemented independently
on some local platform. However, in the first version for
OGSA, all grid services are conformed to the Open Grid
Service Infrastructure (OGSI) specification. One limitation is
that there is no uniform way to schedule competing grid
services universally for load balance and reliability of grid
computing. Another limitation is that OGSI does not provide
the mechanism for communicating messages on the
computational grid, and this mechanism is necessary for
coordinating complimenting grid services to perform
large-scale and complex scientific computation. The
OGSI/WS-RF [4] has been proposed to replace OGSI in the
early of this year.

XCAT [5,6] is an attempt to build an application component
framework on top of OGSA. It provides an approach to

compose grid services in grid applications, hence to support
distributed computation on the computational. Its current
implementation neither takes account into the fact that many
competing services proliferate on the computational grid. Like
XCAT, ICENI[7] is also component-based and support
distributed computation on the computational grid. Different
from XCAT, ICENI seeks to annotate the programmatic
interfaces of grid services using WEB Ontology Language,
and allows syntactically different but semantically equivalent
services to be autonomously adapted and substituted.

Comparing with XCAT and ICENT, AOD provides not only
the mechanism for scheduling competing resources
universally, but also the mechanism for querying the
dynamic statuses of these resources. It allows domain
experts and administrators to customize its resource
selecting policies with domain-specific expertise. With these
mechanism and policies, AOD allows its GP components to
be adapted to both the resources requirements of grid
applications and the dynamic statuses of competing
resources, so as to utilize all available resources of the
computation grid to provide on-demand computing services.
We are going to substitute grid services for the candidates of
GP component operators in AOD, in order to be more
compatible with OGSI.
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ABSTRACT

Data Grid is a large-scale. scalable framework structure of
sharing and managing storage resources and distributed data
resources in the Grid environment. It adapts to demands of
data sharing and handling that are needed by data intensive
applications also, it provides users with transparent
mechanisms of accessing heterogeneous data resources.
After analyzing the characteristics and architecture of Data
Grid, this paper researches key technologies of Data Grid,
such as security and architecture designs etc. In the end, it
gives some Data Grid research programs.

Keywords: Grid, Data Grid, architecture, data access,
GridFTP, replica management

1. INTRODUCTION

In an increasing number of scientific disciplines, large data
collections are emerging as important community resources.
In domains as diverse as global climate change, high energy
physics, and computational genomics, the volume of
interesting data is measured in terabytes and petabytes, the
communities of researchers that need to access and analyze
this data (often using sophisticated and computationally
expensive techniques) are often large and are almost always
geographically distributed, as are the computing and storage
resources that these communities rely upon to store and
analyze their data.

This combination of large data set size, geographic
distribution of users and resources, and computationally
intensive analysis results in complex and stringent
performance demands that are not satisfied by any existing
data management infrastructure. A large scientific
collaboration may generate many queries, each involving
access to the  supercomputer-class  computations
on-gigabytes or terabytes of data. Efficient and reliable
execution of these queries may require careful management.
How to store. distribute. organize and manage. handle and
dig gigantic distributed data have become a chief problem.
Development of Data Grid technology ! offers a effective
technological path for solving this problem. Through
developing many resources like data that are distributed on
network, Data Grid can form a single virtual data access.
management and handling environment ,help users shield
low-level heterogeneous physical resources and constitute
data access. storage. transmission. management and service
architecture of gigantic distributed data.

2. CHARACTERISTICS AND

*National Key Scientific and Technological Project(2003BA103C)

ARCHITECTURE OF DATA GRID

Data Grid originates from Grid . It’s applications and
implementations of network technologies in data
management environment, also it’s a new architecture of
transparently accessing heterogeneous data resources for
constituting Grid environment. Data Grid has typical
characteristics and layering architecture.

2.1.  Characteristics of Data Grid
From the perspective of architecture, Data Grid has the
following features:

+ Heterogeneity. Data Grid contains many kinds of
heterogeneous data resources. Based on many levels such
as architecture. data access methods and API(Application
Programming Interface), Different data resource has
different constitution.

¢ Scalability. Data Grid’s scale can be changed from local
area system containing few data resources to
cross-continent wide area data Grid consisting tens of
thousands of data resources. But meanwhile, a problem
arises: the increase of Grid resources and further
geographical distribution will lead to the decrease of the
performance and network transmission delay etc, Data
Grid has to adapt to such changes.

+ Adaptability. There are many data and storage resources
in wide area systems and these resources have very high
failure probabilities. Therefore, Data Grid should help
users and applications shield such failures and
dynamically adapt to these situations. In addition, Data
Grid’s resources usually vary because of their geographic
distribution and system complexity, Data Grid should also
adapt to such unpredictable structure.

+ Multi-level management domains. Because usually
resources and storage systems that comprise Data Grid
belong to diverse institutions and organizations and use
different security mechanisms, corporate participations of
all institutions and organizations are essential to solve
problems concerning multi-level management domains.

From the perspectives of designs, Data Grid has such
characteristics:

¢ Low-level structure-independent. Data Grid is
independent of low-level structure , such as computer
hardware. OS and storage systems.

¢ Implementation methods-independent. Data Grid allows
users to customize or modify function implementation
methods while don’t change it’s systematic structure.

¢ Computational Grid-compatible. Data Grid can use
protocols . authorization and resources management
Computational Grid directly.

+ Architecture-unified. Protocols and Interfaces of different
Data Grids have to be unified to realize the aim of
interoperability.
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2.2.  Architecture of Data Grid

Architecture of Data Grid can be depicted by the
well-known five layer funnel structure ©!. As illustrated in
Figure-1, located in the lowest layer is the fabric, it faces all
kinds of concrete physical (or logical) resources. Through
managing these local resources, fabric offers management of
these resources and control interfaces for upper layer.
Connectivity mainly provides the lower layer’s physical
resources with secure communication capacity which is the
premise of interoperability between resources and makes
single isolated resource set up connection. Resource reflects
characteristics of abstract local resources while its upper
layer collective collects the lower layer’s single resource to
harmoniously solve problems among resources. Application
cares about what kind of resources can be provided by lower
layers to virtual organizations and solve concrete problems
of different virtual organizations.

Al ication Climate model, H|ghlenergy physics, astronany,
biology *-
. Replica ;"“';!'w Metackta M":w Information
ool lective menagarent 1985 1 orvice cata.cg service
service service service
Storage Catalog Network Carputation
Resource maragament | | management | | menagament | | managament
protocol protocol protocol protocol

camunicaiton, resources

Cormectivity detection idertification, authrizatio =+
. Storage Carputer | | Metadata | | Replica
Fabric
system retvork system | | catalog | | catalog

Figurel Architecture of Data Grid

3. ANALYSIS AND RESEARCH OF KEY
TECHNOLOGIES CONSTITUTING DATA
GRID

Based on fundamental functions, Data Grid extends data
management functions and provides all kinds of services of
information-related. It needs operating gigantic data and
have such characteristics as geographic distribution .

environment heterogeneity. individual autonomy. resource
dynamics and interoperability. These characteristics
determine that constituting Data Grid is relatively hard.
Therefore, the following key technologies should be solved

properly.

3.1.  Data access and Metadata Access

Data access and metadata access are two fundamental
services of Data Grid. Data are stored in storage systems.
They are handled and analyzed by programs. While metadata
are related to data, such as size of data. location of data etc.
Data access service provides mechanisms for access .
management and third-party transmitting data. While
Metadata access service provides mechanisms for accessing
and issuing metadata etc. To discuss their conceptions
separately is to offer flexibility for the implementation of
Data Grid. While in realistic implementation, they can be
combined with one another.

3.1.1.  Data access service

Storage systems are fundamental components of Data Grid,
it realizes functions of setting up. deleting. reading. writing
and controlling files. Its attributes include titles. storage
capacities and access limitation conditions etc.

Usually, users access storage systems and files through API.
Here the API is the extension of traditional conception, such
as, it can support remote reading and writing files etc.
During the implementation process, storage systems should
take other factors into considerations, for example, access
functions have to be combined with security strategies;
storage systems should examine and determine its
performances and provide them to users so that users can
optimize access strategies; applications should provide
storage systems with access modes etc. In addition, storage
systems should take fault-tolerance and robustness etc into
account when design systems.

3.1.2.  Metadata access service
Metadata can be divided into the following categories
according to its depicted content:

+ Application metadata. It depicts files’ content or some
information that are useful for handling the applications
of these files.

¢ Replica management metadata. It is responsible for
replica management of data objects, including
information of mapping of files into storage systems
positions etc.

+ System configuration metadata. It depicts the structures of
Data Grid itself, such as, internetworking. details of
storage systems(capacity. strategy etc).

Every metadata has its own features in such fields as
application scopes . upgrading mechanisms . logical
relationship with other Grid components. To issue and access
different kinds of metadata, it’s necessary for metadata to
offer consistent application methods . single application
interfaces etc.

Usually, metadata access service is designed into a
distributed service with layering architecture. Such
architecture has many advantages: offering scalability and
avoiding single failure point. Efficiency of such architecture
can be amended by making the most of layering attributes of
metadata service itself.

3.2.  Data Replica Management Service

Realizing the functions of data replica management in Data
Grid is to acquire better data access efficiency and
fault-tolerance. During the process of data-intensively
large-scale distributed collaborative applications, on one
hand, the users-groups of data are geographically widely
distributed; on the other hand, data are also distributed and
stored on different places. As a consequence, maybe
computation on a certain place needs data of another place,
so problem of access time occurs. To reduce access time
through networks, some data stored on remote machines can
be copied on local machines or store some data on different
machines, when such data are needed, computation nodes
can access the data form the nearest node. Both the methods
lead to several copies of a certain data in the system.

Data replica management service includes:
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+ To generate the copies of all of a data packet or some
data.

+ To register new copies into replica file directories.

+ Users or applications inquire replica file directories to
acquire all physical copies of a certain file or files.

¢ To choose the most suitable replica file for users or
applications to access according to information provided
by Grid information service and based on storage and
Grid performance predictions.

3.3.  Data Transmission Protocol GridFTP

Currently, many applications use different storage systems,
but usually these systems are not compatible with each other,
because they wuse different software and protocols.
Consequently, problems such as security and high-speed of
data transmission occur. To solve these problems, Globus Bl
advanced GridFTP mechanism which is based on FTP, and
comprehensively extend its functions. In addition to
inheriting FTP’s features as good scalability . wide
application. standardization etc, GridFTP also has many new
characteristics that adapt to Grid structures:

¢ Supporting GSI and Kerberos security mechanisms.
GridFTP supports reliable and flexible security
identification and integrity inspection. Also, users can
control data integrity of GridFTP on different layers.

+ Supporting the third-party controlled data transmission.
To manage data groups of distributed communication
systems, GridFTP has to offer the third-party controlled
data transmission that is identified.

+ Supporting parallel data transmission. In the WAN
environment, GridFTP uses several parallel TCP flows to
enhance the total bandwidth of data transmission and
supports parallel data transmission and data channel
extension.

+ Supporting partial file transmission. Some applications
may only need accessing parts of a certain remote file and
it needs data transmission support, GridFTP supports data
transmission from files’ arbitrary places and effectively
support partial file transmission.

¢ GridFTP can automatically adjust the size of TCP
buffer/window, to utilize optimized TCP buffer/window
can effectively enhance the functions of data
transmission.

+ Supporting reliable transmission and data resending. As
far as many applications are concerned, they have to
support reliable data transmission and fault-tolerant data
transmission. GridFTP extends resending of failure data
transmission and effectively support reliable transmission
and data resending

3.4.  Resource Scheduling Optimization and Remote
Execution

In Data Grid, resources scheduling optimization and service
execution is a key technological issue, it mainly includes
request scheduling optimization < resources scheduling
optimization and resource service execution. Request
scheduling optimization should match users’ resources
requests and usable resources. When lots of users and
applications appear simultaneously, we must optimize and
plan multiple requested resources.

Remote execution service mechanism makes systems that
are distributed on many places remotely activate & execute.

control. collect and find out the status information, also
control the task execution processes of geographically
distributed multiple systems.

3.5.  Security

To deploy computation on WAN, assuring the security is
vitally important. Grid security technologies provides basic
security protection validation mechanisms to validate
authorized users and resources , and it also provides
interfaces for other security services to permit users to
choose different security strategies . security levels .
encryption methods and security facilities. 1t’s demands and
characteristics of Grid.

In the Data Grid environment, copy and buffering of data
lead to security problems: a station buffers data located on
another station. Because the two systems have different
security protection mechanisms . measures and security
levels, it’s a very tough problem as to how to satisfy data
owners’ data protection security levels and strategies.

3.6.  Architecture Design of Data Grid

Architecture design of Data Grid considers how to
effectively organize all kinds of Data Grid services so as to
constitute a high-efficient system and provides users or
applications with what kind of method or interface. We have
to take into account the relations between Data Grids when
designing the architecture of Data Grid. Because to realize
data management functions in the Data environment, Data
Grid has to be founded on the basis of general Data
architectures, that is , on one hand, to realize Data Grid’s
functions have to utilize other Grids’ services(security
service. resources scheduling service. performance service
and information service etc.); on the other hand, the
implementation of some Grids’ services have to use
functions provided by Data Grids’ services.

Current research programs of Data Grid are all based on
layering architecture. The lower layers mainly concern
managing lower layers’ resource and middleware and
consider how to effectively realize functions of data access
instead of a certain specific application strategy. For
example, when realizing data moving functions, lower layers
only consider how to move data with high speed and provide
upper layers with some system interfaces, such as, fault
handling interfaces etc. In a word, the layering architecture
consists of a series of related . inter-independent or
inter-dependent services ,every service is responsible for
realizing a specific function and it maybe dependent on other
services.

4. RESEARCH EXAMPLES OF DATA GRID

Data Grid has comprehensive applications in such fields as
biology. medicine. earth exploration. astronomy and weather
etc. There are more and more Data Grid programs which can
effectively help scientific research in these fields.

4.1.  Globus Data Grid

Globus is most successful Grid research program .It
develops a series of protocols. services. software libraries
and toolkits to constitute a Grid environmental platform.
Globus Data Grid can be divided into two layers: core
service layer (CSL) and high-level service layer (HSL), in
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which the HSL is founded on the CSL and uses services
provided by the CSL. CSL provides general-purpose lower
layer mechanisms and manages all kinds of storage systems
so that high-level services and applications can access these
systems through the same method.

42.  Euro Data Grid®

The final objective of Euro Data Grid is to develop a science
and research(S&R) environment that adapts to next
generation S&R. Researcher of this program think
characteristics of next generation S&R work include:
enhanced computation performance. handling and sharing
large-scale data and wide area distributed scientific
collaboration etc. These demands has appeared in many
research work of scientific fields ,such as biology. physics
and earth sciences etc. In these programs, all factors ,such as,
resources’ distributed characteristics . research groups’
distributed attributes. gigantic capacities of databases and
limited usable bandwidth etc have made resources-sharing
become more complicated.

43.  Grid Physics Network

Grid Physics Network (GriPhyN) is co-constituted by some
experiment physicists and IT researchers. Its objective is to
store and handle data containing millions of billions of bytes.
Petascale Virtual Data Grids (PVDG)—core technology
platform of GriPhyN—provides data handling-oriented
computation platform for scientists throughout the world.
Initial research works of GriPhyN include four application
programs and two of them are CMS and ATLAS. Their
purposes are to explore origins of substance and super-micro
substance.

4.4.  Earth system ™ Data Grid

Earth system Data Grid is co-constituted by four DOE
laboratories(ANL . LANL. LBNL andLLNL). National
Science Fund and two universities(University of Wisconsin
and University of Southern California) and it’s aim is to
support high-speed access remote distributed large-scale
climate model databases. It is founded on the basis of current
technologies(DPSS .  Globus)and develops a new
“intelligent” middleware to realize goals of managing
distributed data and transmitting high-performance data and
remotely executing computers’ components.

45.  Other Data Grids

Particle Physics Data Grid *Y! (PPDG) started in 1999 and its
purpose is to set up a Data Grid environment applied to
high-energy physics and nuclear experiments. Current
research program of PPDG is called SciDAC (Particle
Physics Data Grid Collaboratory Pilot) which is a 3-years’
research plan and will start a long physical experiment plan
after 2006.

iVDGL™ is a global Data Grid connecting the US. Europe.
Asia and South American, which is mainly applied to
Physics and astronomy.

DataTAG™® is a large-scale continental Data Grid
experiment platform, which has a close relationship with
three Grid programs: GriPhyN. PPDG and iVDGL. On one
hand, it provides a high-performance network connection
from Geneva to Chicago(2.5Gbps), GriPhyN. PPDG and
iVDGL all use it because it’s a ideal choice of connecting the
US and Europe; on the other hand, this program focuses

researching interoperability of Data Grids including
DataGrid. CrossGrid and the three Grid program mentioned
above.

5. CONCLUTION

Traditional centralized computation models are gradually
developing into Grid computation models containing more
computation and data resources. Data management and
shared new architecture are gradually becoming hot topics of
Grid researches. This paper depicts the fundamental
characteristics and architecture of Data Grid and mainly
discusses and researches key technologies of Data Grid.
Undoubtedly, Data Grid is novel and people have different
opinions about it and it should be further known. regulated.
promoted and utilized. Of course, the researches and
applications of a group of Data Grid programs provide
directions for its researches and development in many fields
and make it clear for light foreground of Data Grid. With the
increasing maturation and comprehensive applications, Data
Grid will surely further serve scientific engineering
researches and production & applications experiments.
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ABSTRACT

Grid resource management and scheduling strategy are key
issues in grid service application and research. This paper
proposes the overall global grid queue service architecture,
which can provide standard API for Globus. Based on the
system, a novel global scheduling algorithm: point-based
simulated-annealing scheduling algorithm (P-SAS) is
proposed. Compared with other scheduling algorithms such as
random selection scheduling and best-random-n scheduling
algorithm, P-SAS scheduling is shown to be the best in the
grid simulation environment.

Keywords: grid queue, Globus, point-based, simulated
annealing, scheduling, simulation

1. INTRODUCTION

Resource management and task scheduling are the key
technologies in the grid service system. A huge amount of
researches have been done on this issue in the conventional
distributed systems and parallel computing. But, since the grid
system has the characters such as geographical distribution,
heterogeneous structure and intensive dynamicity [1], new
algorithms are necessary to be researched in order to fulfill the
needs of grid computing environment. Globus service [2] is
the open standard architecture for the grid computing system
in the world. All the higher-level grid application projects
should be compatible to Globus. In this paper, one global
queue service architecture that is compatible with globus, has
been developed and the corresponding algorithm, point-based
simulated annealing scheduling (P-SAS) is put forward.
Compared with the other scheduling algorithms, P-SAS is
shown to be the best in the simulated grid environment.

2. RELATED WORK

A lot of efforts have been taken to do research on the
scheduling algorithm in the conventional distributed system
and grid computing system. Paper [3] has suggested one
heuristic scheduling algorithm, where the strategy is to select
the minimum executing time to dispatch the task. Paper [4]
proposed one genetic algorithm for the scheduling. Paper [5]
aims at independent and equal-sized task. Paper [6] presents a
meta-scheduler with a 2D chart and meta-scheduler types.

But all the strategies only consider the executing time
of the independent jobs and ignore the time to find the best
matching resources. P-SAS overcome the shortcomings by
taking the scheduling time into account and considering the
multiple QoS demands and combined them to the
measurement of points (point based).

3. SCHEDULING ARCHITECTURE

The scheduling service architecture has three layers as
figure-1. The first layer is the job submission layer that is
responsible for authentication and authority of submitted jobs.
The second layer is the scheduling provider, which is in charge
of putting jobs submitted into global queue, and treating them
in FIFO strategy. The scheduler module performs the
scheduling algorithm to select the best resources. Scheduling
life cycle services module monitors the whole process of
scheduling. The job information and resource specification
will be modified to the uniform format such as XML
document and then sent to the third layer—the resource
discover and selection service module, which provides the
information of the resources.

The scheduler and selection service modules provide standard
API to access underline Globus architecture.
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4. SCHEDULINGALGORITH

To schedule the jobs efficiently, both the time for scheduling
and the time for executing the jobs should be considered.
Some algorithms are too complicated that the time for
scheduling the algorithm is beyond the time for executing the
job, and these kinds of algorithm should not be considered as
good algorithm.
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4.1 Random selection and best-random-n scheduling

The scheduling task is a complex one and takes a significant
amount time. When the complexity of scheduling an
application is sufficiently large, it may be the case that the

scheduling phrase may be proportional to the executing phrase.

The extreme case is that scheduling time may be longer than
the executing time saved by using the scheduling algorithm.

Consider a random scheduling algorithm, which simply selects
a resource at random without checking further. This
scheduling algorithm is very fast and simple, so it will not
produces an excessive delay of scheduling.

Best-random-n scheduling is an improvement of random
selection algorithm. It randomly generates n schedulers and
returns the one with the highest quality. This method maintains
the speed of the random n algorithm while increases the
chance to select high quality of resource.

4.2 Point-based simulated annealing algorithm

Paper [7] uses simulated annealing to address the issue of how
many resources should be used when a problem can be split
over a varying number of resources. We have shown that
simulated annealing can be used to choose locations for
component execution.

To schedule the resource more precisely, this paper considers
the pointed based anneal simulation algorithm (P-SAS),
Simulated Annealing is a generalization of the Monte Carlo
method used for optimization of multi-variable problems.
Simulated annealing is used to select how many resources in
grid should be split over in order to achieve highest benefit.

The benefit of the resource in this paper is the point, which
considers both computing power and network bandwidth.
The formula for calculated the point is:

P=3 RP, -k 1/NP, M
izl =

Where P is the point, RP is the resource point, K is the
constant weight, NP is the network point, N is the count
of nodes. M is the count of connections between the nodes.

The resource point RP can be calculated as the following:

RP = CPU .speed / system.Load )
The network point NP is the bandwidth between multiple
nodes (Mbps).

Algorithm: point-based Simulated annealing
1:cSol«—generateNewSolution ()
2:cPoint«—getPoint (cSol)

3: While noAcceptedSolutions>0 do

4:  noAcceptedSolutions=0

5 for 1=0 to MaxNoOfTrialSolutions do
6: tSol«—generateTrialSolution()

7: tPoint«—getPoint(tSol)

8: if acceptTrialSolution() then

9: cSol«tSol

10: cPoint«—tPoint

11: noAcceptedSolutions++

12:  if noAcceptedSolutions>=
maxAcceptedSolutions then

13: break out of for loop
14: end if
15: end if

16: end for
17: reduce T
18: end while

An initial schedule is generated at random and its point is
calculated. A new schedule, a permutation of the previous is
generated by moving one component (cpu, bandwidth, etc of
node) onto a different resource is then created. The new
schedule is either accepted or discarded as the new solution
through the Metropolitan Algorithm. If the new solution has a
higher point than the current point, it is accepted as the new
selection. However, if the new solution has a lower point than
the current solution, it is accepted with a probability by
e‘d/’ m , where dg is the difference in point value between
the two solutions, and T (temperature) is the control
parameter.

Algorithm 2 Metropolis Algorithm
:1f dp <0 then

1

2 return true

3:elseif R<e ¥'T then
4: return true

5: else

6 return false

7:end if

This process is repeated with each iteration consisting of either
a maximum number of new solutions being accepted N, or a
maximum number of solutions being considered M. At the end
of each iteration T is decreased. Once iteration is completed
with no new solution being accepted, the current solution is
returned as the best available solution.

Low value of T decreases the probability that a solution with a
lower point will be selected, as do large value of d . At high

values of T worse solutions are often accepted reducing the
chance of the algorithm getting caught a local maxima. As T is
decreased, so is the regularity with which worse schedules are
accepted, allowing the algorithm to settle with the best
algorithm found.

5. EXPERIMENTAL COMPARISON

To evaluate the effective of the algorithm presented, and select
the best one to use, we run each scheduler on a range of
different applications in a simulated grid environment. The
simulated scheduling framework reads application and grid
configuration data, which are put into files and answers
queries from the scheduler with this information. This method
allows the experiments being repeated run.

We build a simulated environment, which have 5 grid clusters,
as the following table.

Table 1
Cluster I\;l:élezf Cl:lgdger CPU speed Intesr;:;l(rilect
Cluster-1 8 1 2Ghz 100Mbit/s
Cluster-2 8 1 2Ghz 100Mbit/s
Cluster-3 4 1 2.4Ghz 1Gbit/s
Cluster-4 1 4 900Ghz 1Gbit/s
Cluster-5 1 8 750Mhz 5Gbit/s
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Twenty-one applications each consisting of multiple
components connected in a DAG configuration were tested.
The DAG depth varies from two to seven. The number of the
components in the application varies from two to thirty-seven,
the point of each solution under consider are calculated by
Eq.(1). The computational complexity of each component will
between zero to ten minutes on a 2Ghz CPU, with an average
of five minutes, and the communication between components
with 100Mbit/s connection will take between zero and two
minutes, with an average of one minute, both with Gaussian
distribution.

To evaluate the algorithm, we examine the time between the
submission and return of the application. Two distinct stages
occur in this time period. First is the time of the scheduling
time of the application, second is the time of the executing
time of the application. Though the scheduling algorithms try
to minimize the second stage, but at the cost of increasing the
first stage. To evaluate the tradeoff, we consider the sum of
the two stages to check the effective of the two algorithms.

Figure-2 and Figure-3 show how the three scheduling
algorithms compared with under the condition of different
components number and DAG depth.

These results are from the case that all the five clusters are
available. The results show that the pointed-based simulated
annealing produces the shortest time. The best-random-n
algorithm‘s performance is the second and the random
algorithm is the third.
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6. CONCLUSION

This paper presents the global queue scheduling architecture
and corresponding algorithm—point-base simulated annealing
scheduling (P-SAS). The architecture has three layers, which
is compatible with globus service standard. Several algorithms
are compared with P-SAS under the simulated Grid
environment. Experiments results show that the P-SAS can
produce better performance than random selection and
best-random-n scheduling. Further research is to extend the
P-SAS algorithm to the variant priority and real-time job
scheduling.
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ABSTRACT

In recent years, the volume of datasets in modern large-scale
scientific researches, information services and digital media
applications is growing explosively, and the research about
data grid technology becomes the new hotspot in the computer
science all over the world.

Keywords: Grid, Globus, Grid Bank, Grid Market Directory,
Grid services.

1. INTRODUCTION

Grid computing is gaining a lot of attention within the IT
industry. Though it has been used within the academic and
scientific community for some time, standards, enabling
technologies, toolkits and products are becoming available that
allow businesses to utilize and reap the advantages of grid
computing.

As with many emerging technologies, you will find almost as
many definitions of grid computing as the number of people
you ask. However, one of the most used toolkits for creating
and managing a grid environment is the Globus Toolkit.

And now building on both Grid and Web services technologies,
people have complemented many Grid technologies such as
Globus, Grid Bank and Grid Market Directory. And many Grid
services appear and are changing our lives.

Therefore we will present most of our information and concepts
within the context of the Grid.

So this paper is organized as follows. The conception of Grid
and the difference between Grid and cluster computing, single
system parallel systems and a Web service is presented in
Section 2.Section 3 describes Grid technologies that are used in
the current implementation. We conclude in Section 4 with a
discussion of current system status and future work.

2. CONCEPTION OF GRID AND GRID
COMPUTING

Let us start off with defining a Grid. However, it seems to us
that various researchers have differing views on Grid
computing mostly based on technologies or applications that
they are developing and what they envision it to be. But | think
the definition is as follows: “Grid is a type of parallel and
distributed system that enables the sharing, selection, and
aggregation of services of heterogeneous resources distributed
across "multiple” administrative domains based on their

* This work is supported by NSFC basic research project:
60373023/F020103

availability, capability, performance, cost, and users'
quality-of-service requirements”. Like any distributed system,
Grids need to address various issues and challenges including:
security; autonomy; heterogeneity of resource access interfaces,
policies, capability, pricing; data locality, dynamic variation in
availability of resources, and complexity in creation of
applications. Therefore, Grid follows a combination of
hierarchical and decentralized architecture for resource
management; and a layered architecture for implementation of
various services.

The most common description of grid computing includes an
analogy to a power grid. When you plug an appliance or other
object requiring electrical power into a receptacle, you expect
that there is power of the correct voltage to be available, but the
actual source of that power is not known. Your local utility
company provides the interface into a complex network of
generators and power sources and provides you with (in most
cases) an acceptable quality of service for your energy demands.
Rather than each house or neighborhood having to obtain and
maintain their own generator of electricity, the power grid
infrastructure provides a virtual generator. The generator is
highly reliable and adapts to the power needs of the consumers
based on their demand.

But, firstly, the Grid is different from cluster computing and
single system parallel systems.

A cluster is made up of multiple interconnected independent
nodes that co-operatively work together as a single unified
resource. Unlike Grids, cluster resources are owned by a single
organization and they are managed by a centralized resource
management and scheduling system. That means all users of
clusters have to go through a centralized system that manages
allocation of resources to application jobs. Actually, many
Grids are constructed by using clusters or traditional parallel
systems as their nodes. For example, the World-Wide Grid,
used in evaluating the Gridbus technologies and applications,
has many nodes that are clusters, which are located in
organizations such as AIST-Japan, N*Grid Korea, University
of Melbourne, and NRC Canada. Another example of Grid that
contains clusters as its nodes is the NSF TeraGrid in the US.

And moreover the Grid is different from Web services. Web
services provide standard infrastructure for data exchange
between two different distributed applications, whereas Grids
provide an infrastructure for aggregation of high-end resources
for solving large-scale problems in science, engineering, and
commerce. The recent trend is to implement Grid solutions
using Web services technologies. For example, Globus 3.0
version is being implemented using Web services technologies.
Within the Gridbus Project, people have implemented Grid
technologies such as Grid Bank and Grid Market Directory
using Web services technologies. Then we can safely say that
low-level Grid services are instances of Web services.

In the rest of this paper, we will introduce some Grid
technologies or tools used in Grid services.
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3. GRID TECHNOLOGIES

3.1 The Globus Toolkit

The Globus Toolkit is an open source software toolkit used for
building grids. It is being developed by the Globus Alliance and
many others all over the world. A growing number of projects
and companies are using the Globus Toolkit to unlock the
potential of grids for their cause.

And the open source Globus Toolkit is a fundamental enabling
technology for the "Grid," letting people share computing
power, databases, and other tools securely online across
corporate, institutional, and geographic boundaries without
sacrificing local autonomy. The toolkit includes software
services and libraries for resource monitoring, discovery, and
management, plus security and file management. In addition to
being a central part of science and engineering projects that
total nearly a half-billion dollars internationally, the Globus
Toolkit is a substrate on which leading IT companies are
building significant commercial Grid products.

The toolkit includes software for security, information
infrastructure, resource management, data management,
communication, fault detection, and portability. It is packaged
as a set of components that can be used either independently or
together to develop applications. Every organization has unique
modes of operation, and collaboration between multiple
organizations is hindered by incompatibility of resources such
as data archives, computers, and networks. The Globus Toolkit
was conceived to remove obstacles that prevent seamless
collaboration. Its core services, interfaces and protocols allow
users to access remote resources as if they were located within
their own machine room while simultaneously preserving local
control over who can use resources and when.

Now the Globus Toolkit has grown through an open-source
strategy similar to the Linux operating systems, and distinct
from proprietary attempts at resource-sharing software. This
encourages broader, more rapid adoption and leads to greater
technical innovation, as the open-source community provides
continual enhancements to the product.

3.2 GridBank

As the trend towards Internet-based distributed computing
continues, large scale computationally intensive applications
are executed on remote machines that are offered to provide
computational services during periods when these computers
are idle. Hosts connected by Internet with middleware
supporting remote submission and executions of applications
constitute what is called the computational Grid [1,3,4,15]. The
Grid couples a variety of heterogeneous computational
resources, storage systems, databases and other special-purpose
computing devices and presents them as a unified integrated
resource. In the global Grid environment users submit their
applications to Grid Resource Broker, which discovers
resources, negotiates for service costs, performs resource
selection, schedules tasks to resources and monitors task
executions. Resource providers advertise their services with the
discovery service and run Grid Trade Service used by Grid
Resource Broker to negotiate service cost. Such setup allows
open market trade of computational services to take place on
the Grid. Resources are offered at difference prices, and those
prices are negotiated using one of several economic models
from the real world [1,2].

It was observed that the utility delivered by resources is

enhanced when resource allocation is performed based on users
quality-of-service  (QoS)  requirements/constraints  (e.g.,
deadline and budget) [1]. In a global computing environment
all users would prefer to use powerful resources, which would
cause some resources to be oversubscribed and others
undersubscribed. This is where computational economy and
suitable service pricing strategies come into play. Resource
owners are permitted to solicit an open market price in a way
that achieves maximum profit and resource consumers are
allowed to choose resources that meet their QoS requirements.
That is, when there is less demand for resources, the price is
lowered; when there is high demand, the price is raised. This
helps in regulating the supply-and-demand for access to Grid
resources and services.

Meanwhile GridBank can be thought of as just another source
on the Grid. In other words, it is just another Grid Service
Provider. Clients use the same user proxy/component to access
GridBank as they use to access other resources on the Grid. A
user proxy is a certificate signed by the user, which is later used
to repeatedly authenticate the user to resources [7,9,15]. This
preserves Grid's single sign-in policy and avoids repeatedly
entering user password. Using existing payment systems for the
Grid would not satisfy this policy.

And the interaction of GridBank with other Grid components
can be seen from the following simple figure illustration.
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In the future, GridBank system will be expanded to provide
multiple servers/branches across the Grid to achieve scalability
in similar manner as the currency servers in NetCash [6] and
NetCheque [7] systems. It is precisely for this purpose that
GridBank accounts have branch numbers. Each Virtual
Organization (VO) [4,15], which is a collaboration of resources,
associates a GridBank server that all participants of the
organization use. If a GSC is from one VO and GSP is from
another, then their respective servers will need to define
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protocols for settling accounts between the branches. Moreover,
if another payment system is introduced to the Grid, then that
system can use different bank number and additional protocols
can be defined to settle accounts between multiple banks.

3.3 Grid Market Directory

Computational Grids [1] are emerging as the next-generation
computing platform and global cyber infrastructure for solving
large-scale problems in science, engineering and business.
They enable the sharing, exchange, discovery, selection and
aggregation of geographically distributed, heterogeneous
resources—such as computers, data sources, visualization
devices and scientific instruments. As the Grid comprises of a
wide variety of resources owned by different organizations
with different goals, the resource management and quality of
service provision in Grid computing environments is a
challenging task. Grid economy [9] facilitates the management
of supply and demand for resources. Also, it enables the
sustained sharing of resources by providing an incentive for
Grid Service Providers (GSPs).

It has been envisioned that Grids enable the creation of Virtual
Organizations (VOs) [19] and Virtual Enterprises (VEs) [18] or
computing marketplaces [20]. A group of participants with a
common objective can form a VO. Organizations or businesses
or individuals can participate in one or more VOs by sharing
some or all of their resources. To realize this vision, Grids need
to support diverse infrastructures/services [19] including an
infrastructure that allows (a) the creation of one or more VO(s)
registries to which participants can register themselves; (b)
participants to register themselves as GSPs and publication of
resources or application services that they interested in sharing;
(c) GSPs to register themselves in one or more VOs and specify
the kind of resources/services that they would like to share in
VOs of their interest; and (d) the discovery of
resources/services and their attributes (e.g., access price and
constraints) by higher level Grid applications or services such
as Grid resource brokers. These services are among
fundamental requirements necessary for the realizations of Grid
economy.

Several Grid economy models drawn from conventional
markets have been proposed for organizing the Grid market [9].
They are: commodity, posted price, bargaining, tender/contract
and auction models. In Grid economy models, a trusted third
party, Service Publication Directory, is needed as a central
service linking resource providers and consumers. For example,
in the commodity model, resource providers publish their
services to a Directory, providing service location, service type
and service charge price, etc., while resource brokers query the
directory and select a suitable service according to the
quality-of-service (QoS) requirements (e.g. deadline and
budget) of their delegating consumers.

4. CONCLUSION

Grid services provide an attractive foundation for building the
services required by data center operators. They build on web
services technology that is often already found in these
environments, support a dynamic environment as found in
active data centers, and support decentralized identity
management and authentication. This latter trait is increasingly
important as data centers are consolidated. What were
previously geographically and organizationally distributed
resources are more and more being centralized into fewer

locations and a small number of administrative domains. The
grid’s authentication mechanisms allow the operators to
securely provide access to these centralized resources to remote
users who may previously have maintained their own dedicated
resources at a departmental or site-specific granularity. With
the development of the Grid technologies or tools, Grid
services will bring us great profits like a goldmine.
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ABSTRACT

Grid computing removes the fixed connections between
applications, servers, databases, machines, storage — every
component of the grid. By treating everything in the grid as a
virtualized service, grid computing can optimize resource
utilization and responsiveness. However, the great advantage of
grid computing can also be used to offering high quality
services to the great number of users in the Internet, that is
SBG——A Software Bus based on the Grid Computing. This
paper states the basic characters of SBG, describes its basic
constitutes, its work modes, and its basic data structures.

Key words: grid, Internet, software service, SBG, MSC

1. INTRODUCTION

Islands of computing within organizations make inefficient use
ofresources. Systems are slow to change and expensive to
maintain.. Today, grid computing addresses these problems by
providing an adaptive software infrastructure that makes
efficient use of low-cost servers and modular storage, Grid
computing can balances workloads more -effectively and
provides capacity on demand.. Grid computing is based on five
fundamental attributes: virtualization, dynamic provisioning,
resource pooling, self-adaptive systems, and unified
management so that it removes the fixed connections between
applications, servers, databases, machines, storage — every
component of the grid. By treating everything in the grid as a
virtualized service, grid computing can optimize resource
utilization and responsiveness.

The original drive of grid computing comes from that how to
congregate the great number of margin computing resource
which dispersal in the Internet to perform great capacity
computing tasks by distributed computing. But the great
advantage of grid computing can also be used to offering high
quality services to the great number of users in the Internet.
That is the basic idea of the Software Bus based on the Grid
Computing,SBG for short.

2. DESCRIPTION OF SBG AND ITS
CHARACTERISTICS

The SBG makes the software resource which distributed among
a range of Internet into a grid, for example, in a large enterprise,
and provides a united interface to users for sharing network
software services which look as the various of resource on a
computer’s bus and manage or use these software as same
convenience as managing or using the resource on a computer’s
bus. So it is referred to Software Bus.

SBG usually makes up of a MSC i.e. managing and scheduling
center and some S _nodes i.e. servers which providing sharing

network software services. show as fig.1.

SBG is provided with the features below:

e Expansibility. In theory, the number of the software nodes on
the SBG can be infinitude and it is very easy to add a new node
to the SBG.

e Transparency. On the SBG, that a user sees is only the
software and their location need not to know by users.

® QoS. Because SBG is based on the grid, so the nice QoS
provided by grid also be exhibited on the SBG.

The same points between SBG and Web service

e SBG should uses the interface as same as Web browser. It
because the Web browser is so welcome to people.
e SBG should uses the superlinks as same as Web service.

The different points between SBG and Web service

® The essence of links is different. The links on Web is direct
to a target Web page or a target Web station , it is a direct two
layer link structure. While SBG is a indirect three layer link
structure.

e The logical structure of the two service networks is not same.
Web service is static in essence , the relation among servers
and clients is one to many. While SBG service is dynamic, the
relation among servers and clients is many to many.

3. SBG STRUCTURE

The SBG composed by a MSC and some S_node. The MSC is
composed by a clustering server, it realizes the functions
below:

3.1 Managing S_nodes

The manage to S_nodes is the foundation to ensure the SBG
runs normally. The core task of the managing S nodes is to
maintenance a database for managing S nodes. The database
includes a table for software register, a table for S_node, and a
list table for software -S_nodes relation. The table for software
register corresponds the softwares which users see on the
clients, which includes a software identifier and the number of
the software as its main contents. The table for S_node includes
S node identifier and its configuring parameters and its address
as its main contents. The list table for software -S nodes
relation records the distribution of all software on the SBG.

3.2 Managing client requests
The function of managing client requests is for client to get the
software service requested. There are three schemes:

A) MSC act as an agent server

As Web browser has been into people’s heart deeply, it is the
best thing