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Preface

The series of meetings, International Symposium on Distributed Computing and Applications to
Business, Engineering and Science (DCABES), is now becoming an important international event on
various applications and the related computing environments of distributed and grid computing. The
first meeting was held at Wuhan University of Technology, Wuhan, and the second meeting was held
at Southern Yangtze University, Wuxi, the third meeting was held at Wuhan University of
Technology, Wuhan, the fourth meeting was held at Greenwich University, Greenwich. In this year,
the fifth meeting will be organized by Southern Yangtze University and Zhejiang GongShang
University and hold at Hangzhou. The conference theme include not only its traditional theme such as
parallel and distributed computing, but also intelligent and high performance computing that will be
described as follows.

It was my pleasure that the DCABES2006 conference had received a great number of papers
submitted cover a wide range of topics, such as Parallel/Distributed Algorithms, Distributed System
and Distributed Computing, Grid Computing and Parallel Processing, Network and Applications,
Database and Engineering Applications.

Papers submitting to the conference come from over 16 countries and regions. All papers contained in
this Proceeding are peer-reviewed and carefully chosen by members of Scientific Committee,
proceeding editorial board and external reviewers. Papers accepted or rejected are based on majority
opinions of the referee’s. All papers contained in this proceeding give us a glimpse of what future
technology and applications are being researched in the distributed computing area in the world.

I would like to thank all members of the Scientific Committee, the local organizer committee, the
proceedings editorial board and external reviewers for selecting the papers. Special thanks are due to
Dr. Choi-Hong LA, Prof. Qingping Guo and Prof. GuangMing Wang, who co-chaired the Scientific
Committee with me. It is indeed a pleasure to work with them and obtain their suggestions. | am also
grateful to Professor H. Power, Professor Peter M.A. Sloot, Professor Aoying Zhou, Professor Yao Zhen, for
their contributions of keynote speeches in the conference.

Sincerely thanks should be forwarded to the China Ministry of Science and Technology (MOST), the
China Ministry of Education (MOE), the Natural Science Foundation of China (NSFC) and Southern
Yangtze University and Zhejiang GongShang University.

Finally I should also thank Professor Yun Ling, WeiMing Wang and Mrs Li Liu, for their efforts in
conference organizing activities, my postgraduate students, such as Mr. Jun Xu, Mr. Peng Wang, and
Mr. ZhaoKuo Nan, for their time and help. Without their time and efforts this conference cannot be
organized smoothly.

Enjoy your stay in Hangzhou. Hope to meet you again at the DCABES 2007.

Professor Wenbo Xu,

Chair of the DCABES2006
School of Information Technology
Southern Yangtze University
Jiangsu, China
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ABSTRACT

The problem of classifying underwater bottom mines from
acoustic backscattered signals is addressed here. Standard
short-time fourier transform (STFT) is applied to convert the
echo signal into the time-frequency plane to precisely depict
the echo spectrogram, then time-frequency feature extraction
scheme based on modified STFT is introduced to deal with
mine shell echo signals corrupted by impulse, non-Gaussian
noise. The scheme provides a robust estimation of STFT in
the reverberation and suppresses it. The target echo features
are extracted to reflect different target strengths of two mine
shell types influenced by reverberation. The overall system
classification performance is benchmarked on two mine
shell echo data sets with 25 kHz-50 kHz bandwidth. Echo
features are sent to relevance vector machine (RVM)
classifier which represents a Bayesian extension of support
vector machine (SVM). Compared with SVM, the case
study shows RVM yields a much sparse solution and
improves classification accuracy. The lake experiment
exploits the robustness of feature extraction scheme and
effectiveness of classifier with the analysis of the echoes
from the two shells underwater bottom.

Keywords: Underwater Mine Classification, STFT, Feature
Extraction, Relevance Vector Machine.

1. INTRODUCTION

The problem of detecting and classifying underwater bottom
mines remains a challenge. The objective is to discover what
information contained in the backscattered signal that might
be exploited for the sea bottom target classification. Mine
classification in shallow water is dominated by the needs to
discriminate mines in reverberation and to separate them
from competing clutter [1, 2].Active sonar transmits
acoustic wave to discriminate underwater targets of diverse
sizes, shapes and scattering properties. The acoustic
backscattered signals are mainly applied in the active sonar
system to perform the classification task. This task involves
stable extraction of characteristics of the targets from
backscattered signals in the underwater environment and the
successive pattern recognition from relative small samples.
The theoretical treatments of resonant and scattering for
under- water objects have been found in [3, 4, 5]. When an
object is excited under continuous force excitation, it will

* This work is support by China Jiliang University.
(XZ0513)

undergo a forced vibration which is the sum of many excited
modes of vibration of objects. Though the returning echoes
contain abundant characteristic information of targets [1],
target echoes are corrupted by many other irrelevant objects
returning signals, i.e., reverberation. The solution of echo
signal processing is complex for some reasons: 1) difficulty
lies in how to effectively characterize the target and
accurately estimate its parameters. 2) active sonar often
receives echoes with strong reverberation, which brings a
large disturbance to the echoes and leads to imprecision of
describing targets’ properties. Also, the influences of the
channel on the target’s signature can not be ignored. 3)
collected samples of echoes always have only a small set
which results in poor generalization of classifier.

Detecting and classifying underwater target objects is
challenging by using acoustic backscattered signals. Feature
selection scheme is a key point in this problem. The pioneer
paper used simple spectral features as input to the neural
network classifier in order to distinguish a cylindrical target
from rock with similar shape. The G-Transform is
developed to represent the resonance or the modulation on
the frequency spectrum of acoustic backscattered signal [2].
Several methods were tested for finding a good data
representation scheme via optimal decomposition with
wavelet basis functions [3]. Wavelet and neural networks
classification scheme is developed to discriminate mine like
and non-mine like objects from the acoustic backscattered
signals, and using adaptive feature mapping in changing
environments[4]. The filter bank model which consists of
several band pass filters each to tune to select certain
frequency information, is proposed to process and encode
information in echoes [12]. Robinson and Azimi-Sadjadi
demonstrated that the classification accuracy can be
achieved largely when the backscattered signals’ feature can
be fused by some linear or non-linear fusion schemes [13].
Transient sonar signal classification using hidden Markov
models and neural network is in [14]. Recently, time
reversal imaging (TRI) is applied to classifying underwater
target by relevant vector machine [5].

It is not possible to extract statistics-based features from the
time-series as the number of samples is too small. To
classify underwater targets, we need to get a trade-off
between classification efficiency and computation
complexity. Aim at effectively classifying underwater mine
shells, backscattered signals feature extraction scheme based
on short-time fourier transform(STFT) and relevance vector
machine classifier are revealed in this paper.

2. ECHOES FEATURE EXTRACTION
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2.1 Echoes Signal Model

The echo signal model of the targets will be investigated
first in this section. As the transmitted signal is linear
frequency modulated (LFM), it is suitable to represent this
signal s/(#) as Gaussian enveloped[1]. The point scatterer
echo return is modeled as Eq. (1).

5,(t) = BEs,(B(t=7)) 0]
Where s(f) means transmitted signal, underwater single
target received back scattered signal is s.(¢), f is dilation
parameter, 7 is delay, E is echo energy. The parameters
p.r,E; reflect different target’s properties.For simplicity,
Eq.(1) can be denoted as:

5, (1) = BEs,(ft) @

Based on echo energy cycle [1], it is clear that the energy of
the received echo is influenced by transmitter, projector,
spreading channel, target strength and receive array. The
target strength effect on the backscattered signal is
considered as:

E, =T (o) 3)

An introduction of STFT is given in [8]. Implementation
of STFT on the echo s,(f) can acquire the Eq.(4).

Sp, (t,w) = ﬁ j s, (Wh(u—1)e "™ du )

To different underwater targets, parameters f,7,E; contain
important information of returning echo. The f,r depend on
moving condition of target and transmitter. In case study,the
mine shells is static on the lake bottom, so transmitter
moving information can not reflect target features. Therefore,
just considering echo signal amplitude, the Eq.(4) is
simplified as:

Sp, (t,w) = ﬁ j JE, s,()h(u—1)e”"™ du = E,Sp,(1,) (5)

The backscattered signal is influenced by target strength T,
so E; is function of frequency w, E=T; (w).
Spt,0)= Ti(w) Spt,0) (6)

To integrate with ¢, the target strength 7 is measured as:

F() = [ Sp, (t.)dt = [ T.()Sp, (1, 0)dt @)

Where F (w) means echo signal features, which includes
Spdt,w) (transmitted signal spectrogram) and 7. So varying
T, value means different underwater target features.

2.2 Robust Echo Feature Extraction

In underwater varying environment, target echo features will
not obvious because of reverberation disturbance, while
STFT can map time domain signal into the time-frequency
domain and localize the time and frequency simultaneously.
It is used to determine the resonance spectrum of submerged
clastic cylindrical wires in water [6]. STFT divides the
frequency axis into equal-bandwidth components obviously
yields a linear division of the spectrum. STFT owns quick
computation speed because it uses fast Fourier transform to
produce spectrogram. The echo signal’s energy is distributed
in the joint time-frequency domain. The LFM echo features
extraction process is described in Fig. 1..

Target echo signal  STFT Time-frequency spectrum

o > p| Feature

Extraction
P i T

o 5 10 15 o 1

3 4 5

Fig. 1. Time-frequency features extraction process

The received echo owns important frequency features
information reflecting the target strength, the key point of
underwater mine shell discrimination is robust echo features
extraction [4,5]. Though time-frequency analyses, such as
Wigner-Ville distribution, STFT are powerful tool for non-
stationary signal, it produces poor results in an impulse
noise environment [16]. Underwater mine echoes often
corrupted by non-Gaussian tailed noise, therefore, standard
reduced interference distributions will not adequately reduce
this kind noise. In addition, some signal-dependent
distributions will not be efficient here since they recognize
these strong noise components as parts of the signal [15].
Modified STFT scheme is proposed. Given a frequency w,
the total energy of this frequency band, ‘frequency margin’,
measures the target strength 7;. The Fig.2 shows any
frequency only has a finite duration. To integrate whole time
t to calculate frequency feature is unreasonable as the noise
adding into features. It obvious contains no necessary
reverberation component. The following method avoids this
drawback, just to integrate the region between two black
triangle in Fig. 2..

|Pure noise

| =5

Frequency

() T Vo0 B0 ) =00 IO i) w00

Time (ms)
Fig. 2. Spectrum of target signal corrupted by noise (the
area in the black triangle just contain pure noise

Fig. 3 shows that any frequency w only has a finite duration
t. In active sonar detection problem, the existence of
uncertain noise is inevitable, so there is only noise except in
the signal duration. The following feature avoids this
disadvantage [17].

F(o)= ITS(w)Sp,(t,w)dt , T= {t,Sp(t,w)>0} ®)

At a frequency o, different target strength 7 results in
different features. The discrete model is applied to calculate
features.

F(w) = zSpr (l,CU) El T= {iaSpt(iaw)>0} (9)

ieT

3. RVM CLASSIFIER
3.1 Support Vector Machine
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The various classification methods have been proposed to
classify underwater targets, such as K-nearest neighbor,
multivariate Gaussian, probabilistic neural networks, SVM
[4]. Due to the complexity and uncertainty in underwater
environment, many transmitted signals can not return to the
receivers, so the echo signals collected in practical
conditions is limited. With the goal of eliminating variables
that are redundant, so underwater target classifier
generalization is more important in data feature level.

SVM has emerged as one powerful tool for face
recognition, signal processing, fault diagnosis by Vapnik[7].
Unlike most classification methods, SVM can be used when
only a small amount of training sample is available. It
combines excellent generalization properties with a sparse
kernel representation. It makes decision based on a function
of the form.

y(x)zAZM:wK(x,x”)-t-w0 (10)

n=1

Where {w,} are the weights and K(x.x,) is kernel function.
However, it does suffer from a number of disadvantages.
The standard SVM solution is more complicated and
depends on the conditional distribution function and various
conditional expectations. Note that in most cases, it is
neither possible nor necessary to classify all the possible
future samples. In fact, only a particular set of the testing
data is of real interest [9, 10].

Although relatively sparse, only using SVs(support
vector),SVM make unnecessarily liberal use of basis
function since the number of SVs required typically grows
linearly with the size of training set[11].

3.2 Relevance Vector Machine

Relevance vector machine(RVM) is proposed by M.Tipping
in 2001, which represents a Bayesian extension of SVM. It
inherits SVM merits and overcome its drawbacks [9].Till
now, the application of RVM in underwater target
classification just restricted in TRI [5]. To underwater target
recognition, RVM classifier owns obvious advantages. 1) it
typically utilizes dramatically fewer kernel functions
guarantee hyperplane robustness, and helps to reduce
classification system computation complexity. 2) RVM is
followed standard probabilistic formulation and assumes
that the targets are samples from the model with some
additive noise.

The RVM classification is desired to predict the posterior
probability of class membership given the input. Similar to
SVM, we generalize the linear model by applying the
logistic sigmoid function.

oc(y)=1/(1+e7) an
where y is inner product of weight vector w and input
samples x. We assume kernel is corrupted by Gaussian
noise.
L, =y, te, =ylx;w+e, (12)
Due to the assumption of independence of the 7, the
likelihood of the complete data can be written as:

pt|w,0?) = 2ro?) " Pexpi-|t - ¥ 1207} (13)

Where ¢ is vector, our aim is to get p (w|f) expression, and
then according to Bayes criterion to select w. assuming
sigmoid function follows Bernoulli distribution.
Therefore, to deterministic weight vector w, its
distribution function is:

ptIw) =] Jeoly(x, " [1-o{y(x,; ™ (14)

n=1
Assumption vector weight w follows multi-dimension
normal distribution [10], to w; (i =1...N) then

pwiv) =[N [0 (15)

i=0

so p(w|t,y) is determined by p(fw)p(w|v), based on
Eq.(14)and Eq.(15), we get a estimation.
N

logl p(t| ) p(w| ] = 3 [1, log y, +(1~1,)log(1 - ,)] —%waw

n=1

(16)
Then weight w is determined by above Eq. (16). The total
algorithm is presented in [10].

4. LAKE EXPERIMENT RESULTS

The sonar data set used in this study is a subset of acoustic
backscattered data set collected at a lake test,and data sets
are 608 samples[17]. The two kinds mine shells are placed
on the bottom of lake, about 20meters below the lake
surface. The broadband LFM signals are transmitted from
the bank of this lake. LFM duration is 4ms and bandwidth in
the range of 25 kHz—50kHz.The typical echoes of two kinds
mine shells are shown as Fig. 3. (a) and Fig. 3. (b). After the
targets backscatter the transmitted signal, the acquired data
from sensors is revealed in the Fig. 3., which includes two
waveforms of different mine shell[17].The STFT spectrums
of echoes are in Fig. 4 .(a) and Fig. 4. (b).
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Fig. 3. Two types of mine shells echo signals
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The classification results of SVM with Gaussian noise are
shown as Table 1.. Classifier owns good generalization and
classification performance as the number of samples is too
small. But classifying correctness rate will obviously
decrease, less than 80%, when adding non-Gaussian noise.

Table 1. SVM classification results

total  correct accuracy accuracy  total

Name o mples samples target 1 target2 accuracy
Training 31 9325%  99.75%  96.50%
samples
Testing —fog 580 90.38% 96.38%  93.38%
samples

To test the robustness of the features and the ability of
classifier to adapt to environmental variations, certain signal
noise rate (SNR) non-Gaussian noise is added to original
signals. SNR is varied from 0 to 20dB. When SNR drop to
-3dB, the echo signals of two mine shell is shown in Fig. 5.
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Fig. 5. Target 1 and 2 echo signals adding

non-Gaussian noise

Adding non-Gaussian noise is enough strong, features
effectivity is worsening. As a result, the correctness rate less
than 90%.If continuing to enhance no-gaussian noise energy,
SNR drop from —3dB to —12dB, the correct rate is reduce
from 90% to 85%. When SNR is high than —12dB (the SNR
reference value is from [4]), the results is worse, and only
75% classification correct rate.

To the same two kind mine shells acoustic backscattered
signal performing feature extraction scheme, two
dimensions vectors are get and sent to RVM classifier.

Fig. 6. Two dimension SV vector RVM Classification

From Fig. 6, symbols circle point and cross stand for two
kind echo signal features vector, bold black line is
classification decision hyperplane. The circle points in black
circle are RVM support vector (SV). The RVM classifier
advantages exists SV numbers are obviously reduced. As
Table 2., the correct rate is high than 90%,when signal
reverberation ratio (SNR) is -3dB.Correct classification rate
is also high than 85%,when SNR is —12dB. A classification
result is encouraging and proves feature extraction method
and classifier owns robustness.

Table 2. RVM classification results

total correct accuracy accuracy total

Name samples samples target1 target2 accuracy
Training 32 31 93.75%  100%  96.87%
samples
Testing —dog 505 9638% 99.34%  97.86%
Samples

The RVM classification result vs. SNR is presented in Fig. 7.
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When adding non-Gaussian noise energy is enough strong,
an extracted feature effectivity is worsen, and causes the
correctness rate drop to 90.55%. Continuing to add
no-Gaussian noise, SNR drop from —3dB to —18dB. The
correct rate remains above 80% when SNR is high than
—12dB. The encouraging classification results prove feature
extraction scheme and classifier owns robustness.
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Fig. 7. Classification correct rate vs. SNR

5. CONCLUSIONS

A robust time-frequency feature extraction scheme is
proposed, which are specially applied to suppress the
influence of reverberation. It helps to produce more robust
echoes feature in the case of echoes corrupted with impulse,
heavy-tailed noise. The features based on modified STFT
reflecting different target strength of two type of underwater
mine shells. Then RVM classifier is developed for
classifying underwater bottom mine shells. Even, on
condition that the environment becomes worse by adding
non-Gaussian noise, the performance of the algorithm is also
acceptable. When SNR is —3dB, the correct rate is above
93%. Classification correct rate is above 85%, when SNR is
—12dB. Compared with SVM, the test results on the acoustic
backscattered data collected from two mine shells showed
that RVM classifier using robust time-frequency features

offered good performance in changing underwater situations,

and achieve much sparse solution for classification. RVM
uses fewer bases and yields a higher accuracy in this
example. But much room for improvement, the first
improvement will be to identify features that are more
robust to environmental changes and multi targets. Another
future work is to apply more kinds of window
time-frequency distributions to represent backscattered
signal feature.
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ABSTRACT

Most of decision making studies focus primarily on
developing classification models with high perspective
accuracy without any attention to explaining how the
classifications being made. We deals with the neural
network rule extraction techniques based on the Genetic
Programming (GP) to build intelligent and explanatory
evaluation systems. GP is utilized to automatize the rule
extraction process in the trained neural networks where the
decision basically boils down to a binary classification
problems. Simple and relevant classification rules are
obtained by pruning weight among neurons to obtain simple
but substantial binary expressions.

Keywords: Neural Network, Rule Extraction, Genetic
Programming, Classification Rules.

1. INTRODUCTION

Numerous methods have been proposed in the literature to
develop decision making and decision tables models. These
models include traditional statistical methods such as
multivariate discriminant function, logistic regression and
even neural network techniques [1,2].There are also
methods categorized to classification tree such as the
entropy-based decision tree and statistical procedure to
generate linguistic if-then rules (inductive learning) [3].In
most of these studies, how to develop classification models
with high perspective accuracy is mainly considered,
whereas how the classifications being made is ignored.

This paper utilized the GP in the neural network rule
extraction techniques to build intelligent and explanatory
evaluation systems [4-7]. We used GP to automatize the rule
extraction process in the trained neural networks where the
decision basically boils down to a binary classification
problems.

GP have been successfully applied to approximate the
chaotic dynamics, where the approximated expression of
dynamics is also utilized to control chaotic behavior [6,7].
Among recent developments in algorithms that extract rules
from trained neural networks, popular techniques such as
Neurorule, Trepan and Nefclass are known [4,5]. Even
though Neurorule is looking at the internal structure of
networks, the process for extracting the rules is complicated.
Techniques using fuzzy inference and fuzzy sets prevent us
to represent rules in ordinary usable forms like decision
tables. Then, we focus on the capability of trained neural
networks for the decomposition of input variables to
reduce simplified rules. The processes to combine the input
and output units are carried out by using the GP. After
training neural networks using the discretized input

variables, the pruning process of weight among neurons is
applied to obtain simple but substantial binary expressions
which are used as statements is classification rules. Then,
the GP is applied to generate ultimate rules.

2. NEURAL
EXTRACTION

NETWORKS AND RULE

2.1 Algorithm of Neural Networks

Neural networks are mathematical representations inspired
by the functioning of the human brain [4-7]. Especially, the
multilayer neural network is typically composed of an input
layer, one or more hidden layers, and an output layer, each
consisting of several neurons. Each neuron processes its
input and generates one output value which is transmitted to
the neurons in the subsequent layer. All neurons and layers
are arranged in a feed forward manner, and no feedback
connections are allowed. The output of the neuron i is
computed by processing the weighted inputs and its bias
term as follows.

n,n—1

In the formula, the Wi,}' denotes the weight connecting

the jzh unit in layer » with the itk unit in layern —1. The
value 2771 is the output of j 4 unit in layerrn —1. Then,
the input to 7 #4 neuron in layer 7 is obtained by
n o_ n,n-1_n-1
ul =3 w 'z @
The output of neurons is calculated by using the transfer
function emulating threshold logic which is called sigmoid

function.
n o__ n n
z/ = f(u' —h') @
Where hi” is the threshold value for the neuron. Usually,

we use the sigmoid function for the function f() .

J(») =1/(1+exp(a-y)) ©)

n-1

The weight W,/ and bias /' are the critical

parameters of neural networks and need to be estimated
during a training process which is usually based on gradient
descent learning to minimize some kind of error function
over a set of training observations.

The signal which is backpropagated from i # neuron in
output layer N is obtained by using the difference
between the output of output layer /N and the prescribed

. N
observation dl. as follows.
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5" =(d"-z")gw") g(y)= (ML= f(»)
(4)
Similarly, the signal backpropagated from the i

neuron in layer n to neurons in layer 7 —1 is given as

Y =df @) duY S @
k

In summary, the update for the weight and the threshold
value is given as follows where #,f+1 are the time steps
in the update.

n,n—1 _ n_n-1 nn-le,
AW (8) =6/ X "adw! T (t=1) ()

n,n—1 n,n—1 n,n—1
wiHE+) = W@ AW ) @)
AR () =nd] + aAh (t 1) 8)

R (£ +1) = b (0) + Ak () )

Where 77, &¢ are constants to confirm the convergence.
2.2 Neural Network Rule Extraction

As universal approximators, neural networks can achieve
significantly better predictive accuracy compared to models
that are linear in the input variables. However, their complex
mathematical internal workings prevent them from being
used as effective management tools in real-life situations
where besides having accurate models, explanation of the
predictions being made is essential.

In the literature, the problem of explaining the neural

network predictions has been tackled by techniques that
extract symbolic rules from the trained networks. These
neural network rule extraction techniques attempt to open
the neural network black box and generate symbolic rules
ith the same predictive power as the neural network itself.
In the decomposition algorithm such as the Neurorule, we
start to extract rules at the level of the individual hidden and
output units by analyzing the activation values, weights, and
biases. Decompositional approaches then typically treat the
hidden units as threshold units.

For example, the algorithm of the Neurorule is
summarized as follows [4].

(Step 1) Train a neural network to meet the prespecified
accuracy requirement.

(Step 2) Remove the redundant connections in the
network by pruning while maintaining its accuracy.

(Step 3) Discretize the hidden unit activation values of the
pruned network by clustering.

(Step 4) Extract rules that describe the discretized hidden
unit activation values in terms of the networks inputs.

(Step 5) Generate rules describe the discretized hidden
unit activation values in terms of the network inputs.

(Step 6) Merge the two sets of rules generated in Step4
and 5 to obtain a set of rules that relates the inputs and
outputs of the network.

2.3 Neural Network Rule Extraction Based On the GP

We introduce the GP procedure in place of Step 4 through
Step 6 in Neurorule algorithm. The overview of the GP
procedure for generating rules is summarized as follows.
(Step 1) Discretize input variables Similar to Neurorule,
the input variables are descretized by using threshold
variables and are represented in binary forms (inputs).

(Step 2) Train a neural network using the discretized input
variables to meet the prespecified accuracy requirement.

(Step 3) Remove the redundant connections in the
network by pruning while maintaining its accuracy. Then,
we obtain substantially important statements represented in
binary forms.

(Step 4) Generate rules based on the GP using the binary
representation as the terminal variables (statements) in the
logical expression.

2.4 Comparison of Computational Complexity

In the design of multi-layer neural networks, we start from
an oversized networks, and then gradually remove the
irrelevant connections. When all connections to a hidden
neuron have been pruned, this neuron can be removed from
the network. The selection of for pruning is achieved by
inspecting the magnitude of their weights. A connection
with sufficiently small weigh can be pruned from the
network without affecting the network’s classification.

In Neurorule, once a trained and pruned network has been
obtained, the activation values of all hidden neurons are
clustered to simplify the rule extraction process. In the case
of hyperbolic tangent hidden neurons, the activation values
lie in interval [-1, 1]. A greedy clustering algorithm then
starts by sorting all these hidden activation values in
increasing order. Adjacent values are then merged into a
unique discretized value as long as the class labels of
corresponding observations do not conflict. The merging
process hereby first considers the pair of hidden activation
values with the shortest distance in between. We merge the
hidden activation values by equivalent process using the
x-square test statistics

In Neurorule, the rule extraction process is three-hold, and
is very complicated. At first, we obtain activation values of
hidden unit by clustering (Step 3), and then describe
tentative rules by using the activation values and outputs
(Step 4). Even more, we must also generate tentative rules to
describe the relation between activation values and inputs
(Step 5). Then, finally we merge two corresponding rules
obtained in Step 4 and 5 to generate the relations between
inputs and outputs to get ultimate production rules.

We find two important drawbacks in the algorithm of
Neurorules compared with the method proposed in the paper.
Firstly, in the process for generating tentative rules in step 4
and 5, we can use conventional method to reduce induction
rules based on the entropy.

Secondly, the reduction process is mainly based on
finding the relations between activation values and inputs as
well as outputs. We can have no statistical measure to assess
the relevancy of combinations. In contrast to these
drawbacks, the GP procedure provides us a simple and
comprehensive algorithm for generating rules. Once we
obtain discretized inputs, we can generate production rules
in a simple way using the GP, which improves the fitness of
rules based on the genetic operations. Even more, the
relevancy of generated rules is directly obtained by
observing the maximum fitness of individuals. Comparing
the time necessary to optimize these parameters in neural
networks, the time to execute GP procedure is very small.

Table 1 shows an example of computational complexity
of Neurorule and GP method proposed in the paper in the
execution time and steps of programs. We also show the
computational complexity of Trepan system which is worse
than Neurorule, and only the performance is listed in Table
1. without explaining the details of algorithm. As is seen
from Table 1. The GP method of the paper is better than
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Neurorule both in the complexity and computation time to
obtain production rules.
Table 1. Comparison of computational complexity

Neurorule Trepan GP
Program Size 1865 steps 3270 steps  385steps
Execution time 300 780 90

3. Production rules and the GP
3.1 Tree Representation of Production Rules

The prefix representation follows traditional representation
by using the Lisp syntax [6-8].

For checking the validity of underlying parse tree, the
so-called stack count (denoted as StackCount in the paper)
is useful [8]. The StackCount is the number of arguments
it places on minus the number of arguments it takes off from
the stack.

Any two loci on the two parent genomes can serve as
crossover points as long as the ongoing StackCount just
before those points is the same. The crossover operation
creates new offspring by exchanging sub-trees between two
parents.

(Step 1) Generate an initial population of random
composition of possible functions and terminals for the
problem at hand.

(Step 2) Execute each individual (evaluation of system
equation) in population by applying the optimization of the
constants included in the individual. Then, assign it a fitness

Sl. for individual i giving partial credit for getting close

to the correct output.
(Step 3) Select a pair of individuals chosen with a

probability p, based on the fitness.

(Step 4) Then, create new individuals (offspring) from the
selected pair by genetically recombining randomly chosen
parts of two existing individuals using the crossover
operation applied at a randomly chosen crossover point.

(Step 5) If the result designation is obtained by the GP
become larger than the prescribed value, then terminate the
algorithm, otherwise return to Step 2.

3.2 Applying the GP to Rule Generation

In our system based on the neural networks, the input
variables are discretized based on threshold values. Even
more, by pruning the connections (weights) in neural
networks, we have finally several binary expressions used
for the input to the simplified neural networks. Then, these
binary expressions are used as the propositions included in
the logical expressions in the GP. For example, we define

new logical variables Xx; represented by input variable v,
such as

True, if v, = J,
X, = i (10)
False, otherwise

where «; is a constant reduced from selecting of threshold

values.

Then, we find that the logical expressions included in the
production rules are the same as the arithmetic expression
using prefix representation by replacing the operands by the
propositions, and the arithmetic operators by the logical

operators. For example, numerical variables X; —logical

variables X, , arithmetic operators +,X —OR, AND.

We also define the fitness of individuals as the accuracy
of rule generated by the rule corresponds to the underlying
individual. To improve the fitness of individuals, we apply
the GP operations to the logical expressions.

The fitness of individuals is evaluated as follows:

(1) calculation of arithmetic expressions

By substituting the value of input variables v;, we can

evaluate the binary arithmetic expressions included in
propositions. For example, a set of specific values for vy,
v2...v, are used to obtain numerical values.
(2) interpretation of propositions

Since we know the values of arithmetic expressions, the

logical value of logical variables Xx; are obtained by

combining the propositions and comparative operators such
as equation (10).
(3) interpretation of logical formula

Finally, we can know the logical value of the whole
logical formula (individual) by applying the logical
operations among propositions.

As already mentioned, the value is compared with the
prescribed observation r to calculate the fitness.

4.  Conclusion

This paper used the neural network and binary classification
to obtain simple and relevant classification rules by pruning
weight among neurons to obtain simple but substantial
binary expressions which are used as statements is
classification rules generated by the Genetic Programming.
For further works, the method will be applied to extract
rules to predict specific actual problems.
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ABSTRACT

Using chaotic theory, the paper analyzes the complicated
time series of power load, and then concludes that the time
series of power load is chaotic series. At this point a new
neural network learning algorithm, chaotic analysis
algorithm, is proposed in this paper. With chaotic analysis
method, the paper reconfigures load series in the phase
space, calculates the Branch dimension and the largest
Lyapunov exponents, testes its uncertainty, and then gets its
largest forecasting time scale. As a result, the number of
input points in NN is determined, as well as BP neural
network based on chaotic analysis algorithm is established.
In this way, the algorithm overcomes the natural problem of
the BP learning algorithm in feedforward NN, so that it has
a good performance in convergence. Velocity. Error during
NN training. The result shows that the BP Neural Network
model based on chaotic analysis algorithm has a higher
forecasting precision.

Keywords: Short-term Load Forecasting (STLF), BP
Neural  Network, chaotic analysis, Phase Space
Reconfiguration Theory (PSRT), Lyapunov exponent.

1. INTRODUCTION

Short-term load forecasting(STLF) is a basal work in power
system, and is the basic of production arrangement .
maintenance. Operation scheme. Its forecast precision has a
direct impact on economic benefit. For a long time,
Electricity operators in home and abroad do a lot of
researches on the method of STLF, propose a great deal of
algorithm of load forecasting , such as time series method.
NN method. Weighted compounding method. expert system
method. Obscuring NN method[1,2]. But its astringency and
adaptability are both limited in different degree, and the
complexity and randomness of factor which can affect load
change is hard to be depicted by mathematical model, so
people devote themselves to exploration of some new
algorithm.

On the basis of calculating the largest Lyapunov exponents
to load series, the paper proposes that BP NN model should
be built in the phase space for forecasting the power system,
and test whether the forecasting method is effective through
the operational parameter.

*Corresponding author: Qing Zhang

2. LARGEST LYAPUNOV EXPONENTS

If the chaotic time series is:

@)} j=12,-~d 1)
Based on phase space reconfiguration theory (PSRT) [3], the
multidimensional phase space is established, and the
substantial character of chaotic time series is distilled. If the
intermission of time series is Az, the time series of Eq. (1) is
taken into phase model distribution of n-dimension phase
space. Then the jth n-dimension phase point is:

Y(t,)=(x(t,), X, +2)ex(t, +(-D)  (2)
Here, 7 =k At, k=1,2,---,The ris delay time, and »n is
embedded dimensionality. Eq. (2) can be unfolded into
p=d-(n-1) 7 phase points in n-dimension phase space, and
it describes evolution locus of the system in phase space.
These phase points train the weight of network as input
specimen of NN.

Chaotic system is very sensitive to the initial value. As
long as there are small changes in initial conditions, the
system will track the evolution over time to index times the
speed of the original track separation, and conceals the real
state of the system after some time. This indicates the
unpredictability of the long-term behavior of the system is
unforecastable. For this reason, the part of pull-up particle of
chaotic system is not steady, and finally the locus drops onto
the same chaotic pull-up particle of phase space. When the
largest Lyapunov exponent is bigger than zero( 4 ,>0), it
show that there is chaotic pull-up particle, and that chaotic
degree is measured by the size of Lyapunov exponents[4].
Moreover, the reciprocal(l/ 4 ;)of largest Lyapunov
exponents also show the largest forecasted time scale. If the
time scale is exceeded, and error won’t be controlled, the
real information of the system will be concealed.

Man such as Wolf and so on [5] propose that the largest
Lyapunov exponents should be estimated by the way based
on phase locus evolvement. The main step is:

1). Reconfigure the phase space.

2). If the initial phase point is Y (z5), and the nearest
pointis Y’ (t,), the distance L (z,) can be calculated. If delay
time of evolution is z, it will get evolution state vector Y(z,
+17) of Y(t,)and evolution state vector Y’ (¢, +z) of Y’ (1,),
then distance L ” (¢,) should be calculated; find Y’ (¢,) in
t;=ty+r, then trace and calculate L(z)),L " (¢;); repeat this
process n times, and then the largest Lyapunov exponent 4
; is calculated:
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fi=—t 3 log, =) ®

m ~lo i i L(ti)

3. BP NEURAL NETWORK MODEL BASED ON
CHAOTIC ANALYSIS

3.1 Network model

Feedforward ANN (BP Network) would be regarded as high
nonlinear mapping from input to output, namely  f (x)=y,

f: Rn —Rm. The structure of the network is agile, and it
doesn’t follow fixed pattern. In 1987 Hecht-Nielsen
demonstrated that a 3-tier BP network could achieve the
random mapping that from n dimension to m dimension [6].
The requested problem determines the number of the nerve
cell which in input and output tier of the network. Some
scholars propose the empirical formula about the number of
nerve cell of concealing cell, so the paper make sure the
number of concealing cell by testing wrong way. On the
other word, it quest the smallest structure (the least
concealing cell) in the training network, and the network has
a higher fit accuracy and forecasting precision. [7]

There is a 3-tier NN structure in the paper. If the
dimension of input tier is n in the network, if the number of
input nerve cell is n which is the best inset dimension in the
chaotic phase space, and if its output dimension is one
(forecasting output), the dimension of the concealing cell is
fixed by testing wrong way during learning and training on
network.

If there are two random phase points—Y(z;) and Y(z; +7) in
the chaotic phase space ( T is forecasting period), their
relation of evolutive function 7 Y (1, +T) = £ (Y (¢;)) is fitted
by BP Neural Network. Forecasting point Y (4+7) is n
dimensional vector, but in reality former (n-1) dimension is
historical data. It is simple that network output is the nth
component of Y (t; +7).

To a random nerve cell j of nonlinear cell, there is a
input and output relation—

u;= Za)ix,. -0,

yj:f(uj) (4)

here, x is the input of nerve cell; @is the connecting weight;

d1is the threshold value; y is the output of the nerve cell; fis
the excitation function. We usually use Sigmoid function,
namely f'(u) =1/ (1+e™)).

3.2 Algorithm

The study of the NN connecting weight and threshold value
reversely spreads algorithm (BP algorithm) according to the
error, which is a study algorithm having teacher. The study
processes consists of positive. negative process. Firstly,
every network output is calculated in the positive direction
according to Eq. (4). Secondly, the error between output and
teacher value is calculated. Thirdly, the connecting weight
and threshold value are reversely corrected with error.
Finally, the two process are repeated until the error between
output and stylebook value is small enough to some
set-points €.

If k is the number of input learning specimen;
= xk o x,5), yF is forecasting value of output; # is
relevant teacher value; the object function is Eq.(5)

E:ZE,{:%Z(#‘—J/") ®)

Connecting weight and threshold value are corrected in the
way of gradient descent. The algorithm of additional
momentum term can avoid shocking and accelerating
convergence:
0

a)sq (nO +l) = a)sq (nO) - 77— + aAa)sq (nO)(G)

o, (ny)
Here, @, is a random connecting weight or threshold value;
ny is the time of repeating; # is training velocity; «,, is
correcting value; a is momentum factor.

3.3 Forecasting steps

BP Neural Network model is used to forecast. The detailed
steps like this:

1) The paper selects the best delay time and inset
dimension by chaotic analysis, establishes
multi-dimensional phase space of chaotic time series, and
constitutes the learning specimen and teacher value;

2) Determination of the NN structure. The inset
dimension determines the number of the nerve cell of input,
and the number of concealing nerve cell is preferentially
selected by testing wrong way in the learning of network;

3) Learning of network. The paper randomly puts up
the original value of the connecting weigh of the network,
and calculates the output and the correcting weigh value
through formulas Eq. (4) and formulas Eq. (6) until the error
is in the allowed range, or until the time of repeat reaches
the advance value;

4) Forecast model. If the foregone phase point is input to
NN, the forecasting value is the output of network.

4. ANALYSIS OF EXAMPLE

Using STLF of BP neural network based on chaotic analysis
[8], the paper compare forecasting data with actual number
of selling electricity .the data is from 2005-6-7 to 2005-8-29
in a power bureau Baoding. Limited in the length, the paper
only gives the data on the 2005-7-13(refer to table 1).
According to the Table 1, the forecasting error is usually
less than 2%, and the 80% error of data is less than 1%. It
has high precision.

5. CONCLUSIONS

The NN model based on chaotic analysis is applied to STLF
of power system. The paper presents the largest scale of
forecasting time through calculating the saturated inset
dimension and the largest Lyapunov exponent of data time
series in Baoding. On the basis of that, the paper determines
the number of input points in the NN, establishes STLF
based on BP neural network. When the BP forecasting
model based on chaotic analysis is applied to the forecasting
of nonlinear time series, using EP evolutionary algorithm,
the paper selects suited nonlinear feedback terms through
the random nonlinear feedback terms, which has a good
performance in nonlinear forecasting. Through testing, it has
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a satisfying result and a good performance in self-adaptive 285-317.
ability. robustness. precision and currency. Meanwhile, [6] R. Hecht-Nielsen, Komogrov’s mapping neural network
the paper uses the forecasting way based on BP neural existence theorem [J]. Proceedings of the international
network, which is good for establishing forecasting system conference on Neural Networks, IEEE Press, 1987,
of real-time load. (3): 11-13.
[7] G.d. Liu, J. Ding, Discussion on problems of BP neural
Table 1. Actual forecasting result on 2005-7-13 networks applied to hydrological prediction [J].

Journal of HydraulicEngineering, 1999,(1):65-69.
[8] J.H. Lu, J.A. Lu, et al, Analysis of Chaotic Time Series

Actual

forecasting  Relative and its Application [M] Wuhan: Wuhan University
/h Value value/MW  Error /% press, 2002.
IMW
0 105.89 106.39 0.47
1 113.47 11413 0.58
2 107.12 107.49 0.35
3 104.78 106.04 1.20
4 110.21 111.19 -0.89
5 112.79 113.67 0.78
6 108.17 109.90 1.60
7 106.54 105.58 -0.95
8 105.04 104.91 -0.12
9 109.30 108.46 -0.77
10 107.41 109.74 217
11 110.91 109.80 -1.00
12 112.79 112.19 -0.53
13 110.76 114.86 0.37
14 111.17 110.41 -0.68
15 106.86 107.88 0.95
16 107.47 106.35 -1.04
17 104.86 105.66 0.76
18 103.71 103.17 -0.52
19 108.57 108.86 0.27
20 102.89 102.48 -0.40
21 112.47 113.46 0.88
22 109.47 108.72 -0.69
23 105.59 103.93 -1.57
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ABSTRACT

This paper presents a method to optimize fuzzy PID
controller’s scaling factors by utilizing improved Genetic
Algorithm (GA), the scaling factors can regulate the outputs
of the controller in terms of the system outputs feedback,
thereby to improve the inferential rules and membership
functions. Nowadays many fuzzy PID controllers are largely
used in industrial automation, but its inferential rules are
mainly determined by some technical experts or operators,
so the rules take on much individual subjective experience,
and it will not be suitable for the control systems under
some circumstances, especially with great disturbance and
more unexpected conditions. The simulated experiment
demonstrates the proposed optimal controller’s effectiveness
and feasibility.

Keywords: Fuzzy Control, Genetic Algorithm, PID Control,
Scaling Factor, Linear Motor.

1. INTRODUCTION

Conventional ~ Proportional-Integral-Derivative ~ (PID)
controllers have been well developed and applied for about
half a century, and are extensively used for industrial
automation and process control today. The main reason is
due to its simplicity of operation, ease of design,
inexpensive maintenance, low cost, and effectiveness for
most linear systems, the continuous equation of PID is as
below:

u(t) = Kple(t)+ (1/T, )jo e()dt + Tydew/dt] (1)

Where: Kp is the proportional parameter.
Ki is the integral parameter, Ki = (KP*T)/T..
Kd is the differential parameter, Kd = (Kp*Tp)/T.
T is the sample time.

However, it is known that conventional PID controllers
generally can not work well enough to the nonlinear systems,
higher order and time-delayed linear systems, especially to
the particularly complex and vague systems which have no
any precise mathematical models [5, 7]. To overcome these
difficulties, various types of modified conventional PID
controllers such as auto tuning and adaptive PID controllers
were developed lately.

As a paradigm to deal with unknown dynamic systems
under uncertain environments, Fuzzy PID control has
achieved success in many practical systems, such as subway
systems, nuclear reactor control, and automobile
transmission control.

A fuzzy controller is generally composed of four stages of
which are fuzzification, rule base, inference engine, and
defuzzification. A fuzzy controller is generally designed in
the light of experience and experts’ knowledge [4, 6].

However, such knowledge is not always easy to acquire,
moreover, even the system is designed by skillful and well
experienced experts, whether it is well enough optimal
designed, it would be uncertain or unreliable to work
normally. To improve this situation, we optimized the fuzzy
PID control system utilizing genetic algorithm, more
detailed information will be described in section 2.

This paper is organized as follows, in section 2, the basic
concepts of fuzzy set theory are reviewed and the scaling
factor is discussed. In section 3, we introduced the genetic
algorithm, analyzed the linear motor drive’s mathematical
model, gave the overall control framework and
demonstrated the example. Finally in section 4, a conclusion
is given.

2. REGULATING FUZZY INFERENTIAL RULES

Most of the fuzzy controllers used in industrial automation
are belong to the type with two inputs and one output, the
input variables are error (E) and the velocity of error (EC).
The fuzzy controller will use the variables of £ and EC to
infer the fuzzy output in terms of the expert rules, after
being defuzzified, the output can be applied to control the
plant. In this process, the most effective way to regulate the
fuzzy rules is the quantified factors or scaling factors’
self-tuning, according to the value of rise time, overshoot,
static error, etc., the controller will tune the quantified
factors or scaling factors to improve the fuzzy rules.

For example, the fuzzy rules are described as below:

if E=NB and EC=NB then U=PB
if E=NB and EC=PS then U=PM
if E=NM and EC=PM then U=PS

Assumed the scaling factor is x1, and u is output variable,
Then:
u=f(U)*xI (U=PBorPM,PS...,)
f(U) is the function of defuzzification, if we regulate x/ to
x2, (x2< x1), then:
u'=fU) *x2

Here «' < u, but £ and EC do not change any more, the
instance of tuning scaling factor is equivalent to regulating
the fuzzy rule:

“if E= NB and EC = NB then U = PB”
is regulated as below:

“if E= NB and EC = NB then U = PM”
With the appropriate scaling factors, the later can be a much
more accurate control rule to the real environment
conditions than the former, it reduce much more personal
subjectiveness, so it can improve the controller’s
performance and get the desired result. An illustration is
shown in Fig. 1..
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NB NS ZO PS PB

NB NS ZO PSi PB

X1

Fig. 1. Membership function based on different quantified
factors

3. DESIGN AND SIMULATION
3.1 Genetic Algorithm

Genetic algorithm is general-purpose stochastic search
techniques based on natural genetic and evolution
mechanisms [1, 2]. During the last two decades, GA has
been successfully applied to several complex optimization
problems in business, science, and engineering. One of the
most interesting aspects of GA is that they do not require
any prior knowledge, space limitations, or special properties
of the function to be optimized such as smoothness,
convexity, inimicality, or existence of derivatives. They only
require the evaluation of the so called “fitness function” to
assign a quality value to every solution produced. Another
interesting feature of GA is that they are inherently parallel.
Instead of wusing a single point and local gradient
information, they evolve a population of candidate solutions
where each individual represents a specific solution not
related to other solutions. Therefore, their application to
large-scale  optimization problems can be easily
implemented on parallel machines resulting in a significant
reduction of the required computational time. Assuming a
randomly generated initial population, genetic evolution
proceeds by means of three basic genetic operators: Parent
selection, crossover, and mutation [8, 9, 10].

1) Select operator: based on the evaluation to the individual
candidate’s fitness, the candidate with higher fitness value
will be reserved to next generation after select operation.
Assuming S is the population size, Fi is the fitness value of
candidate 7, Pi is the selective probability of the candidate 7,
so we can get the select operation expressions as below:

0

2) Crossover operator: it is important to get new gene from
exchanging some part of two gene candidates under some
certain probability, the new gene maybe have better ability
than its parents. Assuming Xi, Xj are the parent gene, and the
new gene are X'i, X’j, so the crossover operation can be
expressed as below:

Xi=aXi+(-a)Xj

A3)

X'j=aXj+(1-a)Xi

where a is crossing parameter, its value is defined by
the fitness value, assuming f. is the bigger fitness value
between the two gene which is to be crossed,  fi.x is the
biggest fitness value among the whole candidates, £, is the
mean value of the whole candidates. When f > f.., the
parameter o, is defined by the equation (4) :

& =k (frae =) (fax = 1)) @

While f'< fmax, a can be assigned a random value less
than 1.

3) Mutation operator: utilizing the genetic mutation, we
can extend the searching candidates’ space. Assuming that
Xi €[Vmin,Vmax],the value after mutation is Xi I

Then the value of Xi' is expressed as below:

‘le.l = Vmin + 6I(vaax - Vmin) (5)

Where: o is the same as mentioned above (see Eq. (4)).

According to the above mentioned three genetic operators,
we know that the candidates with smaller fitness value have
the bigger probability of crossover and mutation, but the
individuals with higher fitness have the bigger probability
being reserved into the next generation with less change, so
it is essential to maintain the variety of the population size to
prevent the prematurely, and ensure the convergence of the
algorithm. Genetic algorithm can utilize the clustering way
to research the object solution in parallel, it only depend on
the value of fitness function, has no request of the function’s
continuity and derivativeness, it is easy to use in many
optimal applications and has a good robustness and
reliability.

3.2 Frame Chart of Controller

Firstly we initialize the three basic parameters of PID with a
constant value:

Kp =Kpc=5.8;

Ki = Kic=0.0896;

Kd = Kdc=0.0451;
The initial value of proportional parameter is confined to
[0~20], the integral parameter is confined to [0~1] and the
differential parameter is also confined to [0~1]. Here the
initial values of Kpc, Kic, and Kdc have better performance
than those parameters which is regulated by Z-N method.

Secondly the fuzzy controller’s three outputs are
defined as the increment of Kp, Ki, Kd, i.e. AKp, AKi,
AKd.

Every chromosome was constructed by the three
scaling factors: Pkp, Pki, Pkd, and every one in the
population cluster will be evaluated by GA in terms of the
fitness function. Finally we can get the three basic
parameters:

Kp = Kpc +A\Kp * Pkp
Ki =Kic+ AKi * Pki
Kd=Xdc +AKd * Pkd
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3.3 Linear Motor Drive System

Our simulated system is the linear motor based on transport
system, because the linear motor leaves out the middle
cushion parts, such as chain, gear and so on, so it takes on
characters as much more nonlinear effects and stronger
disturbances, under the consideration of its push power,
several friction force in practice, we derived its mathematic
model as below:

(M +Am)a, =F, — p[(M +Am)g + KF| |
— (4, — g )exp(av)[(M + Am)g + KF]
— i;[M + Am +(KF,)/g] (6)

Fuzzy inference
de/dt
GA [ GetKp,Ki, Kd
Rin
\|/ \|/ \|/
v v v

?@_ PID
q\ Plant é

Fig. 2. The frame chart of fuzzy-PID control based on
GA

Where in the Eq. (6), the first item is the linear motor’s push
force (F1), the second one is slide friction force, the third
one is static friction force, and the fourth item is viscous
friction force. The influence of centripetal force is also being
taken into account, i.e. the coefficients of K and F/ among
all items in the formulation above. Considering the current
loop effects of the linear motor, all relevant parameters
measurement, we use the two-order transfer function as its
mathematic model:

G(s)=K/(Ms+d)(Ls+r) @)

Where

M is the loaded weight, M= 8(kg),

d is the friction force coefficient, d=0.8,

L is the inductance of the motor, L=0.0165(L),

r is the resistance, r=1.7(Q2), K=30.

In our experiment, we add some random noise on the
transfer function (Eq.7) during the simulated process.

3.4 Algorithm Design

The optimized variables are Pkp, Pki,Pkd, they’re the scaling
factors of proportional coefficient, integral coefficient and
differential coefficient, the value range of Pkp is limited
between[0.5,5], Pki, Pkd are limited between [0.5,1.5], they
are real encoded in genetic algorithm. Because during the

control process, the parameter of Pkp has more impact to the
rise time, overshoot and stabilization time than the others, so
its value range is larger than other two parameters. GA
needn’t much more external information in the search
procedure, it only require the evaluation of the so called
“Fitness Function” to assign a quality value to every
solution produced. So it is very important to select a Fitness
Function, this quality value is used as a comparative
measure of each solution against other members of the
population, its formulation is a key problem for the
application of GA to practical optimization problems. In our
approach, the Fitness Function is of the form is:

K = j: (o e(0)|+ 0u’()dt + o, -1,  ®

Where:

e (1) is the system error,

u () is the output of the controller,
t, is the rise time,

wi1=0.999,

w2=0.001,

w3=2.0.

wl, w2, w3 are the weighted value.

Parent selection is a simple procedure where two
individuals are selected from the parent population based on
their fitness value. Solutions with high fitness values have a
higher probability of contributing new offspring to the next
generation [3]. In our approach, a simple roulette-wheel
selection rule is employed. Elitism ensures that the best
solution found is never lost when evolving from one
generation to the next generation. The best solution of each
generation replaces a randomly selected individual in the
new generation. A uniform crossover operator with a
probability of 0.9 was adopted. The mutation probability
was chosen equal to 0.008. Initial population size P is set to
60, the generations G is 100. After optimized by GA, the
values of Pkp, Pki, Pkd is:

u

Php =-3.5737;
Phkd = 0.9946;
Pki = 0.5627;

The whole simulated code is omitted, anyone who has
interest in it can contact with the author for it. The simulated
experimental results can be found at Fig. 3. to Fig. 7., we
can see that the rapid response of fuzzy PID controller
optimized by GA is better than it without optimized in Fig.
7., it is very important to some transport systems which need
to upload or offload goods and materials at exact positions,
otherwise the whole system would go to failure.

4. CONCLUSION

In this paper, an optimal fuzzy PID controller for linear
motor drive based on genetic algorithm was presented. The
scaling factors can be generated randomly by genetic
algorithm using real coding, which has advantages related to
the convergence time (few generations) and simplicity to
assemble the individuals. The initial constant value, i.e. Kpc,
Kic, Kdc mentioned in this paper, would be a crucial factor
to a fuzzy controller’s performance, sometimes improper
value will lead the fuzzy controller to failure. But the scaling
factor can weaken this adverse case by regulating the
parameters more appropriate to real conditions. As
compared with fuzzy PID controller, experimental results
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verified the effectiveness and robustness of the proposed

optimal approach.
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ABSTRACT

At present, the high power DC graphitizing furnace is widely
applied, but the temperature-control accuracy is not perfect. In
order to improve the temperature-control, we decided first
modeling the high power DC graphitizing furnace and then
applying the intelligent control. Here we studied the modeling
strategy of RBF neural network. Two approaches for the
selection of centers of the RBF neural network are discussed.
All the simulated results show that the discussed approaches
are effective.

Keywords: RBF neural network, Selection of centers, DC
graphitizing Furnace, Orthogonal Forward Regression, Direct
Typical-Point Selection.

1. INTRODUCTION

By far, people have found many different neural network
models for different objects. All these models work very
effectively, but every model has it’s own restriction.

Concerning control systems, the multi-layer perceptron
(MLP) with back-propagation algorithm is most commonly
used, and there have been many modifications for its learning
algorithm. But the BP algorithm is based on the steepest
descent, and so it has its shortcoming as follow: the
convergence speed is very slow and it is easy to converge to the
local minimum. From the point of view of
“Learn=approximation by mapping”[1], T.Poggio proposed the
learning network with symmetrical Gaussian function as typical
basis function according to regularization techniques, which is
called RBF (Radial Basis Function) network. The general
approximation ability of RBF network provides the theoretical
basis for representing complex systems and has the advantages
of speedy convergence and strong approximation ability for
nonlinear modeling and identification[2,3].

The RBF network is two-layer processing structure. The
hidden layer consists of an array of nodes. Each node contains
a parameter vector called center. The node calculates the
Euclidean distance between the center and the network input
vector, and passes the result through a non-linear function. The
output layer is essentially a set of linear combiner. The
structure of RBF network is shown in fig. 1.

The overall input-output of RBF network is a
mapping[4,5], f: R"—R", i.e.

Six) =Y mi®; =) gi®(||x — ¢
= =

Where 7;; are the weights of the linear combiners, || . || denotes

o)l <i<m (M

* This paper format should be strictly adhered.

the Euclidian norm, p; are some positive scalars called widths,
@ (.,p) is a function from R*—R, c; are the RBF centers, n is
the number of node in the hidden layer. Some typical choices of
@ (z,1) are thin-plate —spline function,the multi-quadric
function, the inverse multi-quadric function and the Gausian
function. Here we adapt the Gausian function.

The RBF network can approximate any non-linear
function and can be used to represent accurately an arbitrary
continuous function. The key of RBF network is the selection
of the center of the hidden layer. If the centers are adequately
selected, only a small number of nodes can gives very accurate
approximation. At present, for practical applications some
researchers use expert system for the selection of centers. In
this paper, we study the following two methods: the orthogonal
forward regression algorithm and direct selection of typical
points.

2. ALGORITHM WITH ORTHOGONAL FORWARD
REGRESSION

The general linear regression model is as follow[6]

M
¥ = ) Di(t)6; + £(t) @
Jj=1

The RBF (Radial Basis Function) is a special case of the

above model, where ®i(t) are known as the regressor which are
some non-linear function of the delayed input, output and
predicted error. ®i(t) can be written as[7,8]

D,(t) = @,[x(1)] 3)

x(O)=[y(t-1),....y(t-ny)u(t-1),..u(t-n,),e(t-1),...e(t-€)]  (4)
y(t) can be called the related variable. Suppose &(?) is
independent with regressors ®i(?), then the set of ®i(?) can be
considered as the expanded model set. Although model(6) is in
linear form, it can represent non-linear system, obviously the
centers related to the fixed non -linear function ®i(z)
correspond to the regressors ®i(?). Hence, the RBF expanded
equation can be considered as the special case of the expanded
model set, and the problem of selecting centers subset from
candidated centers can be considered as selecting significant
regressors from given expanded model set. The approach of
selecting model subset from equation(6) is called the
orthogonal forward regression. The following gives the detail.

Eg.(6) can be written in matrix form[9]

Y=00+E ®)

Where
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Y =[Y(D),...,Y(N)]"

O =[Dr,..., D] (6)
0=[6,..,0.1"

E =[e()),...,e(N)]"

O, =[®,(1),...0,(N)]",I<i<m (7

® is considered as the regression matrix and can be
decomposed as

number of RBF network centers is Ms.The related regressor
selection procedure is summarized as follows: At 1st step, for 1
<i< M, Compute

w = o @1
()\T
l[i]z(wl)yi i ,IS <m
e CEORCIR .
(22)

®=WA ®) Q@) Hwi w?
Where (i) _ gl 23
ferr];” = ¢ . (23)
1 a, ay .. oy trace(y 'y)
1 ay .. ay Find _ .
A= ©) [err], =[err];" = max([err](" 1 <i < M) (24)
0 Select
Oy .
MII’M w, =w =D (25)
At the kth step where k>2, 1<1< M, 1#1;,1# 1., Compute
W= [W ., Wy, ] (10) N,
W is NxM matrix with orthogonal column satisfying ) ST T 1< <k (26)
WW =H (11) Jk (W;w;)
H is positive diagonal matrix o K-l
1
W, =¢— kWi 27
hi .. O k=9 jz_;ﬁ
12)
H= - ( @HN\T
M _ W)y
(W) Wy
Where
_ T . S i i i
h.=w,w,1<1<M (13) . (Z(ylg])z)(wgfwlg)
The equation(9) can be written as [err]i? = al . (29)
) trace(y'y)
Y =(DPA)(AO)+E=Wg+E (14) Find
‘X‘ge [err, =[erd = max(ler]!’,l <i<myi#i,,.i%i,_,)(30)
=8 (15) And select
As g(t) is independent with ®i(?),hence ) k-1
g=H'W'Y (16) W = ng) =Qk- ¥ p, W, 31)
Or _] =1 ] ]
w T Where
iI=———1<i<M 17) ik .
s wiw, ( By =Py 1<i<k (32)
In general, the number of all the candidate regressors M is At the Msth step when
very large. But an adequate model may only requires Ms(«M) Ms
significant regressors. These regressors can be selected using 1- Z[err]. <p (33)
the orthogonal forward regression. From (18) ,we have = !
M . .
the procedure is terminated.
Y'Y =) giw/w,+E'E (18)
i=1
It is seen, each Wi may be considered as a part of relative 3. DIRECT TYPICAL-POINT SELECTION
variable square error. The error reduction ratio due to w; can be
defined as This approach is based on the principle of selecting typical
25, T practical operating points. Firstly, let us look over all the
. EW W, . >ratin ‘ :
(err)l == 1 1 (19) operation points in one industrial process, secondly, from all
Yy these points we select the typical points which basically
Based on this ratio, a simple and effective procedure can be represent the evolution feature of the process. We take these
derived for selecting a subset of significant regressors by using typical points as the RBF network centers.
forward regression approach. If at the jth step, the maximum When selecting the typical points, we must take into
[err]j is generated, then this regressor is selected. The consideration of the corner points, or the edge points where the
procedure is terminated when process changes greatly. Hence the variation feature of process
M can be described with small number of typical points and the
1— z [err] <p (20) model constructed will be simple and accurate.
j

J=

Where 0<p<l1 is a chosen tolerance. And we say, the optimal 4. SIMULATION OF RBF NETWORK MODEL
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High power DC furnace for graphitization is an important plant
for production of graphitic products. The product quality is
mostly dependent on the control of the furnace temperature, but
up to now no accurate model of the process of the furnace has
been constructed. By use of direct selection of typical points,
we constructed the RBF network model for the DC graphitizing
furnace and the accuracy of the model is satisfying. Fig. 2.
gives the measured temperature curve of a certain furnace. Fig.
3. shows the simulated curve with the RBF model constructed
by use of direct selection of typical points as centers. Fig. 4.
shows the error between the measured and simulated curves. It
can be seen that the RBF model constructed gives satisfying
results.
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Fig. 1. Radial Basis Function Network
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5. CONCLUSION

This paper discusses two approaches of selecting RBF
network centers. In practical modeling, the two approaches are
all effective and feasible. Practical experiments show that
training the RBF net by MATLAB language, the algorithm
converges within 2 min and an adequate model can be
constructed.
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ABSTRACT

In recent years, the use of support vector machines (SVMs)
on various classifications has been increasingly popular.
However, the results of classification usually depend on the
parameters of the model. These parameters are usually
picked by experience, experimental compare, and
large-scale search or cross-validation provided by
software package. Our scheme to optimize SVM
hyper-parameters is to minimize an empirical error estimate
using a Quasi-Newton optimization method on the
validation set. The method has been used successfully in our
down category recognition system.

Keywords: Support ~ Vector ~ Machines  (SVM),
Hyper-parameters, Quasi-Newton Optimization Method,
Empirical Error Estimate.

1. INTRODUCTION

In support vector machines, kernel parameters and trade-off
parameter (C) are hyper-parameters which one needs to find
their optimal values. A bad choice for these
hyper-parameters will deteriorate the performance of SVM.
For any classification task, picking the best values for these
parameters is a non- trivial model selection problem that
needs either an exhaustive search over the space of
hyper-parameters or optimized procedures that explore only
a finite subset of the possible values, or cross-validation
function provided by software package. Until now, many
practitioners select these parameters empirically by trying a
finite number of values and keeping those that provides the
least test error. Our interest is to optimize the SVM classifier
for any kernel function used. More specifically, we seek an
automatic method for model selection that optimizes the
kernel profile dependently of the data. This allows better
performance for the classifier and rigorous comparison
among different kernel results as well.

We use an optimization method to achieve our goals. The
optimization algorithm consists of two parts: one part is to
use probabilistic outputs for the SVM by fitting a
two-parameter sigmoid to the unbiased output of the
classifier. Another part is to minimize an empirical error
estimate using a Quasi-Newton optimization method [1,2].
The optimization algorithm has been used in our down
recognition system based on SVM. And the experimental
results show a better recognition performance.

2. INTRODUCTION OF SVM

This section gives a very brief introduction to SVM theory
[3,4]. The basic idea of SVM is that we can transform the
data points to another high dimensional space such that the
data points will be linearly separable through a nonlinear

map. The dot product in that high dimensional space is
equivalent to a kernel function of the input space. So we
need not be explicit about the transformation as long as we
know that the kernel function is equivalent to the dot
product of some other high dimensional space. Selecting
different kernel function can produce different SVM, and
then there is different optimal hyper-plane in a high
dimension feature space. There are three commonly used
kernel functions as follow:

(1) Polynomial kernel function:

K(x,x;)=[(x-x,)+ 1}’
(2) RBF kernel function:

2
|x — x|
=

K(xx,) = exp(-
20

(3) Sigmoid kernel function:

K(x,x,)=tanh(v(x-x,) +¢)

3. OPTIMIZATION OF SVM KERNELS

Let us assume any kernel K depends on one or several

parameters encoded into a vector 6= (6’1,--., 9n)~

The trade-off parameter C' is also encoded into the vector
% through modifying kernel K . Support vector machines

consider a class of functions parameterized by ,b and

0 as
fa,b,e = ZaiyiKH(x9xi)+b
i
&)
Where the parameters (; are found by maximizing a

quadratic function and ), represents the target of support

vectors X i

Optimizing the SVM hyper-parameters is a model selection
problem that needs adapting multiple parameter values at the
same time. The parameters to tune are those that embed any
kernel function as the O parameter in an RBF kernel or
the ¢ parameter in a polynomial kernel. In addition,

another parameter the optimization may consider is the

trade-off parameter C, which may has a strong effect on
the SVM behavior. Usually, minimizing an estimate of the
generalization error does model selection.
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We consider probability estimation in SVM as an estimate of
the generalization error. Now, we use a sigmoid function
given by

I
P=1N=1; exp(Af (x) + B) @

as probability estimation in SVM, where f (x) is the

SVM output and ¥ =1 represents the target of the data

example X . The two-parameter contracting function allows
mapping the SVM output values to the corresponding
posterior probability. The method is easy to implement and
requires a nonlinear optimization of the couple of

parameters (A, B ) such a way the negative log-likelihood

2t log(p) +(1-1,)log(1- p,)
)

through the validation data points is minimized, where

D = m is the inferred posterior probability and

AL, . . .
[, = % is the binary target coding for the data point
(xi,yi). During the experiments, we tried out the

above-mentioned algorithm using a Newton method to adapt
the sigmoid in Eq.2.
Let us consider now, a target-coding scheme for which

Z; =1 if the input vector X; belongs to class Cl and

[, = 0 if it belongs to class C2 . We can formulate the
misclassification probability estimate of observing either
target value for a given data example X; as

1-, 4
Ei :P(yi ;tzi) =D (1_pi)
C))
where z;, = Sign(ﬁ),fi = f(xi) is the
corresponding SVM output value and P, is the estimated

posterior probability. For a validation set of size N , the
average estimate of the error could be written as:

1Y 1Y
E=—>E =—

PJ;E; C NS
()

To optimize the SVM kernel parameters we should

pilit‘ (1_pi)t‘

minimize the average estimate of the error £ . We will use
a Quasi-Newton optimization method to complete the
optimization process because the method has faster
convergence. So computing the gradient of the error is very
important. It follows that we can approximate the gradient of
the error as

OF OE| | OE| Oa
o6 06|, dal,, o0
(6)

where O = (al,...,a k) represents the vector of

multiplicative parameters and k equals to the number of

support vectors. ¢ represents the support vector found

by maximizing a quadratic function. 490 is the initial value

of the hyper-parameters. To compute the gradient of the
error we shall assume that the current vector of kernel

parameters 90 to optimize is near a local minimum so the

first derivative of the error w.r.t. € at the minima vanishes.
So to obtain global optimal value, we should give the initial
value of hyper-parameters by experience in optimization
method.

O _
The components — could be written as
OF| _iﬁ:aEi(aoﬂ)%afi(ao)
., NS o o

(M

o (@) _ < 0Ky (x;,%;)
whi _— = a.y, ——————
Y. ; LAY

and & ; represent respectively the jth support vector, its

XY

label and its corresponding multiplier. Moreover, in equation
(6), the gradient of the error w.r.t. the model parameters &
is a k-dimensional vector given by

B [ pwoy),... -2 Eo,)
oalyy \ 0o, 0oty

®)

the gradient E (0{ , 90 ) given by

]

0 1 & 0 op. Of.
aTE(aﬁoh—Z—El-(aﬁo)ﬁi

; N = op, of; da;
)
where
OF. 4 [ t -t
_l:_pil ’t[(l_pi)’ : +(1_ti)(1_pi)lpi ’
op;

op,
a% = —Ap? exp(Af, + B) and
of,
i:yiKe(xj’xi)’ Vi =+I.
oo

Once the error derivative w.r.t. multipliers vector & is
computed, the next step consists of estimating the derivative

of & wrt. @ . Notice that we may include the SVM bias

b in the vector & as a=(a1,...ak,b). It is
shown that

i

oo e oH ;

—=-H" —ua
o0 00
(10)
KY
where H = y7 ,K; =yl.yjK(xl.,xj). The
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vector Y is the target vector corresponding to the support
vectors set. Y r is its transpose. H is a
(#sv+1)x (#sv+1) matrix, #5V being the number

of support vectors. Next, we shall refer to the matrix H as
the kernel’s Hessian. This matrix is different from the
Quasi-Newton related Hessian. We shall refer to the latter as

H'. We give herein the optimization algorithm using a
quasi-Newton scheme:

1) Initialize 0 to 90 ,
andd,=argmin, E(,,0).
2)  Train the SVM with fixed 90 on training set.

3)  Infer the sigmoid parameters 4 and B.
4)  Estimate the probability of error on the validation

set.
5) Calculate the  gradient of that error
0
—E(a,0).
06

6) Calculate the Hessian H' over the kernel’s
parameter space.

7)  Update using A@ = —ﬂH'a—% E(O(,@).
where A is the amplitude of the step along the search
direction and H' is a mXn matrix; B being the

dimension of vector 0 .

4.  APPLICATION OF OPTIMIZATION METHOD
IN DOWN CATEGORY RECOGNITION

Today, there are mainly two kinds of down products in the
market, that is the goose down and the duck down. In the
aspect of performance of keeping warm, the goose down is
nearly one time higher than the duck down, and their prices
also differ very greatly. So, some factories and companies
replace the goose down with the duck down or mix goose
down into duck down. Therefore, accurate recognition of
goose down and duck down becomes more and more
important.

So far, the automatic equipments on down category
recognition have not been reported in the world. Down
category recognition are often done by man with a
microscope. Identifications of that kind demand a great deal
of training and practice experiences, at the same time, many
artificial factors in the process may result in different
examination results with the same sample. Obviously,
developing the automatic system on down category
recognition has the realistic significance.

Here, we first analyze the structure of goose down and
duck down under the microscope carefully, and get the
picture of the down. Accordingly, after the image processing,
the triangular nodes in the binary images of down is
recognized by SVM, then the triangular nodes that have
been recognized will be matched and the distance between
the matched triangular nodes is calculated. Finally, we
determine the down category according to the distance [5].

The structure analysis of the goose down and duck down:
Goose down and duck down looks like a huge tree under the
microscope (see Fig 1, the left image is goose down’s image,
the right one is duck down’s image). We can find some
nodes different in size in the tree, which are called triangular
nodes, and the distance between two triangular nodes next to

each other in the same branch is called nodes distance. Not
all of the branches have the triangular nodes, and the
triangular nodes often distribute in the end of the branches.

The shape and size of the triangular nodes of the goose
down and duck down are different. The triangular nodes of
goose down are isosceles triangles, and the nodes distance is
longer. The triangular nodes of duck down are equilateral
triangles, and the nodes distance is shorter. After the analysis
of the structures of goose down and duck down, we find out
that we can not recognize goose down and duck down
according to the shapes of the triangular nodes, because they
are quite similar. But the difference of the distance of the
matched triangular nodes between goose down and duck
down is remarkable. So we can recognize the down category
according to the nodes distance.

A

e

f

!
!
R\

b

Fig .1. Original goose down image and original duck down
image
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Fig.2. Image containing a triangular node and image containing no triangular node

Table 1. The triangular nodes recognition results before and after optimization of Polynomial Kernel was

done
Initial (q, C) Misclassification rate Tuned (q, C) Misclassification rate
q=2,C=10 13.75% q=3,C=0.1542 6.05%

Table 2. The triangular nodes recognition results before and after optimization of RBF Kernel was done

Initial (o, C)

Misclassification rate

Tuned (o, C)

Misclassification rate

6=50,C=100

7.5%

6=43.1448,C=69

5%

Table 3. The triangular nodes recognition results before and after optimization of Sigmoid Kernel was done

Initial (v, ¢, C) Misclassification Tuned (v, ¢, C) Misclassification
rate rate
v=-0.01,c=5,C=10 26.25% v=-0.0165,c=5,C=15 15%

Application of optimization method: The recognition of
triangular nodes is very important in the system. Here we
use SVM to recognize the triangular nodes. To improve the
recognition rate, we use the optimization method to adapt
the hyper-parameters. In the rest of the paper we will
describe the process and give the experimental results.

First, we shoot some images of goose down and duck
down. After image processing, we get some binary images.
Then from the binary images, we can extract the images of
16x16 (pixels), which contain triangular node in the center
(see the left image in Fig 2). Using the same method, we
extract 100 images of goose down which contain triangular
nodes, 60 images of duck down which contain triangular
nodes in the center, and 40 images which contain something
that is not a triangular node but  similar to it (see the right
image in Fig 2). We take them as the training samples set of
SVM. In the same way, we extract another 80 images of
16x16 (pixels) with the same scale of samples as validation
samples set. Then we choose polynomial kernel function

whose kernel parameters vector 8=(q,C) is initialized

to 90 =(2,10) . The optimization process can be

described as:
1) Get a model of SVM after training SVM on
training samples set.

) when

classify on validation samples set using the model
of SVM.

2) Get a set of output values fi(z’:l-.-so

3) Infer the sigmoid parameters 4 and B using
Newton optimization method based the above

obtained fl , then calculate error estimation FE .
4) Calculate the gradient of that error %E (0{ , 9) s

minimize an empirical error estimate FE using
Quasi-Newton optimization method on the validation

set and get the optimal value of 0 . Before calculate the

gradient of the error %E(a,@) , we add a very

small constant to the diagonal elements of Hessian H ,

so H is guaranteed to be semi-definite positive.

5)  Calculate respectively misclassification rate before
and after optimization of kernel was done on
validation samples set.

The triangular nodes recognition results before and after
optimization of Polynomial Kernel was done is shown in
Table 1.

If choose RBF kernel function and Sigmoid kernel
function, we can get the triangular nodes recognition results
before and after optimization of Kernel was done (See Table
2 and Table 3).

From the tables above we can find that misclassification
rates of triangular nodes fall rapidly after optimization is
done when the hyper-parameters values are far from the
optimal values in fixed scale, as shown in Table 1 and Table
3. Besides, the performance of sigmoid kernel function is the
worst in three kernels.

Now, extract 100 original images of 480x320 (pixels),
including 50 duck down images and 50 gooses
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Table 4. results compare before and after
optimization of kernel was done

Kernel polynomial RBF

Initial parameters | ¢=2,C=10 6=50,C=100
Node recognition 36.08% 91.94%

rate

Down 81% 87%
recognition rate

Tuned q=3,C=0.1542 | 6=43.1448,C=69
parameters

Node recognition 92.12% 93.32%

rate

Down 87% 89%
recognition rate

down images. We can get the binary images after these
images are processed. We take these binary images as the
training set. There are 546  triangular nodes in these
binary images. In the recognition stage, we scan the binary
image with a window of 16x16 (pixels), by horizontal step 2
and vertical step 3, and recognize every window with SVM.
We choose Polynomial Kernel Function and RBF Kernel
Function in experiments. The result is shown in Table 4.
From Table 4 we can see that the recognition rate of down is
improved through the optimization of SVM kernels with
Quasi-Newton method.

5. CONCLUSION

Choosing the best hyper-parameters is very important in
SVM classification task. It is easy when we process all kinds
of classification task if we can automatically choose
hyper-parameters. In this paper, we use a Quasi-Newton
method to adapt the hyper-parameters of SVM kernels and
improve our down category recognition system. The
optimization method can automatically tune multiple
parameters for a SVM, so this approach makes it possible
for the use of highly complex and tunable kernels in
practical application. In the future, we will wuse
Quasi-Newton method and retrain method to improve our
recognition system.
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ABSTRACT

In the process of moving vehicle license plate recognition,
the sequential images get degraded generally, due to the
movement and influence of lacking illumination and smut. It
is difficult to recognize the number of vehicle license plate
correctly by those common classifiers. A new integrated
classifier proposed here based on multi-feature and
multi-structure is applied to recognize moving vehicles
license plates. The recognition correction rate of license
plate is exceeded 94% in experiments. Statistical recognition
results show, compared with common single-structured
classifiers, this new integrated scheme is able to improve the
recognition performance of single character and license plate
number.

Keywords:  Character  Recognition, License Plate
Recognition, Neural Network, Classifier Integration.

1. INTRODUCTION

Vehicle license plate automatic recognition (LPAR) is
one of the most important research issue in the ITS
(Intelligent Transport Systems), and it has high application
value on traffic management, public security, and so on. A
full LPAR system mainly consists of vehicle image capture,
license plate location, character extraction and character
recognition, but character recognition is the sticking point.
The rate of correct recognition of license plate finally
decides the system’s performance.

At present, most methods of character recognition are
based on template matching or neural network. A
recognition method of multi-expert fusion integrated with
multi-method is becoming the hot spot in research and
application [1,2,3]. ZHANG Pei-feng et al. [1] test with 100
thousand samples in printed characters recognition system
by adopting a multilevel serial structure connecting neural
network classifier with statistic classifier in series and got
96.5% recognition rate. CAO Di-min et al. [2] connect BP
neural network classifier with linear perception classifier in
series, applying to license plate character recognition, gained
100% recognition rate with letter and 96% recognition rate
with letter & number. Aiming at number recognition, F
Kirma et al. [3] employed the approach combined with
statistic classifier and structural classifier, which is realized
with improved square decision function and decision tree
separately, for testing the combined scheme which has two
parallel units and four serial units and finally gained the
recognition rate of 95.8%. In theory, the performance of
integrated classifier is better than single-structured classifier
[4]. Generic classifier usually designed simply which can’t

obtain perfect performance or designed for non-real time
applications, so they are not suitable for moving vehicle
license plate recognition. On the bases of research on how to
convert a problem of designing a single classifier which has
good performance into designing multi-classifiers which has
better performance and on how to convert higher dimension
space’s partition into lower, we present a new method of
classifier integration aiming at moving vehicle license plate
recognition and got excellent result in experiments.

2. PRE-PROCESSION OF MOVING VEHICLE
LICENSE PLATE RECOGNITION

The typical structure of moving vehicle LPAR system
is consisting of moving vehicle detection and image
capture, license plate location, character extraction and
character recognition. When the vehicle entered
surveillance area, the system detects the moving vehicle
and then captures the video or static image (contained
license plate) of the vehicle through high-speed camera or
charge couple device (CCD) camera. Vehicle can be
detected by hardware or software. Hardware detection
method mainly use sensor which emplaced at vehicle
detection spot for detection; Soft detection method detects
the movement of vehicle from video sequences directly
based on the principle of motion detection. Soft detection
need no complex hardware requirements and easy for
operating, so we adopt it.

For convenience of following processing, we removed
the background of wvehicle image. Fig. 1. gives the
captured images of the vehicle from video sequences and
it’s background removed.

Locating the plate area follows the step of image capture.
License plate location is an important step in LAPR system.
An integrated method use different feature of the license
plate can get better effect. The edge and region characters
are most remarkable signals of the object for human vision.
They have important meaning for image analysis and image
recognition. This paper adopt the method which combined
with character edge information and gray-scale projection:
first improve the image’s quality with homomorphic filter
and strengthen the image’s edge with Sobel operator, then
get the texture image through horizontal difference operator.
Using the rich texture in plate region, we can find several
license plate  suspect regions through detecting

{0’1' ’ '1’0} and {1’0 o 0'1} sequences in texture image.

Because the width-height ratio of license plate is fixed and
existing “peak-valley-peak” status in license plate’s
projection image, we can remove pseudo license plate region
and locate the true plate region through vertical projection.
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License plate location effect is shown as Fig. 2.

a) foregroun image of
moving vehicle 1

b) foreground image of
moving vehicle 1

¢) background removed
and gray-scale transform

Fig. 1. Image capture and background expunction

Fig. 2. License plate location

The next step is character segmenting. Theoretically,
projection of character string have local minimum values
between characters or clearances between characters, so
the correct segment place is near the minimum value and
satisfying arrangement format, size limits and other
intrinsic conditions. But because of motion blur, lacking
illumination and mud, the character easy to be part and
conglutination after binarization[5], simple method can’t
get satisfied segmentation effect. The paper introduced
region split-combining algorithm [6] for single character
segmentation, Fig. 3. Shows the segmentation effect after
incline correction.

3. LICENSE PLATE CHARACTER
RECOGNITION BASED ON
INTEGRATED CLASSIFIER

Traditional pattern recognition system commonly use
single sample feature and specific classifier, but it is
empirically confirmed that this will get poor classification
effect if the class number is big or input samples have
noise. For different classifier, the algorithm and pattern
feature is different, so the interface of classes is not same,
at last each classifier will put up different performance.
People also found that different feature and different
classifier has complementary effect in classification
performance, so the recognition method with integrated
classifier which has multi-feature and multi-classifier can
get better performance.

3.1 Multi-classifier and its integration

Traditional classifier integration structure mainly has
two forms: parallel connection and serial connection. In
parallel structure, each classifier is designed separately
and its decision-making results are given independently,
then all the decision-makings are combined and by certain
integration rule the integration system’s decision-making

Fig. 3. Character extraction

result is obtained. According to the different output of
each classifier which participate in the integration,
multi-classifier integration can be divided into three
levels: (1) abstract layer: The output of classifier is the
class number or the set of class numbers of the pattern; (2)
sort layer: Classifier sorts the output class number and the
first one is the preferred selection; (3) measurement layer:
Output of classifier is the possibility of each class which
the input pattern belongs to. These three different level
integrations need different requirements, which are
improved gradually for single classifier, and use more
information of each classifier too. So the possibility of
good recognition effect also increases in turn. A simple
method for the integration of multi-classifier is voting,
such as majority voting rule and consistent rule. Parallel
system which adopt voting scheme can be described as
followings [7]:

Suppose pattern space P s composed of M
non-intersectant subclasses:

P=C,nC,n---nC,, C

, for ,
1=Q= {1'2’ M } is a class of one pattern. For each
pattern in P, the task of classifier E is determining the class
which it belong to and express it with a class number

j € QU{M +1}, where J € Q, which shows that
X is one of the class of M : J=M+1

classifier refuse to recognize X', No matter what principle

shows the

classifier E worked with, it can be attributed to one of the

three-classifier levels mentioned before. For given N

separated  classifier (B k=12-N) , if don’t
consider its inner structure, a Boolean function can be
E, (X) =i

defined aiming at classification results



Moving Vehicle License Plate Recognition Based on Parallel Integrated Multi-classifier 703
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T, (xeC)) = ‘ Res =Y |R TP |=
“ " 10 other S Z ' H “
(1) i=1 k=1, k=0
And the general forms of voting is shown as Eq (2), n ia ' ®)
where 4N is voting threshold, N is the total number z R, H(l—Rk -W,)
of i=1 k=1, k=0

classifiers.
N
i T(XGCi)>/1-N,O</1<1
E(x) = kzi‘ ‘ @)
M +1 other

For serial structure, each sub-system is correlative, the
fore-layer provides classification information for the
back-layer, the back-layer decides with external input and
fore-layer’s output, and the whole rejection recognition is
the output of the last layer. Serial system can be described as
followings:

Considering a serial system, which has n layers, the

recognition rate of | layer is i error rate is i

i and classification feature of each step

W, P_ R.WP e[

is independent. T + i
System error rate is

n i-1
Wy = Z W, Hpk

i=1 k=1, k=0

rejection rate is

n

system rejection rate is
n

Psys = H P = H(l_ Ry _Wk)

k=1 k=1

and system recognition rate is

, (4)

From the above we can see, the final recognition rate will
go to 100% along with the adding of member classifier even
the correct recognition rate of some sub-class is low.

Certainly, it’s impossible for each = | to be zero. At the
same time, serial structure is more complex than parallel
structure, and especial when the feature and classifier can be
selected in a small range the efficiency of serial connection
is not effective and affects factual performance. So each
sub-classifier in serial structure usually is constructed
depending on prior knowledge.

Obviously, parallel connection classifier or serial
connection classifier excel single-structure classifier in
performance and each has its strong point. Experiment
proved that, on base of the basic fusion of parallel and
serial, the mixed integration classifier could use more
information of each sub-classifier and get better
classification performance.

3.2 Scheme of license plate recognition based on
integrated classifier

In LPAR system, recognition rate of character directly
reflect system’s performance, so character recognition is
especially important. At present, character of Chinese
license plate can be divided into three classes: Chinese
characters, English characters and numbers. The first
character on the plate is Chinese character and it’s the name
of province or municipality for short. The second character
is an A~Z English character in capitalization, the third and
fourth is English character or number, and the last three
characters is number between 0~9. It is obvious that LPAR
is a classification problem about big pattern sets. And
because of some disturbance such as noise, lacking
illumination and license plate distortion exists, people often
recognize by error. This paper designed a new serial-parallel
integrated classifier and Fig. 4. described its working flow.

Pattern Input| BPNN

Classifier

Minimum Distance
Classifer 1

Minimum Distance
Classifer 2

!

A 4

Voting

Output

Fig. 4. Flow chart of character recognition with integrated classifier

The classifier adopt the recognition strategy that work in
series (show in real line) first then in parallel connection

(show in dashed). The work principle is described as follows:

extract the features of the character after normalization ((1)
meshing feature; (2) inner couture feature; (3) external
couture feature; (4) stroke direction consistency feature).
First input feature (1) into BP neural network and get the
recognition result and confidence through BP network
classifier, if the confidence exceed threshold T1, output the
result directly; or else send the character into template

matching classifier 1 (base on (2)) which based on
min-distance. The reason of this arrangement is that Neural
Network classifier has nicer fault-tolerance and can classify
seriously disturbed characters cursorily, then make fine
classification through template matching. According to
threshold T2 the current classifier decide if output the result
or send the character to next layer classifier, i.e. minimum
distance classifier 2(base on (3) and (4)). If the character is
still refused after the three classifiers, which connected in
serial, the character will be sent to parallel layer and
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recognized by each individual classifier. At last, combined
with the confidence got in serial process, the integrator
adjudicates the parallel output through voting method and
outputs the final result.

3.3 Experimental result
Base on the integrated classifier, we test 200 license

plates and 1100 single license plate image characters which
consist of 200 Chinese characters (province names for short),

400 English characters, 300 alphabetic- numerical mixed
characters (200 English characters and 100 numbers) and
200 numbers which got from various road condition, and got
the following results as showing in Table 1.

Statistical results of recognition show that integrated
classifier has more high performance in recognition of single
character or license plate number compared with the
sub-classifier.

Table 1. Statistics of recognition results with different classifier

Classifier Serial classifier

Parallel classifier

Integrated classifier

Errpr or Recognition  Error or reject  Recognition  Error or reject  Recognition
reject
rate number Rate number rate
number
Chinese 9 95.5% 10 95% 7 96.5%
character
Letter 6 98.5% 8 98% 5 98.9%
Letter. 7 97.7% 9 97% 6 98%
Number
Number 0 100% 0 100% 0 100%
Number of . 92.8% . 91.5% . 94.3%
plate
4. CONCLUSION University  (Engineering  Science), 2001, 35(3):
272-276.

A good LPAR system should do relatively excellent at [6] D. M. Cao, G. R. Xuan, Abruption and mergence in
each step, but the result of character recognition finally character area segmentation of license plate. Computer
reflects the system’s performance. During the process of Engineering [J], 2000, 26(10): 18-21.
moving vehicle license plate recognition the sequential [7] S. P. Abhijit, B. M. Robert, Pattern recognition with

images are usually degraded. It is often resulted from
movement and the influence of lacking illumination and
smut. So it is difficult to recognize the number of vehicles
license plate correctly with common classifiers. We first
preprocessed the video sequence image before character
recognition, aiming at the shortage of character classifier in
existence, a new integrated classifier based on multi-feature
and multi-structure is proposed in the paper for recognition
of moving vehicles license plates. By employing the new
classifier, the rate of correct recognition of license plate
exceeded 94% in experiments. Statistical result of
recognition show the new scheme has more high
performance for single character or license plate number
compared with the sub-classifier.
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ABSTRACT

To significantly improve the performance of partner
selection model, a genetic-based partner selection model
with fuzzy reasoning is presented. In the model, the genetic
algorithm is used to determine an optimal set of parameters
due to its good behaviors on global search and quick
convergence in early stage. Using heuristic information a
genetic-based new fuzzy reasoning mechanism is used to
adjust the eigenvalues of the partner’s features due to its
self-adaptability. In the genetic algorithm, a new genetic
operation called changing colonies is defined, in which
premature colony is replaced by another colony in the
search space in order to get the effect of equivalent
mandatory mutation for all genes in a specific period This
model has been applied to the CRM system in Sanhua Hold
Group, a middle-size manufacturing enterprise, and raised
the regular delivery rate of raw materials supplied by the
selected partners more than 20%.

Key words: Partner selection, Partner evaluation, Feature
weight vector, Genetic algorithm, Fuzzy reasoning.

1. INTRODUCTION

The partner selection problem stated in this paper is to select
the best partner according to the evaluation of the partners
from multiple aspects that is made by definite evaluation
method. It is commonly applicable, for example, it can be
used to select better supplier of materials, which would
significantly reduce cost and enhance the product quality.
How to evaluate the partners synthetically is the key factor
in partner selection problem. It’s easy to estimate monomial
aspects of partner, but it’s difficult to evaluate partner
synthetically. Obviously, to gain the monomial value and
then to evaluate partner synthetically according to these
monomial values is very important in decision field.

In this paper, a genetic-based partner evaluation and
selection model (G-PESM) is presented. First, the
parameters of the model are determined according to the
experienced data and heuristic information, and the
information database of partners is established. Then, each
partner is evaluated according to the given constrained
conditions. With the evaluation, appropriate partners can be
selected, and the cooperated tasks can be assigned to the
selected partners. Finally, the behaviors of the partners with
cooperated task can be evaluated in turn, which can help to
adjust the information database of the partners. In this model,
firstly, the genetic algorithm [1] is adopted, which is good at
global search and converges quickly in early stage.
Therefore, the parameters of model can be determined.
Secondly, the genetic-based new fuzzy reasoning model
(G-NFRM)[2] is employed, which can perform self-adaptive
fuzzy reasoning quickly and accurately using heuristic
information. The G-PESM model will be self-adaptive while
G-NFRM is used to adjust the eigenvalues for partner
description.

In this paper, the description of model is introduced in the
section 2. In section 3, the methods of using genetic
algorithm to determine the weight-vectors of partner feature
are presented. Several adjustment methods for the
eigenvalues of partners using the technique of fuzzy
reasoning are introduced in the 4th section. The next section
is the model application and a brief summarization of the
model is introduced in the last section.

2. DESCRIPTION OF THE MODEL

The structure of GA-based partner evaluation and selection
model is showed in Fig. 1.

In partner selection model, the general partner
descriptions and the partner feature information are stored in
the partner library. The feature information may be divided

* Foundation item: Project supported by the Science & Technology Plan of Zhejiang Province, China (2005C21026 and

2004C11009)
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into quantitative information and qualitative information.
The quantitative feature is quite definite and its eigenvalues
may be expressed by numerical value, while the qualitative
feature is often described fuzzily and may be denoted by
linguistic value or fuzzy number. Quantitative feature and
qualitative feature constitute the feature table of partner.
Some normalization processing for features should be
conducted in order to make them comparable, such as
quantifying the qualitative feature (linguistic value) and
making them be the fuzzy number 0~10, transforming
quantitative feature into standard feature values whose
average is 10, and transforming all these values into feature
which is the most advantageous in "the maximization" (It is
to say the bigger the value be, the more advantageous it be
chosen).

Contrained condition s of

partner selection

v

Self-adaptive ﬂ Information database ofthe partners ‘

P process for the

eigenvalues

‘ Synthetical estimate of the partners }4

*—1

Decision making for

Establishment of

weight vector
A

partner selection

v I
The selected Known permutation

Behaviors
evaluation partner of the partners

Feedback of partner Partner’ s
behaviors action

Fig. 1. A genetic-based partner selection model

The partner is chosen according to its synthetically
evaluated value. Besides the feature table of the partner, the
weight for each feature is needed. Weights of all feature
constitute a vector (a1, @2, ***, ;) which is called weight
vector. Therefore, how to establish feature table of partner
and weight vector objectively and accurately is a key factor
of the model.

As small change of the weight vector will possibly cause
significant difference among the order of partners, it is quite
difficult to determine weight vector directly according to
experiences. However, it is easier and much more accurate
to permute the partners based on their work behaviors.
Therefore, practicability and veracity of the model will be
enhanced if weight vector can be determined automatically
according to the given partner’s permutation.

On the other hand, many features of the partner in the
model should be determined according to experiences at the
beginning, and whether the eigenvalues are accurate or not
should be examined through the practice. Therefore, the
evaluation on the behaviour of which the partner feed back
should be made after the partner is selected. Then the
original eigenvalues of model will be revised automatically
according to the evaluation, and the features of partner will
be reflected more accurately and more objectively by the
eigenvalues.

3. ESTABLISHMENT OF THE WEIGHT VECTOR

The mathematical model to get the weight vector in
G-PESM is a constrained nonlinear programming (NLP)
problem. That is, given a partner feature table and a partner
permutation, a weight vector should be solved to make the
rank of partners in term of its synthetically evaluation value
more accord with the given partner permutation:

Vis Vas ... » Vp are m n-dimension vectors. v; is denoted as:
(ay> ap> » ain)» a;j€[0, 10]. According to the
n-dimensional weight vector f mapping fyis defined as: v;
—ry, r; €R, which maps the vector v; to a real number r;.
Thereupon m vectors {v;} may get a rank according to the

values of f4( v;), denotes the result as ¥g: vj1» vias ... » Vim.
Now, we given a permutation of m vectors X: vi;, vips ... »
Vim, and want to solve out a weight vector 5: ( 1, b2, ..., fn),

Bi[0,1], 24;=1, making sure the objective function [l.X -
¥, || can get the minimum value, where, | X - %, || is the
distance between the two vector sequences X and ¥
(Namely, the permutation difference among the vector
sequences).

Obviously, it is quite difficult to work out the nonlinear
programming problem in traditional mathematical methods,
because the objective function and the obtained vector have
no good mathematical nature. The mapping result of fzis
only used for comparing the level. So its numerical value is
not needed with high accuracy. And the optimum weight is
not sole, but maybe a consecutive series. Therefore, it is
more appropriate to work out the weight vector by use of
genetic algorithms (GA). After weight vector set gained, it
can be further simplified (namely one of the weight vectors
is chosen as the weight vector of model), for example,
median is chosen as weight vector.

The individual of GA is defined as a chromosome with
n-alleles. The value of each gene is ranged in [0, 10]. So, the
individual of GA is defined as a string: a1, o, ***, o,
a,€[0, 10], and it is corresponding to weight vector directly.
Fitness function is defined as the difference among the
partner permutations calculated by weight vector and the
given partner permutations.

In the GA, population size is defined as 50, crossover
probability is 0.9, and mutation probability is 0.1. Mutation
operation is taken by modular arithmetic with modulus 10
and then plus 5.

In the above matter, the search space is Cartesian product
of m consecutive interval [0, 10]. It is huge while the fitness
function is a discrete function with limited values. Therefore
GA is premature vulnerably. In this case, the problem can’t
be solved effectively only through adjustment of mutation
operation and mutation probability, as showed in Fig.4.
Therefore, an operation of changing colonies is defined, in
which premature colony is replaced by another colony in the
search space in order to get the effects of equivalent
mandatory mutation for all genes in a specific period (in
operation of changing colonies, all individual gene of
colonies is mutated). The experiments show that operation



A Study of the Genetic-based Partner Evaluation and Selection Models 707

of changing colonies can enable GA is better converged to
the optimum solution.

4. SELF-ADAPTIVE PROCESS OF EIGENVALUES

There are many ways to evaluate the behavior of partners.
Correspondingly, there are various methods for the
adjustments of eigenvalues.

4.1 Method of direct replacing

If feedback information can be expressed in the form of
direct estimated values, they will replace the original
eigenvalues of partner after the evaluation. The performance
of partner in these features should be stable relatively and
incidental diminutively in this adjustment method. Besides,
estimated values of the partner should be gained expediently
and accurately. Otherwise, it will cause larger error of
eigenvalues and result in misplay of the selection of
partners.

4.2 Method of fuzzy reasoning

For each feature, feedback information is in the form of
estimated value. Assuming that the old eigenvalues of
certain feature of the partner is described as v, and its
estimated value is defined as ¢, we hope to work out
eigenvalue v, through some reasoning or calculation after
renewing. If the partner is selected, estimated value e,+; for
eigenvalue v,+; will be gained once again. It will be done
repeatedly to form a set of numerical 2-tuple: (v;, e;), (v2,
€y), ..., (v, e,). For partners with relative stable performance,
the next eigenvalues will be decided in light of its recent
performance naturally. Therefore, we can get he next point
v* of point sequence with estimated value {e;} of point
sequence in the corresponding mathematical model. If point
sequence is convergent, the figure represented by point
sequence will be a convergent oscillate curve. After several
iterations, the fitted curve would be obtained by such curve
fitting methods as the least squares fitting principles and the
new eigenvalues can be calculated furthermore. However,
there lack of the methods. On one hand, the evaluation
information can’t be used; on the other hand, it is difficult to
assure the convergence of point sequence. Therefore, there
is much difficulty in adopting method of fitting.

The basic method of fuzzy reasoning is put forward by
Zade [3] initially while the new fuzzy reasoning model
(NFRM) [4] is presented by Z. Cao and others. D. Park and
other researchers introduced genetic operation [2,5] on the
basis of NFRM to enable NFRM learn from cases and
establish fuzzy relationship matrix and fitness function with
good convergence and high accuracy.

Reasoning with the NFRM is a transformation between
vectors virtually, in which the imported n-dimension vector
e is transformed into the export m-dimension vector a
through fuzzy relationship matrix R,x,. The relationship
between these two vectors can be expressed as: a=e ° R.

The imported n-dimension vector e is the grade vector of
membership of estimated value e. It is to say that e is
corresponding to the grade vector of membership e=(ey,
e,... e,) of each linguistic value (fuzzy subsets) of
evaluation E (n is the number of linguistic value E). The
export m-dimension vector a=(a;, a,...ay) is the grade
vector of membership of adjustment value a (n is the
number of linguistic value 4). Thus adjustment value a of
eigenvalues can be gained by taking method of the weighted
average:

a=Z(fj><aj)/Za./ (D

Here, f; is the center value of linguistic value with order j
in membership function of adjustment value of eigenvalues.

Thus, after determining the membership function to
evaluate eigenvalues, the membership function to adjust
eigenvalues and fuzzy relationship matrix R, we list out
evaluation value e to calculate out the adjustment value e
and gain the new eigenvalues v+ =a X 1.

Obviously, whether the model is good or not depends
greatly on the choice of model parameters. The model
parameters formed in the light of experience in NFRM, such
as the membership function to evaluate eigenvalues, the
membership function to adjust eigenvalues and fuzzy
relationship matrix R, is quite subjective and inaccurate.
One of the improving methods is to determine function and
reasoning rule on the base of the recent performance of
partner in the feature. That is to say, membership function
and fuzzy relationship matrix of NFRM is determined
according to the recent k sequences (v,, e;), (v2, €3)... (v, €x)
and the new eigenvalues will be worked out. It is clear that
the space of searching for model parameters is large and it is
feasible to adopt GA. The veracity of model parameters can
be expressed by mean-variance, which is defined as follows:

k i k
=3 v-vD? Y i)
i=2 i=2

Here, v;, vy ... w, e}, €5, ..., ¢ are the recently used
eigenvalues and its corresponding estimated values. v’ is
eigenvalue educed by model after v; ; and e, ; is input.

According to the above requirement, chromosomes of GA
should contain three parts: the fuzzy relationship matrix, the
membership function to evaluate eigenvalues and the
membership function to adjust eigenvalues. Each element of
fuzzy relationship matrix is corresponding to a gene for real
number between 0 and 1 directly. The triangle function can
be used as fuzzy distribution function of membership
function. Thus, membership function can be changed
through adjustment of the peak position and hemline width
of triangle. The three-part gene string together constitute to
a chromosome. The fitness of chromosome is defined

according to mean-variance of the representing model:

J=1/(1+d2) (3)

Algorithms and the set of parameters of GA is described
in the previous subsection. When NFRM begins to work, it
is not conformable to adjust fuzzy relationship matrix and
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membership function by GA because of the few cases. It
will be more appropriate to reason directly through
experience data and introduce GA to adjust model
parameters when the amount of examples number reach k,
which is commonly above 6.

4.3 Method of likelihood reasoning

The method of fuzzy reasoning described in the above
subsection 2 can be simplified if eigenvalues are evaluated
by fuzzy linguistic value directly. As the evaluating
linguistic value is given, reasoning can be executed using
fuzzy reasoning rules directly and the adjustment value of
can be derived without

eigenvalues determining

membership function of evaluation linguistic value.
Therefore, chromosomes of GA don’t need to contain
membership function genes. Shortcoming of this method is
that there is less linguistic value and the estimate can’t be

quite definite, which results in larger error.

4.4 Method of mobile center

The above two methods both require the behavior
represented by partner should be provided with comparative
stability. Otherwise, the causal link between evaluation of
eigenvalues and adjustment of eigenvalues will be quite
weak. As a result, it is not appropriate to work out new
eigenvalues according to original eigenvalues and its
evaluation, while it is quite fit to gain new eigenvalues by
means of method of mobile center. The main idea of mobile
center is to generate new eigenvalues on the base of several
used eigenvalues and method of solving weighted mobile
center. Each features can be considered as a unit, so can
each partner.

5. APPLICATIONS OF G-PESM MODEL
(RESULTS OF EXPERIMENT)

Several main feature parameters of material suppliers of
Sanhua Hold Group, a middle-size manufacturing enterprise
in Zhejiang Province, China and its eigenvalues after
standardization are showed in Table 1.

Table 1. Partner features table of material suppliers

Quantitative features Qualitative features
Supplier’s | Material’s Material’s Delivery Service Product Credit Service Product
Name Batch Price Time Time Quality Standing Quality Image
A 16.4 9.9 3.9 12.5 6 ok 8 good 7 well T well
B 73 10 52 6.3 9 excellent 7 well 8 good 8 good
C 9.1 10.1 6.5 12.5 7 well T well | 10 perfect | 8 good
D 55 10.2 g1 83 9 excellent | 9 excellent | 9 excellent 8 good
E 7.3 9.8 21.6 12.5 5 motbad | 7 well 6 ok 3 notbad
F 73 9.9 16.2 6.3 6 ok 6 ok 6 ok 6 ok
G 9.1 10 12.9 18.8 7 well | 5mnotbad | 7 well 8 good
H 182 10.2 58 15 9 excellent 8 good 7 well 9 excellent

For a given permutation of the supplies: H, D, B, C, G, A,
F, E, the G-PESM gets the result with all individuals gained
by random selection which can be seen in Fig. 2 and the
result with designated individual (0.02, 0.2, 0, 0.05, 0.33,
0.2,0.1, 0.1) in the first colony which can be seen in Fig.3.
In Fig.2, there are twelve individuals achieving the maximal
relative fitness 1 after the 735th generation. In Fig.3, there
are twenty-four individuals achieving the maximal relative
fitness 1 after the 16th generation. It is easy to see that
heuristic information accelerate to speed up convergence
pace of GA and distribution of solution is more concentrated

while it will be broader with completely random search.
Through working out sample median of weight vector
corresponding to the individual in Fig.2 and Fig.3, the
obtained weight vector is as follows: (0.0126, 0.1939,

0.0089, 0.0460, 0.2828, 0.1030, 0.0585, 0.2941)
and(0..133, 0.1333, 0.0000, 0.0333,  0.2200, 0.1333,
0.0667,  0.4000).

It will be failing to reach the maximal relative fitness 1
with completely random search without operation of
changing colonies as displayed in Fig.4.

1r 1 1
0.8 0.8 0.8
0.6 0.6 0.6
i 0.4
0.4 iy 0.4
0.2 F :
: | | ) . . 0.2
0 500 1000 0 ' '
0 500 1000 0 500 1000

Fig. 2(a). Maximal relative fitness

Fig. 2(b). Minimal relative fitness

Fig. 2(c). Average relative fitness

Fig. 2. Fitness change on completely random search
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Fig. 5. The membership function of estimate E Fig .6. The membership function of adjustment A for

eigenvalues
In the partner selection model, by practical experience, IF Estimate E="very small’

the fuzzy reasoning rules can be described by IF-THEN THEN Adjustment 4= increase sharply’
form as follows: Here, 4 and E are two different linguistic variable, 4 has
IF Estimate E="very large’ seven linguistic values: decrease sharply, decrease,
THEN Adjustment A=" decrease sharply’ decrease a little, null (keep unchanged), increase a little,
IF Estimate E="very large’ increase, and increase sharply. While £ has five linguistic
THEN Adjustment A=" decrease’ values: very larger, large, middle, small, and very small.
IF Estimate £E=" large’ Given the range of estimated value e is: [-5, 5], the range
THEN Adjustment 4=" decrease a little’ of adjustment values of eigenvalues is: [0.3, 1.7], i.e. v+,
IF Estimate £="middle’ =aX v, then the corresponding membership functions of
THEN Adjustment A="null’ fuzzy sets 4 and E can be defined as the functions shown
IF Estimate E="small’ in Fig.5 and Fig.6. In accordance to the fuzzy reasoning
THEN Adjustment 4="increase a little’ rules, the corresponding fuzzy relationship matrix as

IF Estimate E="very small’ shown in table 2:
THEN Adjustment 4=" increase’

Table 2. The fuzzy relationship matrix created by experience

Adjustment 4 . .
decrease decrease increase . increase
decrease . null ) increase
Estimate E sharply slightly slightly sharply
Very large 1.000 1.000 0.000 0.000 0.000 0.000 0.000
large 0.000 0.000 1.000 0.000 0.000 0.000 0.000
middle 0.000 0.000 0.000 1.000 0.000 0.000 0.000
small 0.000 0.000 0.000 0.000 1.000 0.000 0.000
Very small 0.000 0.000 0.000 0.000 0.000 1.000 1.000

Suppose the eigenvalues sequence is: 9.00, 3.90, 3.17, 2.87, 3.14, 2.98, the corresponding adjustment sequence is:
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5,2,3,-1,0.5, 0, its running results as shown in Fig.7 and
Fig.8. Fig.7 is based on totally random generated
chromosome while Fig.8 is the results by designated a
chromosome according to the experience information in

Table 2, Fig.5, and Fig.6. Table 3 is the fuzzy relationship
matrix, and then conducts the updated eigenvalue is: 3.04.
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Fig. 7. The generation numbers and adaptability without

any heuristic information
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Fig. 8. The generation numbers and adaptability with

Table 3. The fuzzy relationship matrix created by GA

heuristic information

. Adjustment 4 | decrease decrease | decrease ull increase increase | nerease
Estimate £ sharply slightly slightly sharply
Very large 1.000 0.824 0.000 0.000 0.000 0.000 0.000
large 0.000 0.000 1.000 0.042 0.000 0.000 0.000
middle 0.000 0.000 0.000 0.227 0.000 0.000 0.000
small 0.000 0.000 0.000 0.000 1.000 0.000 0.000
Very small 0.000 0.000 0.000 0.000 0.000 0.992 1.000

6. SUMMARY

The partner evaluation and selection model presented
introduces genetic algorithms and fuzzy reasoning model so
that the accuracy and objectivity of model is significantly
improved. The model has been applied to the evaluation and
selection of raw materials and spare parts suppliers in
Sanhua dynamic alliance management system. After the
achieves of suppliers, supplied materials and the model of
evaluation and selection of suppliers were setup, the
selection of material suppliers by experience has shifted into
automatic selection according to data model. It receives
great achievement in economic benefit and social benefit.
There are many details to be improved in the model, such as
how to express fuzzy condition and how to enable model
accept fuzzy condition when fuzzy condition is chosen by
model, by what criteria to choose method of estimating the
partner behaviors. Furthermore, the complexity in time and
space should be considered in model when partner spaces
are larger and partner features are complex.
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ABSTRACT

The research of microturbine generator (MTG) system has
drawn a lot of attention these days because they have the
advantages of low cost, less pollution and safe distributed
power sources. The MTG start-up is the most important
stage in a MTG control process. Its model is non-linear, so
conventional control approach adopted before cannot
achieve desirable result. Based on the research of a 100kW
microturbine system, a novel fuzzy PD control algorithm is
proposed by combining the nonlinear tracking differentiator
and the conventional fuzzy controller in MTG. The main
improvement of the controller is that it has high robustness

against the noise and is easy for engineering implementation.

The algorithm was tested on real prototype system.
Experimental results are shown in the paper to verify the
effectiveness of the proposed strategy.

Keywords: microturbine, MTG, fuzzy PD control, start-up,
Tracking differentiator.

1. INTRODUCTION

Microturbine generator (MTG) is recently getting a lot of
attention, because of low cost, clean environment and safe
distributed power source, and compared with traditional
power generation. The operating period of a MTG consists
of the stages such as, soft start-up, igniting, warming up,
accelerating, no-loading, loading, shutdown, etc. So, the
various studies about the control in each stage from start-up
to loading need to be stable and reliable because the control
procedure is very complicated. Among the stages, Start-up is
the most important one in the whole operating procedure.
Meanwhile, the MTG model parameters are variable and
uncertain, start-up procedure is the most challenging
problems for control applications to develop new control
algorithms. A novel fuzzy control strategy was proposed to
optimize and enhance performance in a MTG start-up
process with double-sided PWM converters. The
background of this paper is based on the research of 100KW
MTG prototype system, which is named NWDR100 [1]. An
extensive simulation results are given to support the control
algorithms. Then, a laboratory drive system was designed
and implemented to verify the effectiveness of the proposed
strategy.

2. NWDR100 MTG SYSTEM OPERATION

NWDR100 MTG is composed of compressor, combustor
(combustion chamber), microturbine, fuel system and drive
system, and the configuration is shown in Fig.1l. The
operation of the system is briefly explained as follows:

First, the MTG compressor compresses outside air under
atmospheric  pressure into microturbine. After the
compressed air is heated by using exhaust gas in a
recuperator, it is mixed with fuel gas, such as the natural gas.
Then, the mixed gas is burned in a combustor and expanded

*Supported by National ‘863 Plan (2002AA503020) of China.

to drive turbine. Finally Kkinetic energy is generated by the
turbine. The turbine output power is utilized for both
generator and compressor.

\Y

Fuel W
—»| System

Combustor

A\ 4

Turbine Generator

Compressor

Fig. 1. Microturbine
Configuration

The kinetic energy is converted into electric energy with a
generator. Since the output frequency of the generator is
higher than 1kHz, the output voltage is converted into DC
voltage with a rectifier, and then converted into the
commercial frequency (50Hz) ac voltage with an inverter.

3. MTG START-UP PROCESS ANALYSIS

Generally, the process that the MTG operates from igniting
and warming up to idle state is defined as the start-up stage.
Although it is only one of the stages, its control task is the
most important in a MTG control process, which ensures a
successful running. In [2], a heavy-duty or medium heavy
duty gas turbine system model can be made, which can be
linearized by expressing them in a total differential equation,
but it is impossible to use linear mathematic model to
control MTG, because the engine of MTG is the permanent
magnet synchronous generator and the MTG power
transformation system is a high frequency converter. So we
must carefully analyze the whole process of start-up and find
out a new control strategy based on expert experience.
During the stage of start-up, the objective of control is
that the MTG inlet temperature T5" should be within the
limit, the accelerating time to reach idle state should be
controlled as expected, and the whole operating state should
be stable in any disturbance. After igniting, the MTG is
required to accelerate and reach idle speed, according to
MTG characteristics. Abnormal overshoot in temperature T3*,
temperature suspended, combustor explosion burn or
excessive vibration are not allowed. The high start-up
performance is determined by the start-up characteristic
curve of the MTG. A reasonable start-up curve as the target
of start control is the most important. Following two cases
should be taken into account for the choice of the curve [3]:
(1) Fuel feeding during accelerating is the basic control
requirements for maintaining the MTG to operate within its
safe margin during start-up and output the rated value in the
shortest period of time. The start-up curve should not be in
the surge domain. The closer to surge line the start-up curve
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is, the faster the start-up is. So the start-up curve should be
along with the surge line and the time to reach the idle speed
is the shortest in many various curve. But, if the temperature
of MTG inlet air is high, or acceleration time is too short, it
will reduce the service life-span of hot components.

(2) To attain the design life-span, the accumulative stress
effects in the highly stressed parts of the machine, i.e. the
high temperature and acceleration rate must carefully be
controlled. The life-span is mainly determined by the cycles
of thermal stress experienced during the start up. Thermal
stresses occur due to temperature gradients through the
MTG metal. Important variables in the thermal stress
equations include exhaust gas temperature, combustion
chamber pressure and rates of change of these. Thermal
stress equations are developed for a particular plant based
upon a finite element grid to represent the inner temperatures
of MTG. Therefore, to limit to the thermal stress, we should
choose optimal start-up curve, that is a gas flow curve,
which is obtained by calculating and experimenting in start—
up, shown in Fig.2.

During the development period, we chose some expert
experience in thermodynamics, vibration, lubrication, fuel
control, control system and mechanics, and calculate and
analyze the data of designing and experiment. So the start-up
curve was obtained. In a MTG, the fuel mass flow signal is
independent, its curve is also a start-up curve. Although we
got Fig.2 start-up curve, it is difficult to control in start-up
stage, as mathematical model of MTG is a highly complex
and non-linear system with a strong coupling among the
various parameters. Especially in the development stage, a
precise mathematical model may not be available.
According to requirement of MTG start-up, a novel fuzzy
PD control strategy is proposed.

i T OVER TEMEERATURE
FUEL DOMATN
FLOW 45 T
I o+
3 -
1s =+ SURGE DOMAIN
MMAH 35 START-UP
a4 CURVE
30
3T
w T
=T
w T
o : : : | : f» SPEED
0 25 30 35 40 45 5p FEEM
¥ 1000

Fig. 2. Reference start-up curve of MTG
4. FUZZY PD CONTROL STRATEGY

PROPORTIONAL-DERIVATIVE (PD) controller in
various combinations has been widely used for industrial
processes due to their simplicity and effectiveness for linear
systems and it can provide high sensitivity and tend to
increase the stability of the overall feedback control system.
But PD controller usually cannot be used for nonlinear
systems. In general, Fuzzy controllers are suitable for many
nontraditionally modeled industrial processes that cannot be
precisely described by mathematical formulations and they

have significant un-modeled effects and uncertainties [4,8,9].
In this section, we designed a fuzzy controller of the implicit
type of ‘if-then’ rules along with their development
mechanisms. We first established a framework for the fuzzy
PD controller design, and then described the main steps:
fuzzification, control-rule base set up and defuzzification.

4.1. Framework of fuzzy PD controller

The conventional PD control law is described by
u(t) = K,e(t)+K, % 1

where Kp and Kj are the proportional and derivative gains

of the controller, respectively, and e(t) is the error signal
defined by e(t)=x(t)—y(t) , with x(t) being the
reference signal and y(t) the system output. In generally,

de(t) can be obtained from difference of e(k) and
dt

e(k —1), but this method has a large inaccuracy and it is

difficult to improve the performance of the system. HAN [5]
presents nonlinear tracking differentiator (TD) to provide
high quality differential signal of the measured signal with
noise. Based on the TD, a fuzzy PD controller is developed
by combining the TD and a conventional fuzzy controller in
MTG, Fig.3. The main improvement of the proposed fuzzy
PD controller is that it has high robustness against the noise
and is easy for engineering implementation.

Y2

n SPEED
Y. | TD2
X -
Mg Xl “| SPEED | U,
M TDLl| %2, &7 ) Fuzzy LowW FUEL
PD FLOW
T X, e VALUE ; MTG
aref [ S— SELECTOR
—> TD3 | X3 ¥- | Fuzzy Ju—.
- |LPD 2
y EXHAUST GAS
3 T TEMPERATURE
Y, |TD4 4

Fig. 3. The framework of fuzzy PD control system

In Fig.3, nomenclature as the follow:

N : Reference speed of MTG.
N : Actual speed.
T4ref . Reference maximum exhaust temperature.

T4 . Actual exhaust temperature.

X, : TD1 output signal which tracks reference speed.
X, : TD1 output signal, which is the differential signal.
Y, : TD2 output signal which tracks actual speed N .
Y, : TD2 output signal, which is the differential signal.

X; : TD3 output signal which tracks reference exhaust
temperature.
X, : TD3 output signal, which is the differential signal.

Y5 : TD4 output signal which tracks actual exhaust
temperature.
Y, : TD4 output signal, which is the differential signal.
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U, : Speed fuzzy PD controller output signal.

U, : Temperature fuzzy PD controller output.

V : Fuel mass flow signal, which is output from low value
selector.

Where TD1, TD2, TD3, TD4 is identical structure and

expression. SPEED FUZZY PD and TEMP FUZZY PD

have identical structure, but the linguistical meaning is not

the same. Low value selector is unit that can select minimum

value in all input value to output a fuel mass flow signal.

4.2. Nonlinear tracking differentiator

Nonlinear tracking differentiator can be expressed as a
second order system [5]:

For the input signal of reference speed N . , TD1 can

ref

produce high quality output signal X, , X,, and make X;

track N , X, track dn, . TD2, TD3, TD4 have the same
dt
as TD1 in structure and parameter.
%= % @
X, =—Rsat(a, o)
sign(a), |a|>o 3)
sat(a,d) =
@) %, la|<8,6>0
hx2
a=X-—r+—= (4)
% 2R
he 1L x>0 (5)
-1, x,<0

where I is reference input, it may be a kind of variable in

Ne o N T, T,- Sat(e) is @ nonlinear saturation function

that protect from oscillation in zero point. Sign(e) is a

normal sign function. R is amplitude of nonlinear function,
O s transient speed factor. In general, when the tracking
signals include 1% noise, R value should be selected
between 2.5-50. When the noise signal is further enhanced,
the tracking is not affected, but the differential signal will be
enlarged and oscillated, so R should be as possible as small
in assuring the tracking input signal. O effects differential
signal. According experiment, we define
o0 = 0.00005R in Fig. 3 . Design procedure and proving
of nonlinear tracking differentiator in detail are described in
[5]. In the MTG system, the feedback signal Nand T, were

frequently disturbed, so we used TD to approximate them in
front fuzzy controller.

4.3. Fuzzy PD controller design

In this paper, the start-up curve of the MTG is presented in
Fig.2. SPEED FUZZY PD controller (SFPC) and TEMP
FUZZY PD controller have the same in structure, except for
control-rule base. We will only describe the design of the
SFPC. The TEMP FUZZY PD is not discussed in this paper.
From Fig. 3, the SFPC has two inputs, that are error signal
€ and its change rate C. They can be expressed as [6]

e=K,(x—Yy) (6)
c=K (% —Y,)

where k. is the error gain, k_ is the error change rate gain,
which can regulate SFPC precision.
Lo

e

X4 = e k
u
@ FUZZY INFERENCE| i u
DEFUZZIFICATION 4&_&
L ()€
=]
\Z k

C
Fig. 4. Block diagram of fuzzy controller

The block diagram of SFPC is shown in Fig.4. Fuzzy control
of the MTG speed is a proportional- derivative (PD) control,
where the gain factors are nonlinear and are adaptively
controlled to get robust response. The speed error € and the
error change rate C are converted into per-unit signals by the
constant scale factors respectively, and then processed
through fuzzy control to generate the signal, as indicated. It
is then multiplied by the constant scale factor and the SFPC

output signal U, is generated. Finally, after LOW VALUE
SELECTOR, the fuel flow command signal V is created.

In MTG system, we have N control rules. A typical | th
control rule can be written as the follows:

R':1r €' is A ano ¢'isB,, taen U, is U,

where 1 =1,2,..N, A is fuzzy sets of €, B is fuzzy sets
of C.

Membership function of the fuzzy sets utilizes bell function,
and it is the expression as follows [6]:

u(x)=exp(——|x_f°|zj @
o

In MTG system, the center of gravity defuzzification method
is employed. The SFPC output:

_ ;WIUII (8)
;W'

where W, = Hp ® Mg, -

U

Table 1. THE CONTRL RULES

€ | nv PV
o Vo N am | ons [ ze | ps | em | el | P
NV | NV | N | N | NV | NV N

L Ll | L Ll [N w2
NL | NLO| NL | ONL | ONL | L ,\“/'I NS | zE | Ps
NM | NL | ONL | NL | ONL ,\’\/‘l NS | zE | Ps | PM

NS NL NL NL NM NS ZE PS PM PL

ZE NL NL NM NS ZE PS PM PL PL

PS NL '\I\/ll NS ZE PS PM PL PL PL

PM NM NS ZE PS PM PL PL PL PL
PL NS ZE PS PM PL PL PL PL PL

PV PV | PV PV PV
L L L L L

PVL ZE PS PM PL
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In the system, nine levels are defined based on (6), (7), (8).
The corresponding rule matrix is given in Table 1.

Where PS, NS, PM, NM, PL, NL, PVL, NVL, ZE is
linguistic value.

5. EXPERIMENTAL RESULT AND ANALYSIS

In the gas turbine system, the open-loop control approach is
generally adopted throughout the start-up, but the uncertain
factors exists, during acceleration from igniting to idle, so
we applied fuzzy PD control in the MTG system. Through
analysis and experiment, we have achieved satisfactory
result by utilizing the closed-loop control in start-up process.
We use data sets from [7] calculation, which comprised a
series of critical operating points. As mentioned above, a
complete 100kwW MTG prototype system was designed to
validate the control laws. The control hardware is based on
Texas Instruments TMS320LF2407A-type digital signal
processor (DSP) board. The start-up control system is only
one subsystem of the whole MTG system. The control
parameters are transmitted between this subsystem and the
main controller using the CAN field bus. Since SFPC is
designed for interpolation purpose at start-up stage, the
smaller the error is, the faster the start processing is. By
experiment and operator’s experience, we should choose the
best characteristic parameter in all o of membership
functions, thus the shape of membership functions was
adjusted, and then the fuel-speed curve V —n is changed
steeply. The dynamic characteristic experimental waveform
of the MTG start-up process was shown in Fig.5 - Fig.6

ato =0.15,0 =0.3, respectively, While k, =49.3,
k.=5.3k, =0.8.

As shown in the figure, the law of regulation for
parameter O is that the bigger one can eliminate noise signal
and the smaller one may enable to approximate the sample
data with a given accuracy. The speed is increased in start-
up, when the parameter o in (7) is increased, and the start-
up time is shortened. A better value of o can make the
SFPC have the optimum tracking response and small error.
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Fig. 5. The curve of rotate speed of the MTG

6. CONCLUSIONS

In this paper, we have described the start-up process of MTG,
design principle and tracking performance of the fuzzy
proportional-derivative (PD) controller. After establishing a
framework for the design, we have given a derivation for the

fuzzification, rule base setup, and defuzzification in the
design of the fuzzy PD controller. Through tuning the

3

fuel flow WA H

c=0.3
o 10 20 30 10 50
speed /RPM H 1000

parameter o of membership functions based on the

Fig. 6. The curve of start-up process of the MTG

operating conditions of the MTG, the optimum start-up
process of the gas turbine can be achieved, compared with
the conventional approach (PID, open-loop). After start-up
successfully, another control strategy will be applied to
control the MTG running in the whole project, that it is not
discussed in this paper. The experimental results of MTG
have demonstrated the advantage of the fuzzy PD controller,
particularly when the system to be controlled is nonlinear
with strong disturbance.
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ABSTRACT

Large number of example vectors brings difficulties for
quadratic programming problem with support vector
machines, traditional methods may be impossible. The
intelligent search technologies, such as genetic algorithms
and particle swarm optimization algorithm, can give a similar
solve of problems in less time. Particle Swarm Optimization
is better than genetic algorithms in convergence and stability
of the overall. According to the characters of swarm
intelligence and constrained optimization, we propose a
method to solve a linearly constrained quadratic optimization
problem in training support vector machines with PSO (for
short). Testify PSO has determinate applied value in the field
of support vector machines, and it is a new way for quadratic
programming problem with a large number of example
vectors.

Keywords: support vector machines, Quantum-behaved
Particle Swarm Optimization, quadratic programming
problem.

1. INTORDUCTION

Support Vector Machines (SVMs) is a new machine learning
method in the statistical learning theory,. The method is based
on structural risk minimization principle theoretical
foundation, SVMs have proved their worth - there has been a
remarkable growth in both the theory and practice of these
learning machines in the last decade. Because of excellent
learning performance, SVMs have become a hot research
sector in the area of learning machines.

Training a SVM requires solving a linearly constrained
quadratic optimization problem. This problem often involves
a matrix with an extremely large number of entries, which
make quadratic programming problem unsuitable. This
directly affects the practical applications of support vector

(QP) problem, there is a «;j for each vector in the training

set. The value b is a threshold. The decision surface is
defined by support vectors that are correspond to the subset

of nonzero ;.
Training the SVM consists of finding the values of «;. By
defining a Hessian matrix Q such that Hij =VYiYj k(xj, Xj ),

training can be expressed as a dual QP problem of solving

. 1 I
Min W(a):gi,zj aiajyiyjk(xi,xj)—iglai 2)
|
0<qj<C  i=123,~1 @

So training a SVM is to solve a linearly constrained
quadratic optimization problem.

machines. Several methods have been used to decompose the
problem, of which many require numeric packages for
solving the smaller sub problems.

Particle Swarm Optimization (PSO) is intuitive and
easy-to-implement algorithm from the traditional swarm
intelligent algorithm, and is introduced as a way of training a
SVM.A PSO is shown to be ideal in optimizing the SVM
problem, and find a new way for solving quadratic
programming problem in large number of example vectors.

In this paper, the SVM algorithm is described, and the
main methodologies for training SVMs is explained as well.
PSO is used to solve a SVM’s quadratic programming
problem. Experimental results on Iris data set show the
performances of PSO.

2. SUPPORT VECTOR MACHINES

A SVM is a learning machine for two-class classification
problem, which is derived from data classification problem.

Given a set of | N-dimensional training vectors { Xj,Y; },Ii

=1,2.3, 1, {Xj} € Rn, ye{+1,-1}. Thealgorithm

learns a surface that can separate between the two classes.
This surface is not created in input space, but rather in a very
high-dimensional feature space. The resulting model is
accomplished by the use of kernel functions. The kernel
function k gives a measure of similarity between a pattern x.
The decision boundary that needs to be constructed is of the

form
%

I
f(x) = El yia*ik(x-xi)+b (1)

Where the sign of f(x) determines the class of X. The «; is

Lagrange multipliers from a primal quadratic programming

3. SVM Training Methods

The QP problem is to find the minimum of a constrained
bowl-shaped objective function. Due to the definition of the
kernel function, the matrix H is positive and is a convex QP
problem, so every local solution is also a global solution. The
Karush-Kuhn-Tucher conditions give conditions determining
whether the constrained maximum has been found. Solving
QP problem is to have every vector satisfy the KKT
conditions. A solution « of the QP problem is an optimal

solution if the following relations holding for each ¢; :
o =0< yif(Xi)Zl
0<ai<C<:>yif(xi):1 %)

o :C<:>yif(Xi)Sl



716 DCABES 2006 PROCEEDINGS

In the real application, the number of example vectors is
usually large, and solving the QP problem is very difficult.
The matrix H has a dimension equal to the number of training
examples. For large learning tasks, off-the-shelf optimization
packages and techniques for general quadratic programming
become intractable in the memory and time requirements. So
for fast convergence and small memory requirements, a
number of other approaches even on large problems have
been invented.

Chunking

Chunking was invented by V.Vapnik in [10]. The
chunking algorithm is based on the fact that the nonsupport
vectors play no role on the SVM decision boundary. So delete
the zero Lagrange multiples of the training set of examples,
the SVM solution will be the same.

In this algorithm, break the large QP problem down into a
number of smaller problems. Optimize the Lagrangian on a
subset of data at each iteration, the initial values of the
Lagrangian is values at the last iteration. During the

optimization, the set of nonzero ¢ are retained, and all zero
ones are discarded. At every subsequent step, the training
examples are vectors of all nonzero ¢, and some of the g;

that violates the KKT conditions. The procedure is iterated
until all examples met the KKT conditions, and the margin is
maximized. At last chunking has optimized all the

nonzero ¢ . The overall QP problem is solved.

Decomposition

Decomposition was introduced by E.Osuna in [4][S], is
similar to chunking. The large QP problem is broken down
into a series of smaller subproblems, and a numeric QP
optimizer solves each of these problems. Different form
Chunking, decomposition optimizes a subproblem of «;,

and the others are remained the size of subproblems is fixed.
Each optimization of subproblem must keep the subproblem
meet KKT condition. One vector that violates the KKT
condition is added and one removed from the subproblem at
each iteration. In this fashion the sequence of QP
subproblems will asymptotically converge. Solving each
subproblem requires a numeric quadratic optimizer.

SMO

The sequential minimal optimization (SMO) is the extreme

case of decomposition. The size of working size is 2; two ¢

is chosen to be optimized. The two ¢ are directly optimized;

the speed of the subproblem is improved. The SMO greatly
accelerates the speed of convergence.

SVMlight

The algorithm of SVMlight is an extension of decomposition
algorithms. Split Lagrange multiplies of examples into

working set and non-working set. Pick «; for the QP

subproblem such that the a; form the steepest possible

direction of ascent on the objective function, where the
number of nonzero elements in the direction is equal to the
size of the QP subproblem.

4. PARTICLE SWARM OPTIMIZATION

PSO [3] is a method of evolutionary computation. The
algorithm derived from the study in acts of birds preying. The
intelligence and efficiency lies in the cooperation of an entire
flock. The algorithm is introduced in [7].

Different from traditional optimization methods, in PSO
the direct fitness information instead of function derivatives
or related knowledge is used to guide. Particles collaborate as
a swarm to reach a collective goal. Each particle has memory
of the best solution that it has found, called its personal best.
A particle’s traversal of the search space is influenced by its
personal best and the best solution found by a neighborhood
of particles. So the information is shared. Each particle
profits from the discoveries and previous experience of other
particles during the exploration and search for lower
objective function values. Each particle has personal best, so
the whole population has the best performance-the global
best-called gbest, which connects all the particles in the
population to one another.

In the swarm 1 is the index of a particle. And each particle

has a velocity v; with which the particle fly through the
. . n . . .

n-dimensional searches space R . The particle adjusts its

position according to its own previous best solution pi and

the previous best solution of the whole swarm.
In PSO, the velocity updates are calculated as a linear

combination of position X; and velocity vectors. The particles

dynamic evolution and move according to the following
equations

Vi g ED =wy; 4 (0 +cp1 4 (O pbest; 4 (1)
X g (D) + ¢yt g (D(gbest(t) —x; 4 (D)

Xi(t+1)=Xi(t)+Vi(t+1)

(6)

(7)

where t is the iteration. The n,.nh ~UNIF(0,1) are random
numbers between zero and one. These numbers are scaled by
acceleration coefficients ¢, and ¢, which is usually

between zero and two. And W is an inertia weight. The
velocity vectors are clamp between upper and lower bounds
to avoid moving out of the search space.

The PSO algorithm is summarized below:
1) Set the iteration number t to zero. Initialize the position

of particles in the swarm, which must meets Axj = b.

With A being a m n matrix and b a m-dimensional vector,
X={x | Ax=Db} defines the set of feasible solutions to the
constrained problem, each point in P will be a feasible
point.

2) Evaluate the objective function f(x;) value of each

particle.

3) Compare the current performance of each particle to its
personal best. If the current performance is better than
pbest, then set the pbest to the current value.

4) Set the global best to the position of the particle with the
best performance within the swarm.

5) Update the velocity vector for each particle according to
equation (6).

6) Change the position of each particle according to
equation (7)

7) Lett:=t+1

8) Go to step 2,and repeat until convergence.
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The box constraints (3)~(4) are easily handled by
initializing all particles X; to lie inside the hypercube defined

by the constraints, and restricting their movement to this
hypercube. When a particle is moving outside the boundary
of the hypercube, its velocity is scaled.

5. TRAINING THE SVM

Solving the SVM QP problem with PSO involves criteria for
optimality, how to decompose the QP problem, and how to
extend PSO to optimize the SVM subproblem.

The Karush-Kuhn-Tucker (KKT) conditions are necessary
and sufficient for optimality. Because H is a semi-definite
matrix and the QP problem is optimal problem of a convex
matrix, so the solution that meets the KKT conditions is the
best one.

Decomposing the QP problem involves select q

sub-optimal values from all «;j as the working set called set

B. The working set is optimized while the remaining ones
called set N are kept constant. The decomposition algorithm
is summered as follows:

1)  While the KKT conditions for optimality are violated:

a) Select q variables for the working set ap. Keep
the other I-q variables (set N) constant, and fix
them at current value.

b) Use PSO to optimize W( a ) on B, get the solution

+
of OLBK 1.

¢) Return the optimized «g*"' from B to the original
set of values.
aBK+1
S
N
decision boundary.

The decomposition method above is to find the steepest
feasible directions d on the object function W as defined in
equation (2). Finding an approximation to d is equivalent to
solving:

, Definite the function f(x) of the

min g(a(t))'d ®)
ST, yld=0
dj 20  if g =0 ©)
dj<0 ifg = C
dj € {-1,0,1}
[{d; :dj =0} =0

®

the function g(a" ") is the derivative of equating (2) at

t . . L . .
a( ) , d is the solving direction. The first constraint equation
requires the number of elements with sign matches between

d; and y; must be equal to the number of elements with sign

mismatches between dj and y; . The selection of d is to get

the smallest value of the object function. The forth equation
requires the feasible direction criteria. The last one requires

the solution of the direction d includes q Lagrange multipliers.

Sort the training vectors in increasing order according to

t
Yj g(a( )
g/2 examples from the front of sorted list, and the “back

). Assuming ( to be even, a “forward pass” selects

pass” selects /2 examples from the back. This method is
given P.Lskov in [2].
a is separated into apgand ay
a Y, H H
o —| B .Y = B CH = BB "'BN
an N
H is symmetric, so Hpgy =Hppg . and the object function

Hng Hn

is changed:

. T T
W(ag) =1/2a5 Hopag —ag (@—H 10
e (ag)=1/2ag Hpgog —ag (€-Hgyay)  (10)

T T
ag 20 (11)

Implementation of PSO

The initial solution is constructed in the following way in
order to meet the constraint equations (3)~(4):

Randomly select ¢ between 0 and C. And pick Y positive
examples and Y negative examples, initialize corresponding

aj of 2 ¥ examples to C. The other «; are zero. yis small,

less than both the number of positive examples and the
number of negative examples. The initial solution is feasible.
In PSO, all particles are initialized such that

aBT yg + aNT =0 is met. This is done as follows:

1) Initialize each particles in the swarm to the
g-dimensional vector a p.
2) Add a random Q-dimensional vector V satisfying

yT gv =0 to each particle, under the condition that the

particle will still lie in the hypercube [0, C]q .

The initial swarm lies in the set of feasible solutions
P={p|Ap=—-a NT yny+ in  the initialization. Then

optimize the g-dimensional vector a g with PSO algorithm.

6. EXPERIMENTAL RESULTS

The SVM training algorithm presented in this paper was
tested on the Iris data set. A data set with 150 random
samples of flowers from the iris species setosa, versicolor,
and virginica collected by Anderson. From each species there
are 50 observations for sepal length, sepal width, petal length,
and petal width in cm.

For training a SVM on the Iris dataset, the examples in
setosa were used to represent the positive examples while the
remaining examples defined the negative examples. Each
example is the vector of 4-dimention.

The following parameters are defined as follows: The KKT
conditions needed to be satisfied within an error threshold of
0.02 from the right hand side of equations. Optimization of
the working set terminated when the KKT conditions on the
working set were met within an error of 0.001.Let Y =10, a
total of 20 initial support vectors were chosen to start the
algorithm. The swarm size in each experiment was 20, and
the iteration is 500. While the inertia weight w was set to
change from 0.7 to 0.3, w=0.7*(Maxiter-t)/Maxiter+0.3. The

acceleration coefficients ¢, and ¢, were both setto 1.4.
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The upper bound C was kept at 100.0.

petal width

a

1 2 3 4 5 5 7
petal length

Fig, 1. Separate Iris data sets to two classes by clearly
identifying the petal length and petal width with PSO

The PSO training algorithm was written in matlab, and
does not make use of caching and shrinking methods to
optimize its speed. In order to show the possibility of training
SVM with PSO, first show the condition of separating Iris
data sets to two classes by clearly identifying the petal length
and petal width with PSO, Fig. 1.. Do with a polynomial
kernel. The working size is 4. We can see PSO algorithm can
training SVM well. Experimental results show successful and
accurate training on the Iris training.

Table 1. Influence of different working size on Iris dataset
ors of PSO is fewer.

From Table 1. , the time of PSO running is long. So the
drawback from the experiment of PSO algorithm is its slow
performance times. But with the development of optimization,
there will be a good method to train SVM.

7. CONCLUSION

Experimental results show that particles group algorithms
(PSO) have an excellent performance. PSO can be used for
training support vector machines effectively, some PSO
algorithms to optimize performance by QP problem reflects
good performance. PSO algorithm is simple to operate, and
does not require any background of numerical methods.
Although speed of the algorithm is a practical drawback,
suggest applying more convergent algorithm to training SVM
So applications can be very effective in large-scale sample
secondary planning, and provide a new way for the training
of large samples.
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ABSTRACT

Internet congestion control algorithm decides the quality of
service (QoS) of network. Based on the mechanism of TCP
windows control, a fuzzy logical controller (FLC) is
presented as a substitute for active queue management
(AQM) algorithm. The FLC is applied to realize the switch
between a sliding-mode controller (SMC) and a state
feedback controller (SFC). Finally, the stability of the new
algorithm is proved.

Keywords: Quality of service; congestion control; Fuzzy
Logical Controller; Active Queue Management; algorithm;
switch.

1. INTRODUCTION

The development of new active queue management (AQM)
routers will play a key role in meeting future increasing
demand for performance in Internet applications. Nowadays,
for ensuring the quality of service (QoS) and the capacity of
Internet, the sources of Internet apply TCP congestion
control algorithms to avoid network congestion, such as
TCP Reno [1] (and its variants), and the link nodes use
AQM schemes to improve the serving capacity of Internet,
such as DropTail [1], RED [2]. However, the existing
congestion  control  algorithm  which are  based
on “trial-and-error” methods employed on small test beds
may be ill-suited for future networks [3,4] where both
communication delay and network capacity can be large,
which has been proved by the fact of two times to revise the
parameters of the RED algorithm [5,6]. This has motivated
the research on theoretical understanding of TCP congestion
control and the search for protocols that scale properly so as
to maintain stability in the presence of these variations.
Many researches are motivated by these unstable
phenomena, and lots of ameliorated algorithms are presented
with modifications such as ARED [6], SRED [7] and REM
[8] so on.

Based on the views of the network’s optimization, Kelly
et al [11, 12] have developed a network framework with an
interpretation of various congestion control mechanisms.
They proposed a prime algorithm for TCP rate control and a
dual algorithm for AQM scheme, which generalize the

* This work was supported by the National Natural
Science Foundation of China (under the grant 60574007),
the Natural Science Foundation of Shandong Province
(under the grant Y2006G01), the Science Foundation of
LuDong University (under the grant 22320301) and the
Postdoctoral  Science Foundation of Northeastern
University (under the grant 20060110), P R China.

Additive  Increase/Multiplicative  Decrease  (AIMD)
congestion avoidance strategy [1] to large-scale networks.
The advances in mathematical model of Kelly’s primal
algorithm have stimulated the research on the analysis of the
behavior such as stability, robustness from the views of the
control theory [13, 14]. The reader is also directed the recent
paper [9, 10, 15] which provide additional control-theoretic
perspective on congestion TCP networks.

In this paper, our research is to design an AQM schemes
that maintains the queue sizes stability. A switch controller
based on the fuzzy logical controller is presented as Internet
congestion control algorithm. When the system states are far
off the equilibrium, a slide mode controller (SMC) is applied
to control the states returning the neighbors of the
equilibrium in a limit time. For decreasing the vibration of
SMC, a state feedback controller (SFC) is gradually used to
replace SMC in a small region of the origin. A fuzzy logical
controller is introduced to realize the switch between SMC
and SFC to adjust the congestion probability and advance
the QoS of the network.

The remainder of the paper is organized as follows. The
network congestion control model is introduced in section 2.
The design and the stability of the switch controller is
presented in section 3 and section 4. Finally, a conclusion is
given in Section 5.

2. MODEL OF INTERNET
CONTROL SYSTEM

CONGESTION

In [11], a nonlinear dynamic model for TCP congestion
control was derived, where the network topology was
assumed to be a single bottleneck link with M homogeneous
TCP sources that share the bottleneck link and have toughly
the same RTTS, but don’t necessarily transverse the same
path. For TCP with ECN, the AIMD behavior in congestion
avoidance phase can be modeled as follows:

1 w; ()

——(1- p(t)) —-——p(t

Wi('[)( p(t)) 5 p(t)

where p(t) is the marking probability, W, (t) is the

windows sizes. The dynamical model of M TCP connections
through a congested AQM router.

MM
&t)_Dz(t) (Dz(t)+2M)p(t) (1)
&) =r(t)-C
and
(t)
D(t):qT-er,

where r(t) is the incoming traffic rate per unite time,
q(t) is the queue length on the router at time t, M s the
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number of TCP sessions, C is the link capacity, D(t) is
the round-trip time and Tp is the propagation delay.
Letey =r(t)—rO ' €p :q(t)—q0 , and Dy :qO/C+Tp,
where (I, , q, ) is the desired point, the linearizing
dynamical model is described as

&(t) =—ae, (t) —ae (t) -bp(t)

2
&t)=¢, () ®
2M 2MC
where 8 =————>—- , 8, =——-— , and
D,(2M +C°D;) 2M +C°D,
M C? .
b:D_02+2M . Denoting Xl:ep, X, 266., u=p,

the system (2) can be rewrite as

)&: X,

(©)
¥ =-a,x —a,x, —bu
We have the following form
¥= Ax + Bu 4)
where x =[ x]T A—{O 1 } B—{O }
PR AT g | BT )

3. AQM SCHEME BASED ON FLC

In this section, we discuss the design of new AQM scheme
for Internet congestion control system. Firstly, we create a
SMC and a SFC to adjust the congestion probability. When
the system states are far from the origin of the operating
point, the SMC will take a major part of control to give a
fast transient response. When the states are approaching the
equilibrium values, the SFC will gradually replace the SMC,
in order to avoid chattering. Secondly, a FLC is presented to
realize the switch between the SMC and SFC.

3.1. The design of SMC

Define a sliding plane o =X +¢X, =0, where ¢ is a

constant. Obviously, the sliding plane is stable. Let
s=[1 c],we can choose the equivalent control

Ugq = —(sB)_lsAx
The final control is realized as

u:Ueq +Ud

where Uy :f(sB)_lkm sgn(o)» km >0, and

1 o>0
sgn(c) =40, o=0
-1 o<0

Defining a Lyapunov function V = %02 , we have

Be= oo
=o[s§
= -0k sgn(o)
=—km o]
<0.

3.2. The design of SFC

Design a state feedback controller u :kfx, where the

1/c—a1 1.2/c—a2

b
same Lyapunov function V, we have

e o
= xT sT &

1
:XT|: CZ}(A+ Bk ¢ )

control gains kf =[ 1. We apply the

c C

1 02
— X.
L 0.20}
Let ¢=0.2, we obtain
V&= —(x, +0.2x,)? 0.

3.3. Switch controller based on FLC

Based on the SMC and the SFC presented in front of
subsections, we design a FLC to achieve the gradual switch
between SMC and SFC. The rules of the FLC is defined as
follows:

Rule 1: If & isPEthen u=—(sB) L(sAX+kn):
Rule 2: If o is ZE then u=kfx;

Rule3: If o isNEthen u= —(sB)_l(sAx—km) )

Where PE, ZE and NE are fuzzy level of o, and their
membership functions are shown in Fig. 1.. By applying the
weighted sum defuzzification method, the output of the FLC
is given by

k
2 4 (X)u; (x)

u(x) ==

2 #4i(X)
i=1

where  U;(X) is control input, and g (X) s
membership degree.

u
NE ZE PE

05 0 05 Y
Fig. 1. Fuzzy levels of o
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4. STABILITY OF SWITCH CONTROLLER

Suppose the Lyapunov function is same as the last section,
we prove the stability of the Internet congestion control
system with the switch controller. Known from the Fig. 1.,

there is i ui(x) =1 and k = 2. The output of the FLC
is -
2 2 2
MO0 = & it 12 44 = 2 44
where control input U; (X) is an SMC or an SFC. Since
M+ 1o =1, we have
®= Ax+Bu
= AX+B(U, + 15,U,)
= 14, (AX+ Bu,) + 1, (Ax+ Bu,)

Suppose Uq isan SMC, U, isan SFC, then we obtain
= o

=o (98
= u,0S(AX+ Bu,) + ,05(Ax+ Bu,)

=tk | & |~ (1 +0.2x,)

_ 2
= _!ﬁkm lo| —HyO
<0.

Since V=0, if only if o=0, only the

sliding-model plane is satisfy for B0 By LaSalle’s
Invariance principle [16], the system is asymptotically
stable on the sliding-model plane.

5. CONCLUSIONS

In this paper, a new AQM algorithm is presented to adjust
Internet congestion probability. The new AQM algorithm
is a switch controller based on the Fuzzy logical
controller. When the system states are far off the
equilibrium, a SMC is applied to control the states
returning the neighbor of the equilibrium in a limit time.
For decreasing the vibration of SMC, a SFC is gradually
used to replace SMC in a small region of the origin. A
FLC is introduced to realize the switch between SMC and
SFC.
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ABSTRACT

Application run-time information is a fundamental
component in application and job scheduling. Predicting the
runtime of a task, an important component of the resource
management, plays an important role in the task scheduling
and the resource using in computational grid. Such
techniques can improve the performance of scheduling
algorithms. However, the runtime of a task is a variable
affected by many factors, accurate predictions of runtimes
are difficult to achieve for parallel applications running in
shared environments where resource capacities can change
dynamically over time. This paper presents a predicting
model for task’s runtime based on BP neural networks
considering several factors. The method has many
advantages including small network structure, quick learning
and use conveniently etc. The result of prediction indicates
that the method is effective and has higher accuracy.

Keywords: computational grid, predicting the runtime of
tasks, neural networks, and BP algorithm.

1. INTRODUCTION

The fundamental function of the computational grid is
organizing many complex distributed computational
resources to buildup a huge distributed loosely coupled
computing system using the grid technologies. The main
duty of such computing system is to complete those
complex super-large-scale simulation tasks and computing
tasks. The major problem of the computational grid is to
organize, access and manage computing tasks though there
are data in system, because the science computation issues
are generally computation-intensive that have very large
CPU overhead. Furthermore, grid resources will
dynamically increase or decrease over time, which require
that resource management must adequately consider and
solve the problem well, so the grid computing system should
be able to adapt such change of scale or structure, and
resource managements or applications must adapt these
dynamic actions in order to gain higher effective services.
Therefore, in such grid environment, the scheduler need
consider the dynamic changes of resource performance, and
carefully choose how and where to run their tasks.

Resource performance prediction is a key to reach an
optimal scheduling. Our goal is to provide high level
predictive services in shared, unreserved distributing
computing environments that are useful to applications make
different kinds of scheduling and adaptation decisions, that
is, to support adaptation frameworks by providing
performance predictions on which wvalid scheduling
decisions can be made. Our work is to research one form of
such application-level performance predictions — predicting
the runtime of task.

The next section summarizes our approach to predicting
application run times and the approaches of other
researchers. Section 3 describes the BP networks and BP

Algorithm we adopt. Section 4 presents a predicting model
for tasks runtime and relevant BP neural network structure.
Section 5 presents the experiment results and analyzes the
performance of using our prediction technique. Section 6
presents our conclusions and future work.

2. RELATED WORKS

Performance monitoring is capacity that the computing grid
must have, which has been comprehensive recognized [1, 2].
The monitoring information is mainly used to optimize
application execution. Starting in the late 90s, research
began on how to build scalable systems for measuring the
dynamic properties of distributed environments, leading to
such well known systems as the Network Weather Service
[3] NWS), RPS [4] and so on. NWS focus mostly on
network performance monitoring. It measures network
resources and gives the future performance prediction of
these resources with statistical technology. The
application-level scheduler is able to use the prediction to
get better executing performance. RPS is based on explicit
resource-oriented prediction using the techniques of linear
time series analysis to predict available CPU time and the
running time of compute-bound task. The resource signal is
host load. RPS and NWS group have independently
demonstrated that host load prediction is feasible.

In [5] presents a holistic approach to estimation that uses
rough sets theory to determine a similarity template and then
compute a runtime estimate using identified similar
applications in a history.

Both NWS and RPS adopts time series method, so the
system is basically linear model. In practice, the runtime of a
task is affected by many factors; so linear model cannot
describe system features well. The neural networks have
well non-linear mapping capability, fast parallel processing
ability, powerfully self-learning and self-organizing ability
and so on. BP network have simple structure, powerful
simulation ability and implement conveniently etc. BP
networks have been widely used for evaluation and
prediction, expert system, fault diagnosis and so on. With a
view to several factors like task scale and host load, we
present a dynamic predicting system to predict the runtime
of task on hosts using improved BP algorithm. It can fleetly
provide reliable information for the task scheduling and the
resource management in computing grid environment.

3.BPALGORITHM
3.1 BP networks and BP algorithm

BP (Back-Propagation) method is a learning procedure for
multilayered, feed-forward neural networks. Typically, BP
networks structure includes three-layers: input layer, hidden
layer (or middle layer) and output layer. Hidden layer may
be a layer or multilayer. The neurons (or units) on same
layer are not coterminous each other, neurons between the
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previous layer and in the back layer are connected by the
weight of the connection. An error-minimization method
called gradient descent is used to reduce the output error by
adjusting the network weights.

BP algorithm includes the forward-propagation and the
back-propagation. On forward-propagation, first the samples
are transmitted to the hidden layer from input layer and
calculated and then transmitted to the output layer, that is, to
verify that the output is correct. If it is not correct, the
algorithm goes back and modifies the weights of the inputs
to the output layer, such that a correct response would have
been received. These inputs are, in turn, outputs of a hidden
layer, and the weighted inputs of the middle layer must now
also change to reflect the new output. This process continues
successively until input weights in each of the layers have
changed and error signal tend to minimum. There are
essentially two passes through a neural network: the forward
learning pass and the backward re-weighting pass. This
process continues until the network responds for each input
unit with an output unit that is sufficiently close to the
desired one or the error signal arrives at given minimum.

Suppose that in BP networks the input layer has n units,

X = (X1 s Xg5t, Xp ) represents the input sample, the hidden

layer has h units and the output isU = (ul Uy, uh) , and
the output layer has m units and the output

i8Y = (¥, Y9, ¥m) -

1) Forward-propagation calculating procedure
Calculating the outputs of the hidden layer units and output
layer units, using the formula (1) and (2)

n
uj = f(iélwij KO +0)),§ =120 (D)

h

The sigmoid function is as the activation function defined by
the formula (3).

1
FOO)=—=¢
1+e

and its derivative % = f(x)(1 - f(x)) 3)

The network computes the squared error E and the system
total error E; according to (4).

8 -y
K=l k =Yk
Er =XE 4)
Here Wij is the weight of the connection between the ith

and jth units, & j is the threshold value of jth units of the

hidden layer, w ik is the weight of the connection between

J
the jth and kth units, 7k is the threshold value of the kth

units of the output layer, t is epochs (learning times), dk is

the teacher signal of the kth units of the output layer, that is,
the desired output.

2) Back-propagation calculating procedure
Correcting the weight using the formula (5)

oE
AWij =-n—0
G'Wij

oE
Wij t+1) = Wij (t)+AWij = Wij O-n—— (5
Here n is the step length of learning, called the learning rate,
generally, n=0.01~1.

3.2 The improved BP algorithm

For accelerating the convergence, we adopt the improved BP
algorithm with a momentum term [6]. The momentum term
can enlarge the oscillation of the BP network, consequently
speedup the convergence when the network keeps away
from convergence point or traps in the local minimum point.
Here, adjusting and correcting the weight and the threshold
of the output layer using the following formula (6).

7k @+ D =7, () +7p(t) + adyy (6)

here

oE
PO =—— =y A=Yy, —duj®)
oW k k)Y 9k M

j=12,.h; k=12,.m

Adjusting and correcting the weight and the threshold of
the hidden layer using (7).

Wij t+1 = Wij ) +nq(t) + aAwij (t)

0j(t+1)=0j()+mt) +ard; (7)

here

oE m

The momentum controls how much the weights are
changed during a weight update by factoring in previous
weight updates. It acts as a smoothing parameter that
reduces oscillation and helps attain convergence. This must
be a real value between 0.0 and 1.0, and a typical value for
momentum is 0.9.

To overcome the local minimum, adopt the error
distributing function to adjust the momentum coefficient o
and the learning rate m [7]. The formula (8) defines the
average error function of the output units and (9) is the error
distributing function.

1/2/

m 2
EA:kZzl[(dk—xk) /dy ] m 8)
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“AE,(C
P(AE,t) = ACo )

AEp =AEp(D) =Ep(D)-Ep(t-1) ©)

Here Cyand f are constants and Cy=10, 0<f<I. P denotes
the adjusting probability of a and n. P will decrease with
increasing of the iteration times t, thereby the learning
process converge steadily.

Define:

n'=n (I+n;xm)

When AE, >0 and n">C; (n+a). Adjusting a and 1 according
to (10), or else not adjusting.

a=0 (10)

Here ny=n; () =n; (&-1) xR, m; (0)>1, 5<C,<1, R<1. 7, (0) is
the initial value of ;.

4. THE PREDICTING MODEL
4.1 The factors of influence the runtime

Many factors have impact on the runtime of a task on hosts,
of which include the character of tasks like the type of a task,
the issue scale, the length of program, the memory, the
number of computing nodes and so on. Some performances
of a host have huge influence too, as the processor speed
(CPU capacity), CPU availability, host load, the storage
volume and the type of operating system etc. In this paper,
we choose three major factors, host load and processor
speed (or CPU speed) and computing scale of a task, as
parameters of the predicting model considering to following
reasons.

CPU availability

Processor Speed| BP

Runtime of task
B ————— —
Network

Task Scale

Fig. 1 Predicting Model

®  (Can objectively reflect the influence on the runtime

®  Should be independent each other in measurement and
control

[ ] Be easy to measure or estimate, and low overhead

®  Propriety in amount and convenient for calculation

Fig.1 presents the predicting model based on BP network.
The inputs of the model are CPU availability, processor
speed and task's computing scale. The output is the runtime
of task on hosts.

4.2 BP neural network structure and parameters design

To a multilayer neural network, it is necessary to determine
how many layers the hidden layers have. By Kolmogrov
theorem, a three-layer forward neural network can
implement a mapping from any n dimension to m dimension
[8]. Therefore, this system uses simple three layers
feed-forward BP network: an input layer, a hidden layer and
an output layer.

According to analysis for the influence factors on the
runtime of task in 4.1, we design the BP network structure to
predict the runtime of task as following fig. 2. There, the
input layer has 3 units and the output layer has 1 unit.
Selecting of the number of the hidden layer units is a
complex problem. If the hidden layer has fewer units, it will
cause that the network training hasn't results, and can't
recognize the samples that were not learned previously,
thereby fault tolerance is worse. Contrariwise, if the hidden

) hidden
Input layer output
layer layer

Fig. 2 BP Network Structure for Predicting

layer has more units, it may cause that the network training
is longer (over-learning), and can't ensure the error is
optimal. In the light of the Hecht-Nielsen theory [9], we set
the number of the hidden layer units h=2n+1=7.
Define:
n: the number of the input layer unit, n=3
X=(x;, X, X3): the input vector, represent respectively
processor speed, host load at present and the computing
scale of a task.
m: the number of the output layer unit, m=1
Y=(y): the output vector, represent the runtime of a task on a
host
h: the number of the hidden layer unit. In the light of the
Hecht-Nielsen theory, let h=2n+1=7
o: the momentum coefficient, initial 0=0.9
n: the learning rate, initial n=0.85
€: the error tolerance, the total error upper limit, that is, the
iteration stops when E<e

All initial connection weights are generated by random
function.

To avoid overflow and affect convergence during training
process, it requires that data have same unitary proportion,
so the system uses the formula (11) to normalize samples,
which will ensure the scope of data is in [0,1].

X — min X
n=——— (1
max X — min X
5. EXPERIMENTS
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It had presented the grid architecture based on performance
prediction in [10]. In the system, the Resource Selector
chooses advisable host resources to build up a candidate
hosts list. The predicting system will forecast the runtime of
a submitted task on these candidate hosts. The Resource
Information ~Management collects these resources
information like CPU availability and processor speed of
candidate hosts at present. If a host load is heavy (for
example, CPU availability > 60%), in view of load balance,
the scheduler shouldn’t assign a new task to the host, so
such host isn’t regarded as a candidate host in order to
reduce computing and enhance predicting speed. Users
submit a task with the task’s size to the Task Management.
Considering the calculation of different kinds in grid, the
system uses the Time Complexity to characterize the task’s
size. Due to possible great difference among resource
availability and task size and machine speed, the difference
between the runtime of tasks is possible larger. Therefore,
for the sake of reducing the difference among the input
samples and the training error, we design two kinds of the
BP network; one deal with small-scale calculation and
another deal with general scale calculation.

Furthermore, after many tests, we found that about 70%
relative error is less than 1% if the learning samples are as to
the test data. Therefore, the actual data of a completed task
will be recorded in files as history information, like current
CPU availability, the processor speed, the task scale, actual
runtime and so on. The training of the network may be
updated by the history information to acquire higher
precision.

The system is tested in Linux with C program. We
designed two cases to test the model.

Casel: The network deals with small-scale calculation,
and is trained by 12 samples and tested by 30 data. Here the
error tolerance €=0.001.

Case2: The network deals with general scale calculation,
and is trained by 12 samples and tested by 30 data. Here the
error tolerance €=0.001.

Fig. 3 and Fig. 4 represent the relative error between the
predicting results and outputs. Table 1 represents average
relative error and epochs of two cases. The relative error is
calculated as following formula (12).

tact — Y
error = |22 100% (12)

tact

Here t,, denotes actual runtime of a task, and y denotes
predicting value.

The result shows the most relative errors is under 5% and
the total average error is 3.795%. Aiming at the goal of the
predicting runtime and scheduling, such error scope should
be feasible. If the error tolerance is much smaller it will
cause increasing iterations and excess training (over
learning), consequently result in local optimum and
influence convergence. The average iterations is about
23000, which means that the predicting system is faster and
the computing process won’t have an impact on the real
execution time of tasks. Thus it can be seen that this
predicting model of task’s runtime is effective and the
predicting results are satisfactory.

Relative Error (%)

1 6 11 16 21 26 31
Test Data

Fig. 3. Test Date vs Relative Error of Case 1
6. CONCLUSIONS AND FUTURE WORK

15

10

1 6 11 16 21 26 31
Test Data

Relative Error (%)

Fig. 4. Test Date vs Relative Error of Case 2

This paper presents a dynamic forecasting method based on
BP neural network and improved BP algorithm to predict the

Table 1 Average Error and Epochs

Case 1 | Case2 | Average

Average Relative

Error(%) 4.06 3.53 3.795

Average Epochs 15000 31500 23250

runtime of tasks in grid. The system achieves a high level of
accuracy for exemplar applications. The method is a useful
and effective for resource performance prediction with the
following characteristics:

The prediction model is real-time and on-line learning. It
dynamically adapts in time to changes in the environment by
accounting for changes in the workload and task scale.

The method may deal with many factors that have
influence on the runtime of tasks, which make the model can
better represent the relation between the actual characteristic
of grid resource and task, consequently the calculating result
is close to the real value.

Predictions can be computed with low overhead costs -
the network can directly use to predict after a train - making
it computing possible to have less impact on the scheduling
and actual task execution.

The predicting network has some advantages including
simple structure, fewer hidden units, faster learning, higher
accuracy, on-line predicting, convenient use and so on.
Using improved BP algorithm is good for enhancing
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convergence and reducing computing.

In the future, we will integrate the method with the
scheduling algorithm in [10] to assign tasks in grid. And we
hope also to be able to design new scheduling algorithm
based on the method. In extending the scope of this work to
new scenarios, we also intend to look at the possibility of
on-demand refinement of the model to include additional
factors, such as disk or memory behavior, server load and
communication network performance (for example
bandwidth), in order to do a better job of assigning between
tasks and hosts, and hence enhance application performance
in computing grid environment. The estimation techniques
should also have potential application for estimating
quality-of-service levels in grid environments. We will
investigate these areas of application.
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ABSTRACT

In this paper, based on self-correlation, a new method of
modeling  mechanism of cascade-forward back
propagation neural network is put forward. First, the
original sequence is divided into sub-sequences according
to the prominence of self- correlative coefficients. Then,
the framework of neural network is structured and input
and output are defined reasonably; and then ameliorating
BP algorithm with momentum factor is studied. Finally
the method presented in this paper is applied in building
the model of total residence number and the results show
the model has very high precision.

Keywords: Self-correlation Theory, Feed-forward Neural

Network, Modeling and Forecasting.

1. INTRODUCTION

Neural networks (NN) are composed of simple elements,
which are inspired by biological nervous systems. It is
because they have ability of self-organization,
self-adaptation and self-learning that they can provide
powerful means for solving many problems especially in
nonlinear, real-time, adaptive, and blind signal processing
[1,2,3,45]. The popularity of neural network
methodology is rapidly growing in a wide variety of areas
from basic research to date mining applications, business
forecasting, engineering and others. Neural network can
be trained to perform any particular function by adjusting
weights among neurons It has already been proved that
any nonlinear function can be approached by
backward propagation (BP) network which consists of
at least one S-type hidden layer and one linear output
layer.

On the other side, Self-correlation is one of important
theory to analyze sequence. The self-correlative
coefficient shows mutual relation between sequence and
its different time shift [6,7,8,9]. It is proved that using
self-correlative coefficients can help us understand the

This paper is supported by the Natural Science Fundation
of Zhejiang Province, P.R .China(No: 602016) and
Returnee  Foundation of Ministry of Personal,
P.R.C.(N0:2003236)

inherent rule of sequence. So it is obvious that a new
modeling approach that combines the strongpoint of the
self-correlation with neural network can greatly improve
model precision.

In this paper, based on self-correlation theory and
cascade-forward back propagation neural network, a new
method of modeling is put forward. First, the original
sequence is divided into sub-sequences according to its
prominence of self- correlative coefficients. Then, the
framework of neural network is structured and input and
output are defined reasonably; and then ameliorating BP
algorithm with momentum factor is studied. Finally the
method presented in this paper is applied in building the
model of total residence number and the results show the
model has very high precision.

2. THE MODELING MECHANISM OF
CASCADE-FORWARD BACK PROPAGATION
NEURAL NETWORK BASED ON
SELF-CORRELATION DATA PROCESSING

Denote the non-negative time sequence by
X, 1=12,..n. (1)

In order to improve the precision of model, we can process
the sequence by means of self-correlation theory [9]. The
sequence (1) is analyzed by means of self-correlation theory

and its self-correlative coefficients I, I,,...,I,_; can be
obtained. The I is named as self-correlative coefficient with
k time-shift which shows the correlative degree between X;
and X, . Iyisdefined as follow:

> (4, = (X = )

I (2)

1 n
where Xz—in.
Nz

It is well known that it is difficult to judge whether the
mutual relation is prominent when I is about 0.5. So the
prominence of self-correlative coefficients must be verified.
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A statistical variable t, is introduced as follow:
iA

t =
Ja+r2)in-2) @

Where n is the number of data points and (n-2) is free degree.

Comparing '[k with “t numerical value table”, we can
consider self-correlative coefficients to be prominent under
the condition of given confidence if T, is larger than or

equal to the corresponding numerical value of “t numerical
value table”. Generally, the confidence is more than 95%.
According to above theory, the sequence (1) is divided
into sub-sequences as follow:

X1 = [xl(l), x1(2), xl(n —m)]

= [x(m), x(m +1),..., x(n =1)]

Xy = [x2 D, Xo 2), ..., Xo (n—m)]

= [x(m =1), x(m), ..., x(n = 2)] 4)
Xm = DXm @ X (2), o0 Xy (N =m)]

= [x@), x(2), .., x(n —m)]

Where m is the number of self-correlation coefficients
r.(i=21,2,...,m), which are prominent.

The network structure of the cascade-forward back
propagation neural network is as Fig. 1.:

nlky xpky xR

yik)

Fig. 1.  The framework of the cascade-forward
backprop neural network

Let inputs of cascade-forward back propagation neural
network be xi(Kk),Xx2(K)...xm(k)( here L=m) and output
be y(k)=x(m+k), k=1,2,...n-m

Train the cascade-forward back propagation neural
network by means of BP algorithm with momentum value
until the objective function reaches anticipant

After training is finished the trained-network can be used
to predict output of next time because of neural network’s
general ability. From the structure of network it can be
regarded as prediction of next time.

3. BP ALGORITHM WITH MOMENTUM WEIGHT
BP is a specific learning algorithm. Nevertheless, the

momentum term is often utilized The BP algorithm is
used for updating the weights of each layer based on the

error present at the network output.
3.1 Forward propagation process
Suppose that Wji is weight between the jth neuron of
jmn

hidden layer and the neuron of input layer and ij is

weight between the K ™ neuron of output layer and the j
neuron of hidden layer.
Input layer: the output value O; of the i ™ neuron equals

to input value X;;
Hidden layer: the output net} of the ] ™ neuron equals

to the sum of all the weighted output O, of its forward layer
and the bias.

1_ 1
net} —ijioi +0, (5)
1
output value a i
— i 1
a; = logsig(net;) (6)
Out layer: the output value netjz of the K ™ neuron

equals to the sum of all the weighted output value aj of its
forward layer and the bias.
net; = > vya, +6; @
j

Output value
y, = logsig(net;?) (8)

3.2 Back propagation process

Define the following error function E :

e = LIy -y ©

Adjust weight between input layer and hidden layer to be as
follow:
AW = -7 %, (10)
ow,,
Adjust weight between hidden layer and output layer to be
as follow:

Av; =n0,a, (1D

where 0 <77 <1. 77 is named as learning rate.

The emendatory values of weights between input layer and
hidden layer can be gotten in the same way

Aw;; = 10,0, (12)
where 0, zaj(l—aj);é‘kvkj :

3.3 The ameliorating BP algorithm with momentum
factor

As we all know, the choice of learning rate 77 is very
important. In general way, the larger 77 is, the quicker

constringency of the object function is. However, larger
1] cause object function to run into local minimum easy.
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Luckily, momentum allows the network to ignore small
features in the error surface. a network with momentum
can slide through such minimum instead of getting stuck
So the ameliorating BP algorithm with momentum item
is adopted :

Wji(” +1) = Wi (n)+776j (n)o; (n)

+aAWji (n)vkj (n+1) = ij (n)+
(13)
’75k (n)aj (n) + aAvkj (n)Hj (n+1)

=0J- (n)+775j (n)+aA0j (n)

where @ is momentum factor.

4. EXAMPLE

In order to show the effectiveness of the approach
presented in this paper, a lot of simulation was made. Just
pick the model of total residence family number as
example. The total residence family number of shanghai
city from 1979 to 2004 is as table 1( {Statistic almanac of
sahnghai-2005) ).

According to formula (2), the self-correlative coefficient

I, — I isgotten as Table 2.

Table 1. Residence number of Shanghai City

{Statistic almanac of sahnghai-2005)
Unit:ten-thousand

Year Residence Year Residence
Number Number
1979 296.71 1992 431.67
1980 303.87 1993 438.69
1981 314.56 1994 444.38
1982 321.71 1995 450.76
1983 330.60 1996 457.49
1984 340.78 1997 461.40
1985 351.72 1998 465.72
1986 364.92 1999 470.11
1987 380.19 2000 475.73
1988 394.95 2001 478.92
1989 406.82 2002 481.77
1990 415.28 2003 486.06
1991 425.84 2004 490.58

Table 2. Self-correlation parameters

n r, I, r, I I
0.865 | 0.718 | 0571 | 0.418 | 0.264 | 0.114
r7 g fy Mo My P

0.031 | 0.159 | 0.266 | 0.347 | 0.399 | 0.425

r-13 r-14 r-15 r-16

0.423 | 0.402 | 0.359 | 0.299

From the table2, we can see I}, I, I is prominent, so m is

taken as 3. The following sequence is defined:
X1 =[314.56,321.71,330.60, 340.78, 351.72,

364.92,380.19, 394.95, 406.82, 415.28, 425.28,
431.67,438.69, 444.38, 450.76, 457.49, 461.40,
465.72,470.11, 475.73,478.92, 481.77, 486.06]

X, =[303.87,314.56,321.71, 330.60, 340.78,

351.72,364.92,380.19, 394.95, 406.82, 415.28,
425.28,431.67,438.69, 444.38, 450.76, 457.49,
461.40,465.72,470.11,475.73,478.92, 481.77]

X4 =[296.71,303.87,314.56, 321.71, 330.60,
340.78,351.72,364.92, 380.19, 394.95, 406.82,
415.28, 425.28,431.67, 438.69, 444.38, 450.76,

457.49, 461.40, 465.72,470.11, 475.73, 478.92, ]

And Define the following target sequence:
Y =[321.71, 330.60, 340.78, 351.72, 364.92,

380.19, 394.95, 406.82, 415.28, 425.28, 431.67,
438.69, 444.38, 450.76, 457.49, 461.40, 465.72,

470.11,475.73,478.92, 481.77, 486.06, 490.58]
Let X, (K), X, (K), X5(K) be input and y(k)be target.

The cascade-forward back propagation neural network is
trained by means of the ameliorating BP algorithm with
momentum item. The structure map of the neural network
is same as Fig. 1. The neural network has four layers.
Input layer has three neurons and output layer has one
neuron. Hidden layer has two layers and every layer has
ten neurons. The transfer function of hidden layer neuron
is log sigmoid transfer function and others are linear
transfer function. Learning rate 77 is 0.01 and momentum
factor « is 0.9. The objective function gets to anticipant
value 2.7. Fig. 2. is the training map.

Table 3. is model value and predicting value. Fig. 3. is its
fitting curve.

Performance is 2.30083, Goal is 2.7

TrainingBlue Goal Black

s 10 B 20 25
Stop Training a 27 Epochs
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Table 3. Output values of the model

year real model Relative
value value error (%)
1982 321.71 324.72 -0.93
1983 330.60 331.90 -0.39
1984 340.78 340.00 -0.23
1985 351.72 350.57 0.33
1986 364.92 361.68 0.90
1987 380.19 378.40 0.47
1988 394.95 394.20 0.19
1989 406.82 408.98 -0.53
1990 415.28 416.60 -0.32
1991 425.84 423.50 0.55
1992 431.67 433.32 -0.38
1993 438.69 438.65 0.01
1994 444.38 444,53 -0.03
1995 450.76 450.12 0.14
1996 457.49 456.13 0.30
1997 461.40 462.91 -0.33
1998 465.72 466.29 -0.12
1999 470.11 469.87 0.05
2000 475.73 474.26 0.31
2001 478.92 479.97 -0.22
2002 481.77 482.93 -0.24
2003 486.06 486.02 0.01
2004 490.58 490.38 0.04
2005 496.62
2006 500.40
2007 504.1
2008 508.06
2009 511.94
2010 515.72

From Table 3.it is easy to see that worst relative error is
0.93%. The error inspection of post-sample method can be
used to check quality of the model. The average relative
error is  0.3%. The  post-sample error s

c=S5,/S,=0.0285 (where 512 is variation value of

the error and SO2 is variation value of the original
sequence). The small error probability is

p=P{le@(i)-e @ 067455,3=1. The
above c and p are checked against the index JPA of Table 4. ,
it is found that the cascade-forward back propagation neural

network model proposed by this paper has excellent
precision.

Table 4. Overall model precision assessment and concrete

index JPA
Model precision the small error The post-
degree(JPA) probability sample error
Rank 1: good 0.95<=p c<=0.35
Rank 1: qualified 0.80=<p<0.95 | 0.35<c<=0.50
Rank 1: just 0.70=<p<0.80 | 0.50<c<=0.65
Rank 1: unqualified P<0.70 0.65<c

5. CONCLUSIONS

In this paper, based on self-correlation, a new method of
modeling mechanism of cascade-forward back propagation
neural network is put forward. First, the original sequence is

divided into sub-sequences according to prominence of the
self- correlative coefficients. Then, the structure framework
of the neural network is presented and input and output are
defined reasonably; and then the ameliorating BP algorithm
with momentum item is studied. Finally the method is
applied in building model, which has four layers. Input layer
has three neurons and output layer has one neuron. Hidden
layer has two layers and every layer has ten neurons. The
transfer function of hidden layer neuron is log sigmoid
transfer function and others are linear transfer function.
Learning rate 77 is 0.01 and momentum factor « is 0.9.

The results show the model’s precision is above 99%.
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ABSTRACT

Based on the study of Radial Basis Function (RBF) neural
network training algorithm and Particle Swarm
Optimization (PSO) algorithm, a new RBF neural
network training algorithm with modified PSO algorithm
is formulated, in which a control gene is introduced into
basis PSO algorithm. The algorithm can determine
network structure and parameters, such as centers and
widths of hidden units by combining with least square
method. The new training algorithm is applied to the
nonlinear system identification problem, comparing with
hierachical genetic algorithm and orthogonal least squares
algorithm (OLS), the simulation results illustrate its
efficiency.

Keywords: RBF neural network, PSO algorithm, least
square method, nonlinear system identification.

1. INTRODUCTION

Radial Basis Function (RBF) neural network is a type of
feed-forward artificial neural network, its performances
are better than other types of networks, such as simpler
network structures, better approximation capabilities,
faster learning algorithm, and so on [1,2]. It has been used
in pattern recognition, function approximation, prediction
of nonlinear times series and nonlinear system
identification.

The performance of RBF neural network depends on
the number and centers of hidden units 1. On the choice
of hidden units, there are some traditional training
methods, for example, K-means clustering, orthogonal
least squares algorithm (OLS) [4], and so on, but they
require to fix the number of hidden units and then proceed
with the calculation of model parameters, or select from
training data as centers of hidden units. For improving
generalization performance, genetic algorithm (GA) is
used in optimizing RBF neural network [5]. In the method,
a chromosome consists of connection weights, centers
and widths of hidden units and parameters of network,
and net parameters can be optimized by iterative
processing. In particularly, hierachical genetic algorithm
(HGA) can optimize not only network parameters but also
network structure [6]. But GA have some defects such as
more predefined parameters, more intensive programming
burden etc.

Particle Swarm Optimizer (PSO) algorithm is a
recently proposed optimization algorithm, motivated by
social behavior of bird flocking [7,8]. It has exhibited
good performance not only on global search but also on
local search by adjusting parameters. With no cross and
mutation operation, it is easy to adjust parameters, the

*This work was supported by the National Natural Science

Foundation of China under Grant 60573005.

method is fitted to program. It is demonstrated that PSO
gets better results in a faster, cheaper way than GA, and
can avoid degeneration in absolute optimization. In the
paper, we propose a new method to train RBF neural
network based on novel PSO. In the method, each
individual particle makes up of many parameter units and
employ control unit to determine states of parameter units.
It can optimize centers and widths of hidden units and
structure of RBF network, and good effects can be
obtained with least square method.

This paper is organized as follows. Description of RBF
neural network is given in section 2. Review of standard
PSO is provided in section 3. In section 4, a training
algorithm of RBF neural network based on Novel PSO is
formulated. Next, experimental setting and results are
shown in section 5. Finally, conclusions are given the
paper in section 6.

2. RBF NEURAL NETWORK

RBF neural network consists of input layer, hidden layer
and output layer, it can complete a nonlinear mapping, as
follows

fn(x):Wo+ZWi¢(”X _Ci”)
=1
Where, X e€R, and is input vector,

#(-) :R" — Ris a nonlinear function, the Gaussian
function is used in our work.

a1 —c ) —exp(- =50
O

Where, W; is connection weights, C; is centers of

hidden unit, o; is widths of hidden unit and N is

number of hidden unit.

The pending parameters of RBF neural network have
two types, one is center, widths and number of hidden
unit, and the other is connection weight. If centers, widths
and number of hidden unit are determined, least square
method can be used to compute the weights that connect
the hidden layer with output layer. So it is the key to
determine centers, widths and number of hidden unit.

3. STANDARD PARTICLE SWARM OPTIMIZATION

ALGORITHM

PSO algorithm was first introduced by James Kennedy
and Russel C. Eberrhart in 1995, and it was discovered
through simulation of a simplified social model. It can
search the optimization result through cooperation and
competition among the individuals in a population of
particles. Suppose that the search space is N-dimensional
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and a particle swarm consists of n particles, then the i-th
particle of the swarm can be represented by a
X :(Xil’xizl'”'xiN)
(i=1,2, --+ ,n). The velocity of this particle can be
represented by  another  N-dimensional  vector,

V, =(Viy, Vi, o+, Viy ) (i=1,2,+,n). Every particle

1
has a fitness that is determined by the objective function
of optimization problem, and knows the best previously

visited position ( pbest) and present position ( X;) of

N-dimensional vector,

itself. Every particle has knowing the position of the best
individual of the whole swarm ( gbest ). Then the

velocity of particle and its new position will be assigned
according to the following equation (1) and (2).
k+1

k k
Vigw =Wx Vi +7, xrand () x (pyy — Xig)
+n,xrand )x(py — %) (D
1, Pga id
XS = xl vt (2)
Where Viz represents the velocity in the d-th dimension
of the i-th particle at time k. Xi'fj represents the position

in the d-th dimension of the i-th particle at time k.
is the best global position in the d-th dimension of the
whole swarm. [;, is the best individual position in the

d-th dimension of the i-th particle. rand () is random

number uniformly from the interval [0,1]. 77, and 77,
are two positive constants called acceleration coefficients.
W is called inertia weight and can be determined by
equation (3).

W —W_.
_ max min
W=W,_.. —N—x Num
UM 3
Where W, .. and W, are separately maximum and

minimum of W . Nummax is maximum iteration time.

Num is present iterative time.

4. RBF NEURAL NETWORK
ALGORITHM BASED ON PSO

TRAINING

4.1 Novel of standard PSO

For RBF neural networks implementation, a specially
designed PSO algorithm is used to the optimum number,
centers and widths of hidden units. In standard PSO
algorithm, every particle is regard as many parameter units,
each parameter unit represents hidden unit parameter of
RBF neural network, and control unit is introduced to
determine status of every parameter unit, the structure of
particle is depicted in Fig 1.

HOEIR

v

X1 | Viu Xip | Vig | =0 Xin | Vin f

Fig.1. Structure of particle
Control unit is coded with binary, “1” represents

activation status of parameter unit that is valid.
Oppositely, “0” represents dormancy status that is invalid.
Then the velocity of particle and its new position will be
assigned according to the following equation (4) and (5).

W= Cy (wx Viﬁ +n,xrand () x (pg — Xiz

+177, xrand () x (Pgy = Xig )

k+#l _ Jk k+1
Xid - Xid +Vid

(4)

5
Where ng is the d-th code of the best individual of the

whole swarm. Mutation can be used to change control
unit, randomly select an individual by a probability and
change the value in a random position.

4.2 Encoding and fitness function

In PSO algorithm, a particle is a feasible result, so
parameter unit of particle must include centers and widths
of RBF neural network hidden unit, velocity and fitness
value. The object of neural network training is to optimize
structure and network parameters, and to minimize the
mean square error (MSE) between the desired outputs and
the network predictions, so the reciprocal of mean square
error can be regard as fitness function. The fitness value
of the i-th individual is depicted as following.

1 R
f, =1/R Ri:_Z(Yk_Yk)Z
M3

Where Y, is the desired output, )7k is the network

prediction and M is the number of training sample.

4.3 Steps of the algorithm

The algorithm can be summarized in the following steps.
1). Select training sample.

2). Initialize parameters of PSO.

3). Initialize the state of each particle. Store the best
individual position of each particle. Evaluate and store
best individual fitness of each particle, the best global
position and best global fitness of the whole swarm.

4). Update the velocity of particle according to equation
Update the position of particle according to equation (5).
5). If necessary, update and store the individual’s best
position and best fitness of each particle, and the best
global position and fitness of whole swarm.

6). If the stopping condition is not satisfied, go to step 4.
Otherwise, stop iterating and obtain the result from the
best global position and fitness of the whole swarm.

7). Decode and train RBF neural network.

5. EXPERIMENT

In the section, simulation clearly demonstrates the ability of
the RBF neural network trained by PSO to learn the
dynamics of the unknown system. The system to be
identified is described by equation (6).

y(k +1) = L‘j) +[u(k) +u(k)[u(k) —1] ©)
1+ vy (k)

if a series-parallel identification model is used for

identifying the nonlinear system, the model can be described

by the equation (7).

y(k+1) = f(y(k),u(k)) ()
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Where f is an RBF neural network trained by PSO

with two inputs and one output.

For comparison purpose, RBF neural network
training algorithm based on HGA is used to the nonlinear
system identification problem. The simulation produced
100 data points by exciting the system with random
signals uniformly distributed between -1 and 1.

In  PSO n =n,=205 ,

W, =0.905, w,_, = 0.4, population size is 20.

In HGA, population size is 20, and crossover probability
is 0.8, and mutation probability is 0.1. To the two
algorithms, the maximum hidden unit number of RBF
neural network is 30, and the maximum generation is
20.Table 1 illustrates the performance of RBF neural
network based on two methods. The result shows that the
MSE of training using OLS is the biggest. The evolving
process of hidden unit number to the best network
structure at each epoch is shown in Fig.2.

algorithm,

Table 1. Comparison of mean squared errors (MSE) and
hidden unit number of RBF neural network constructed
by PSO, HGA and OLS training algorithm

> Of

number of hidden units

Training Hidden units o
. MSE of training
algorithm number
PSO 25 4.0x10
HGA 23 7.813%x10*
oLS 32 6.198x10°
35
— PSO
— — HGA

30+

25+

20+

15 | | | | | | | | |
0 2 4 6 8 10 12 14 16 18

number of iterations

Fig.2. Evolving process of hidden unit number to the
best network structure at each epoch

To test the result of identification, the input signal
u(k) = 0.25[sin(2kz / 25) + sin(2k /10)] has
been applied to both the system and the model and
generated 100 data. Fig. 3 shows the result of
identification obtained from the RBF network based on
PSO and HGA. MSE of testing is 3.897 X 10°
based on PSO algorithm and is 1.25X 10 based on HGA.
The error of identification result obtained from the RBF
network based PSO and HGA is shown in Fig.4. The
interval of error based on PSO is from —0.0181 to 0.0119,
however, the interval of error based on HGA is from

20

—0.0277 to 0.0256. The mean relative error based PSO is
1.00%, and on HGA-1.38%. The result based on PSO is
obviously better than based on HGA. The RBF neural
network based on PSO algorithm has not only generated
the most parsimonious structure but also provided better
accurate outcome than HGA. As far as training time,
based on PSO is only a third of based on HGA.

1

—— Origin
— PSO
- - HGA

0.8+

0.6
0.4+

0.2+

-0.21

041

0 10 20 30 40 50 60 70 80 90

Fig.3. The result of identification obtained from the RBF
neural network based on PSO and HGA

100

0.05 T T

0.03 -

-0.05 1 1 1 1 1 1 1 1 1

Fig. 4. Error of identification result obtained from the
RBF network based on PSO and HGA

6. CONCLUSIONS

In the paper, a new RBF neural network training
algorithm with novel PSO algorithm is introduced, based
on the study of RBF neural network training algorithm
and standard PSO algorithm. In the method, control gene
is introduced into PSO algorithm, the algorithm can
determine network structure and parameters of hidden
units, combining with least square method, can training
RBF neural network. The new method is used to
nonlinear system identification, comparing with RBF
network training algorithm based on HGA, the simulation
results illustrate that the method has not only generated
the most parsimonious structure but also provided the
accurate outcome better than HGA. Training time based
on PSO is only a third of based on HGA.

100
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ABSTRACT

A technique for Fuzzy Cognitive Maps learning, which is
based on the Quantum-behaved Particle Swarm
Optimization algorithm, is introduced. The proposed
approach is used for updating the nonzero weight values that
lead the Fuzzy Cognitive Map to desired steady states. The
workings of the approach are applied to an industrial control
problem. The results support the claim that the proposed
technique is a promising methodology for Fuzzy Cognitive
Maps learning, and the methodology is effective and
efficient.

Keywords: PSO algorithm, QPSO algorithm, fuzzy
cognitive maps, weight matrices, objective function.

1. INTRODUCTION

The representation of causal relationships and reasoning
are important research fields of Al (artificial intelligence).
Political scientist Robert Axelrod originally proposed
Cognitive Maps in 1976 [1]. Cognitive Maps (CM)[1] are
a useful model to represent concepts or variables in a
given domain and their causal-effect relations. The
concepts are represented as nodes, and the causal
relationships between these concepts are represented as
edges. Kosko [2] enhanced the power of cognitive maps
considering fuzzy values for concepts of the cognitive
map and fuzzy degrees of interrelationships between
concepts. Then Fuzzy Cognitive Maps (FCM) were
introduced in 1986 as signed directed graphs for
representing causal reasoning and computational
inference processing.

FCMs have been applied in various fields, including
modeling of complex [3], decision analysis [4],
management  science, operations research  and
organizational behavior [5].

FCMs have the character of abstraction, flexibility and
fuzzy reasoning, and FCMs promote the research on new
concepts in complex systems. However, the existing
learning methods need further enhancement, stronger
mathematical justification, and further testing on systems
of higher complexity. Moreover, the elimination of
deficiencies, such as the abstract estimation of the initial
weight matrix and the dependence on the subjective
reasoning of experts’ knowledge, will significantly
improve the performance of FCMs. In this context, the
improvement of learning algorithms is a primary research
topic.

Up to date, a few learning algorithms have been proposed
[6,7]. The most task of learning procedure is to find a set
of the FCM’s weights, that leads the FCM to a desired
steady state, this can be achieved through the

minimization of a properly defined objective function,
they are mostly based on ideas coming from the field of
neural network training. The existing algorithms are
mostly dependent on the initial weight matrix
approximation, which is provided by the experts.

In this paper, an approach for FCMs learning, based on
QPSO (Quantum-behaved Particle Swarm Optimization)
algorithm, is presented. QPSO is applied to update the
weight values of the FCM, and determined the proper
weight matrices for the system, so that leads the FCM to a
desired steady state.

2. PARTICLE SWARM OPTIMIZATION
ALGORITHM AND QUANTUM-BEHAVED
PARTICLE SWARM OPTIMIZATION
ALGORITHM

21 PARTICLE SWARM OPTIMIZATION (PSO)

Particle swarm optimization (PSO) is an evolutionary
computation technique developed by Dr. Eberhart and Dr.
Kennedy in 1995[8], inspired by social behavior of bird
flocking or fish schooling.

PSO is similar to the other evolutionary algorithms in that
the system is initialized with a population of random
solutions. However, each potential solution, call particles,
flies in the D-dimensional problem space with a velocity
which is dynamically adjusted according to the flying
experiences of its own and its colleagues. The location of
the i-th particle is represented as Xi=( Xj;, Xp, ...,xiD)T.
The best previous position of the i-th particle is denoted
as P=(pil, pi2...piD) T, which is also called pbest. The
index of the best particle among all the particles in the
population is represented by the symbol g;. The location
Pg; is also called gbest. The velocity for the i-th particle is
represented as Vi=( v, vip, .., vip)". Then the swarm is
manipulated by the equation [9]:

Vilt+1)=aV;(t)+ e (R (t)- X, (1)
+C,f, (Pgi (t)_ Xi(t))
X, (t+1)=X,(t)+V,(t+1) 4

where @ is inertia weight [9], c1 and c2 are acceleration
constants [10], r1 and r2 are a random function in the range
[0, 1]. Generally, the default values c1 = ¢2 = 2 have been
proposed, and the parameter « decreases linearly from 0.9
to 0.4[11].

3

2.2 QUANTUM-BEHAVED PARTICLE SWARM
OPTIMIZATION ALGORITHM (QPSO)
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In PSO algorithm, the i-th particle is depicted by its position
vector X; and velocity vector V;, which determine the
trajectory of the particle. The particle moves along a
determined trajectory in classical mechanics, but this is not
the case in quantum mechanics. In quantum world, the term
trajectory is meaningless, because X; and V; of a particle
cannot be determined simultaneously according to
uncertainty principle. Therefore, if individual particles in a
PSO system have quantum behavior, the PSO algorithm is
bound to work in a different fashion. In [12,13], Jun Sun et
al. introduce a Quantum-behaved PSO (QPSO) algorithm.
The experiment results indicate that the QPSO works better
than standard PSO on several benchmark functions.

In QPSO algorithm, only position vector p is needed to
depict a particle, and there is only one parameter B . The
equation is as follows:

_¢l*pi+¢2*pg

p= ®)
o+,
M M M M
$e ($6, 5r S,
mbest=-=_—| = = A ©
M M M M

X(t+1) = p= B*|mbest — x(t) *m(lj o
u

where @, and (0, are a random function in the range [0,

1], pi is the best position of particle i, p, is the position of the
best particle among all the particles in the population. The
global point, denoted as mbest, is defined as the mean of
pbest positions of all particles. B is called Creativity
Coefficient, M is the population size and u is a random
function in the range [0,1].In the process of iteration, + is
decided by the random number, when it is bigger than 0.5,
minus sign (—) is proposed, others plus sign (+) is
proposed.

3.  FUZZY COGNITIVE MAPS
3.1 FUZZY COGNITIVE MAPS

Fuzzy Cognitive Maps (FCM) are soft computing tools.
Concepts are pictured different aspects of the system and
their behavior, and the dynamics of the system are
represented by the interaction of concepts [2]. An FCM
models consists of nodes—concepts, C; (i=1,2...N), where N
is the total number of concepts. Each node—concept
represents one primary factor of the system and it is depicted
by a value A;€ [0,1](i=1,2...N). The weight, Wj;, indicates
whether the relation between the two concepts is positive or
negative. The direction of causality demonstrates whether
the concept C; causes the concept C; or reverse. Thus, the
values of weights are in continuum [-1, 1].

The value A;, of a concept Cj, is obtained by the
transformation of the fuzzy values to numerical values. After
the assignation of values to the concepts and the weights, the
FCM is let to converge to a steady state through the
interaction subsequently described.

At each step, the value A; of a concept C; is influenced by
the values of concepts—nodes connected to it, and is updated
according to the equation [6]:

Alk+1)= 1| A(K)+ YW, A (k) W

where k stands for the iteration counter; and Wj; is the
weight of the arc connecting concept C; to concept Ci.
The function f is the sigmoid function:

1
f(X)=—— 2
(x) l+e ™
Where A > 0. In the present study the value of was set to 1.
This function can restrict the values A; of the concepts
within [0,1]. The interaction of the FCM results after a few
iterations in a steady state, i.e. the values of the concepts are
not modified further.
After the determination of FCM’s structure, and using the
initial concept values A; and the matrix initial Wiy, , which
are provided by the experts, then the FCM is let to converge
to a steady state through the application of Eq. (1).
The heavy dependence on the experts’ opinion regarding the
FCM’s design and the convergence to undesired steady
states starting from the experts’ recommendations are the
two most significant weaknesses of FCMs. However, we
apply the new technique to update the weight matrix of
FCM so as to avoid convergence to undesired steady states.

3.2 THE NEW LEARNING APPROACH

The purpose of the new approach is to search a proper

weight matrix W=[W;;](i,j=1,2,...,N), and then the FCM

is let to converge to a steady state.

Set Cy, ..., Cn, be the concepts of an FCM, and set
out; out,

C

s e (1<Sm=<N) be the output concepts,
while the remaining concepts are considered input or interior
concepts. The output concepts keep in strict bounds:

min < < Amax .
Abuti < i=1,2,....m

ut; — ut; >
Thus, the objective function is considered [14]:

FW)= 2 H(AGE - A, A - A,

(5

m
max max
+ Z H (AOUti - Aouti l u AOUti
i=1
Where H is the famous Heaviside function

0,x<0,
H(x) =

1,x>0,
A)Uti (i=1,2,...,m) are the steady state values of the
output concepts, which are obtained through the
application of Eq. (1). Obviously, the global minimization
of the objective function F is weight matrices that lead the
FCM to a desired steady state.
The application of QPSO for the minimization of the
objective function F, starts with an initialization state, where
a swarm of M particles is generated randomly, and it is
evaluated using F. Then, Eq. (5), Eq. (6) and Eq. (7) are
used to evolve the swarm. When a weight configuration that
globally minimizes F is reached, the algorithm stops.

4. AN INDUSTRIAL
PROBLEM

PROCESS CONTROL
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The proposed learning algorithm previously described, is
applied on a complex industrial process control problem.
This problem consists of three tanks, five valves, one
heating element, one sensor and two thermometers, as
illustrated in Fig. 1. Valve 1 and Valve 2 pour two different
liquids into the tank 1. During the mixing of the two liquids,
a chemical reaction takes place in the tank, and a new liquid
is produced. When the new liquid produced reaches a
specific level, valve 3 opens, and the liquid comes into tank
2 from tank 1. A sensor is placed inside the tank 1 to
measure the specific gravity of the produced liquid. The
temperature of the liquid in tank 2 is regulated through a
heating element, the temperature of the liquid in tank 3 is
measured through a thermometer, when the temperature of
the liquid 3 decreases, this cause the valve 4 to open, so hot
liquid comes into tank 3.
The objective of the control system are firstly to keep the
height of liquid, in all tanks, between some limits, an
upper limit H,,, and a low limit H;, ; secondly the
temperature of the liquid in tank 2 and tank 3 must be
kept between a maximum value T, and a minimum
value Tpy, ; thirdly the specific gravity of the liquid in
tank 1 should be kept an upper limit G, and a low limit
Gmin-
The control objective is to keep values of these variables
in the following range of values:
Gmin <G< Gmax

Hlminngg Hlmax

H i <H'S Hop

I_l3min<1_l3< H3max

Tlmin ngngmax

T2min <"l—‘zgwl—‘zmax

Sensor
Hmax -

Hmin ..

Heating —
Element 1M
s
Hnin ...

Fig. 1. The illustration of a process problem

Fuzzy cognitive map that models and controls this system
is depicted on Fig. 2. It consists of twelve concepts that
are defined as:
1)Concept 1——the amount of the liquid in tank
1.It depends on the operational state of Valve 1, 2,
and 3;
2)Concept 2——the amount of the liquid in tank
2.1t depends on the operational state of Valve 3 and
4
3)Concept 3——the amount of the liquid in tank
3.1t depends on the operational state of Valve 4 and
55
4)Concept 4——the state of Valve 1(closed, open or
partially opened);
5)Concept 5 the state of Valve 2(closed, open or
partially opened);
6)Concept 6 the state of Valve 3(closed, open or
partially opened);
7)Concept 7 the state of Valve 4(closed, open or

partially opened);

8)Concept 8 the state of Valve 5(closed, open or
partially opened);

9)Concept 9 the specific gravity of the liquid in
the tank 1;

10)Concept 10——the temperature of the liquid in
tank 2;

11)Concept 11——the temperature of the liquid in
tank 3;

12)Concept 12——the operation of the heating
element in tank 2.

valvel - ). 0 valveb

thern_tank3

tankl sensor

Fig. 2. The FCM that corresponds to the problem of Fig. 1.

Experts determine the direction of the arcs and the weight
value among the concepts. The ranges of the weights
implied by the fuzzy regions are:

05<W<-03  -04<W;5<-02 04<W;y=<0.7
0<W»<0.5 0<W»<05 0.5<W3<0.75
025<W3<0.75 03<W, <04 04<W5<0.5
JO0SWg<-08 05<Weu<10 -1.0SW,<-0.5
0<W5;<0.75 0<W;;<025 -0.75<Wg<0
05<Wo,<0.7 0<Wos<0.8 0<W,0<0.5
025<W;p<0.7 0<W;;<05 025<W,;0<0.7

the nonzero weight values of initial weight matrix is:
winititl= 1.0.4, -0.25, 0.6, 0.21, 0.38, 0.7, 0.6, 0.36, 0.45,
-0.9, 0.76, -0.8, 0.8, 0.09, -0.42, 0.6, 0.3, 0.4, 0.53, 0.3,
0.6]
QPSO is applied to update the twenty-one nonzero weight
values of the FCMs. The bounds [-1,0] or [0,1], implied
by the directions of the corresponding arcs of the FCM,
are imposed on each weight.
The output concepts for this problem are the concepts C;,
C, G, Gy, Cyp, Cq The experts have defined the
desired regions for these concepts:

0.68<C,;<0.7 0.55<C,<0.75

0.75<C5<0.8 0.78<Cy=0.85
0.65<C(<0.7 0.65<C,;;<0.7

5. SIMULATION RESULTS

In our experiments, a total of 100 independent
experiments have been performed using QPSO algorithm,
and the obtained results compare with the results of using
PSO algorithm.

The parameters of PSO algorithm are defined as follows:
the swarm size is set to 30, the default values cl = ¢2 = 2
have been proposed, the parameter ® decreases linearly
from 0.9 to 0.4, the number of iterations required is 40.
The parameters of QPSO algorithm are defined as follows:
the swarm size is set to 30, the parameter B decreases
linearly from 1.0 to 0.5, the number of iterations required
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is 40.The accuracy for the determination of the minimized

objective function has been equal to 1072,

One of the obtained sub-optimal matrices using PSO

algorithm is the following:

W=[-0.3, -0.26, 0.7, 0, 0.5, 0.54, 0.75, 0.4, 0.5, -0.8, 0.5,

-0.5, 0.51, 0.06, 0, 0.7, 0.8, 0.09, 0.7, 0.5, 0.25]

Which leads the FCM to the desired steady state:
C;=0.6988, C,=0.6297, C;=0.7713, C4=0.7473,
Cs=0. 7707, C¢=0.6737, C;=0.8743, C¢=0.7985,

Cy=0.7807, C1,=0.7127, C;,=0.6738, C,,=0.7872.

However, one of the obtained sub-optimal matrices using

QPSO algorithm is the following:

W=[-0.44, -0.4, 0.71, 0, 0, 0.54, 0.73, 0.4, 0.49, -0.8, 0.81,

-0.57,0.74,0.11, -0.1, 0.71, 0.61, 0.01, 0.25, 0.5, 0.25]

Which leads the FCM to the desired steady state:
C,=0.6909, C,=0.6749, C;=0.7921, C,=0.7275,
Cs=0. 7152, C¢=0.6614, C,=0.8443, C5=0.7986,

Cy=0.7820, C,,=0.7485, C;,=0.6855, C,,=0.7105.

-4
x 10

\ PSO
\ ——— QPSO

Fvalue
w

o 5 10 15 20 25 30 35
Fig. 3. The convergence graph of objective function F

The convergent process of objective function F is illustrated
in Fig. 3. We can obtained the conclusion from the result
that the convergent velocity of QPSO algorithm is much
more faster than that of PSO algorithm. The obtained weight
matrixes lie in experts’ bounding regions. It is clear that the
learning algorithm is capable of providing proper weight
matrices for the FCM, and alleviating deficiencies caused by
deviation in the experts’ suggestions.

6. CONCLUSION

QPSO algorithm is the expanding of the standard PSO
algorithm in quantum space, and has the virtues of briefness
and less parameter. The experiment results indicate that the
QPSO works better than PSO on an industrial process
control problem and QPSO is a promising algorithm. Future
work is directed towards more investigation the new
approach on the applications of different scenarios of the
employed industrial problem as well as applications on
systems of higher complexity.
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ABSTRACT

For linguistic information aggregation, both the inputs and
outputs are expressed by linguistic variables. A linguistic
term implies less information than a precise number does,
but can tell more information than a nominal or ordinal
number can. Using some aggregation operators, the
mechanism aggregating linguistic information can be
represented as a set of weights. Other than the
methodologies of using weights given in advance, the
approach proposed in this paper attempts to estimating the
weights from a set of cases with known aggregation results.
These weights are different from those in an artificial neural
network. They have explainable meaning, and hence more
like the explicit knowledge.

Keywords: Knowledge Discovery, Linguistic Information,
Weight Estimation, Aggregation, and Decision Support
System.

1. INTRODUCTION

The knowledge for aggregating criteria functions to form
overall decision function is important. In the simplest cases
such as both the criterion functions and overall function
present as numerical scores, the knowledge can consist in
determining the criterion weights, by which one can get
overall grade through weighted averaging of all criteria
grades. In the more complex situation, the approach of
artificial neural network (ANN) provides an effective way,
since it has been shown that there exists a three-layers
network can approximate a continuous function for any
required toleration. An artificial neural network can be
trained to learn the processing by a set of instances with
known results. The knowledge is embodied in the linkage
weights between neurons [15]. However, one problem of a
neural network roots in its explanation capability. The
knowledge cannot only be used internally for reasoning and
learning, but also externally for the explanation of results to
a user. The full potential of trained artificial neural network
may not be realized due to its limitation of explanation
capability [1]. Some complementary techniques such as
extracting rules from ANN have been researched, for
instance, in [1, 10].

Uncertainties in inputs and outputs bring more complexity.

When the uncertainty is due to ignorance, aggregating
mechanisms can be constituted based on the Evidence
theory of Dempster and Shafer [18]. Yager has developed a
general framework for information fusing where multiple
sources give their certain information, which maybe conflict
each other [24]. Deng et al. proposed an evidential
combination formula and developed an attribute weight
estimating method in the circumstances each source
information can be uncertain [5].

The best representation of uncertainty is the one that is
able to handle all relevant information available, and does

not require unavailable information [17].

When the inputs and outputs are expressed by linguistic
variables, another kind of uncertainty is involved. A
linguistic term (e.g., when evaluating the “comfort” or
“design” of a car, terms like “good”, “medium”, “bad” can
be used) implies less information than a precise number does,
but can tell more information than a nominal or ordinal
number can. Information will be lost if the terms are
replaced by nominal or ordinal numbers.

Fuzzy set theory, proposed and developed by Zadeh [25],
is often used to deal with the situation where the assessment
information is stated in linguistic terms and some
membership functions can be defined to denote the degree of
the truthfulness of the proposition. The aggregation of fuzzy
opinions can be realized by weighting averaging [2,6,7].

There are some difficulties lying in the application of
fuzzy set theory. One is the agreement of all individuals on
the same membership function associated to linguistic terms
[12], and another is the complexity of calculation on the
fuzzy numbers. Improper methods of calculation may
introduce additional uncertainties not present in the original
problem Linguistic approximation is another problem for
aggregating information using membership functions
associated with the linguistic terms. The linguistic terms
often correspond to regular membership functions, such as
triangular, trapezoidal forms. After operations on fuzzy sets
time and again, the shape of final membership function does
not take normal form when the linguistic variables are
interactive. If a definite result is desired, approximation is
needed to finding a linguistic term whose meaning is the
same or closest to the meaning of the fuzzy set generated by
the linguistic aggregation model [3,19].

Because of the difficulties in defining consensus
membership function and result approximation of the
ultimate irregular fuzzy set, a direct operation method on
linguistic variables has been proposed in [11,12,13]. The
method is based on the concepts of ordered weighted
averaging (OWA) operators, due to Yager [21,22,23], and
convex combination of linguistic labels defined by [4].
However, using linguistic ordered weighted averaging
(LOWA) operator means that all inputs are equally
important for the output, and the weights, which determine
the degree of “anding” and “oring” implicit in the
aggregation, cannot be predefined easily.

In this paper, we extend the LOWA operation by allowing
the inputs may be not equally important. The knowledge
about the aggregation mechanism and importance of each
input variable are expected to be learnable from a set of
cases with some known outcome information.

The paper is structured as follows. In Section 2, the
problem is briefly reviewed. The LOWA operator and the
weights in different means are discussed in Section 3. In
Section 4, we propose an operator allowing for two kinds of
weights, and present how it can be used to aggregating
linguistic information based on mining known behavior
cases. An example is illustrated in Section 5. Finally, some
discussions and conclusions are given in section 6.
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2. PROBLEM DESCRIPTION

The problem is equivalent to a multi-criteria problem, where
linguistic assessments with respect to individual criteria are
to be aggregated to form an overall assessment.

Let AL A, . A, be n criteria in a multi-criteria problem.

X s the set of alternatives. For a proposed alternative

Xxe X, A(x) indicates the degree to which xe X

satisfies the criterion AJ. Our problem is to find out the
mechanism to get the overall assessment of X from the set
of {A,(x)i=1..n}

Many theories and techniques are devoted to the problem
when the assessment information is expressed quantitatively.
When uncertainty involved, fuzzy sets and fuzzy numbers
are often employed. However, some exact numerical values
are still needed in advance, for example, the values of a, b, ¢
in a triangular fuzzy number [a, b, c]. Their determination is
not indisputable in many cases.

A linguistic variable differs from a numerical one in that
its values are not numbers, but words or sentences in a
natural or artificial language. Since words, in general, are
less precise than numbers, the concept of a linguistic
variable serves the purpose of providing a means of
approximated characterization of phenomena, which are too
complex, or too ill-defined, to be amenable to their
description in conventional quantitative terms [12].

Although linguistic terms can be viewed as fuzzy
numbers defined in the [0,1] intervals, we are interested in
how the information in qualitative aspect can be interpreted
and utilized to the maximal extent, and the least unavailable
information is required.

What we can make use of is a number of alternatives with
known aggregated result. They are similar to a series of
cases in case-base reasoning.

Noted that linguistic terms imply less information than
precise numbers do, but can tell more information than
nominal and ordinal numbers can, many techniques such as
decision tree, rough set, or artificial neural network cannot
directly apply [14].

3. LOWA OPERATOR AND WEIGHTS

We begin with the situation where A A2 Ay gre equally
important.
An aggregation operator OWA (ordered weighted averaging)

F can be defined [21], if the domain of each A is [0,1],
j=12,..n

Given

, as follows.

" ,and
NW, e [01], D> NW, =1

i=1

(AL (), Ay (X)rees AL () = By, 85,0 8,)
F(a,,a,,..,a,) = NW,b, + NW,b, +...+ NW_b,

b, '
where i is the !th largest element in the collection
{a,,a,,.,a,}.
The vector NW determines some aggregation structure.

When NW = (L0,...,0) , the aggregation is the least
rigorous one, permitting the alternative is good as long as

one of the criteria is good. F behaves as a pure “or”
operator. At the other extreme NW =(0,...,0,1) , the

alternative is desired to satisfy all the criteria. F becomes
a pure “and” operator. An ordinary aggregation acts like a
combination of “or” and “and”. Note that one of the OWA
operator’s advantages is that it makes possible that
deficiency of the alternative on a criterion cannot get
compensated from the other criteria.

A measure of “orness”” associated the weight
W =W, W,,..,W,) can be defined as

orness(W) = (1/(n-1))" ((n—i)W,)
i=1
It is obvious that for \w =(10,..0), ornessw)=1; for
W =(0,...01) » orness(W)=0; and for w =(@/n1/n,..1/n):
we have orness(W)=1/2-
Some weighting functions have the same degree of “orness”,
for instance, fOFW=(0,...,0,1(M),2,0,...0), where n is odd,

orness(W) is 1/2. The difference is that the latter is more
volatile and uses less of the input. Hence a measure of
“dispersion” (entropy) associated with a weighting function
can be employed:
dispersion(W) =-> "W, InW,
i=1
In linguistic situation, A, (%) is not an accurate number in

[0,1], but relates to an appropriate linguistic term set,

S={sli E{O"“'T}}, which is chosen and used to provide
vague or imprecise performance value about alternatives
according to the different criteria.

For example, S can be the set of
{s, = None,s, =Very _ Low,s, = Low, s, = Medium ,

s, = High,s, =Very _ High, s, = Perfect }
If the term set has the following characteristics:

& Thesetisordered: > = Si jf 1 = ) ;

Neg (s;) = s

<> There is the negation operator: I'such

that j=T —i

An aggregation operator, LOWA ¢ can be defined to
compute directly on linguistic labels [12]. For the label set

{a,,a,,..,a,}
$(a,,a,,., a,)=NW -BT = C"{NW ,b,,i=1,.

=NW,Ob, ®(1-NW,)® C"{B,.b,.h=2,.,n}

where, NW and B={b,...b,} are as before,

, and C™ s the convex

2
combination of m labels and if M = 2, C is defined as

C2{NW, b, i =1,2}

=NW, Os; ®(1-NW,)Os; =5s,,s;,5, €S,(j 21)

such that K =min{T,i+round(NW,-(j=)} \here
b, =s;,b, :si_
iF MWL oang NWe=0 iy T YT hen e

“ The concept of orness and andness was first introduced by
Dujmovic in 1974 (see [8,9]).
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convex combination is defined

C"{NW,,b,,i =1..,m}=b,

So, calculating the weighting vector of LOWA operator,
NW is a basic question to be solved.

On the other hand, generally, the criteria are not really of
equal importance. Issues of weighted aggregation operators
have been studied in [7,12,16,22]. How to identify the

importance weight vector IW of criteria and integrate it
into the aggregation process is another problem.

4. WEIGHT ESTIMATING

LOWA operator with determinate weights

Most of the information aggregation methodologies in
literature presume the weights are given in advance. Since it
is not easy for the decision-maker to give certain and
consistent weight vector, the weights are often regarded as
fuzzy numbers or linguistic variables (e.g. [20]).

In our methodology the decision maker need not provide
the weights subjectively; weights are regarded as interior
quantitative variables.

We are first at the position to construct a general
aggregation mechanism allowing for the both kinds of
weights.

If the importance weight vector of criteria is
W W, e [01],> W, =1
e o nzl ' ., then for  some

X (A (X), A, (X),..., A, (X)) =(a;,8,,.,a,)

aggregation operator 4 can be defined as:
o(a,,8,,..,) =C™{W, b i =1,..,n}

, an

where , O s
a permutation over {1,2,....n} such that

(b.,b,,....b,) = (aa(l):aa(z)v---’aa(n))_

When s \w w ) - 0" p(a,,a,,..,a,) is

i=1

defined to be
min{a,,a,,...,a,} = min{b,,b,,....b, }.

For the operator ¢ (we can call it LOW?A), we have
simple properties as follows.
DIf NW =(/nl/n,.1/n), then W,

p(a;,a,,., a,) =
n .

C"{IW, ,a,4,1=1..,n}
This means that the aggregation result is consistent with the
weighted averaging using criteria grades and criteria
importance.
2) If IW=(@/nl/n,..1/n), then @ =¢
This means that if the criteria are equally important, then the
aggregation is identical with the ordinary LOWA operation.
3) If yw =1 for some ie{l,2,.,n} and nw 0 for

all ! then ¢(a,a,,...,a,) =g
In other words, if all the criteria but the ith criterion are not

important, then the aggregation result is determined by the
assessment on the ith criterion.

W, =1 = .
Proof:  Because o , and W; =0 with
j#o i) V]
wehave 7 (31@zmm @) = b, =2,

HiE W =0 for some €{L2Ze N} then
(2,8, 2,) is independent of 4

Proof: This is obvious from the fact of ¥ - = = ©

and
m
the definition of the convex combination C

The function of 4 can be illustrated by a simple
example.
Assume the aggregation problem involves four criteria.
NW = (0.25,0.25,0.25,0.25) . which means both

the “orness” and the “andness” of aggregation are 0.5, and
the “dispersion” is maximum.
For an alternative X, if its assessment about four criteria

is (50’83’32’54), the aggregation result by ordinary

LOWA operator will be ¢ = s; , Which doesn’t take
account of the importance of the four criteria.
However, if the criteria weight vector is given, for

instance, W =(0.2,0.3,0.4,0.1) then one can
calculate W = (0.1,0.3,0.4,0.2) ' gng @ = S5 Tpjs
is justifiable since the assessment for X on the 3" criterion
is S, and the importance of the 3rd criterion increases.

Weight estimating model

Making use of the LOW?A operator defined above, the
aggregation mechanism is mapped to configuration of the
weights NW  and 1w

We are now at the position to build a model to learning
the weights from the set of alternatives with known
aggregation results.
Taking NW,,..., NW_, IW,, ..., IW, as
according to the cases and information given, a
mathematical programming can be established as follows.
1) Each alternative case (a;,a,,...,a,) With known

variables,

S . . .
result “Kcan be transformed into a constraint equation.
9(a,,8,,..,8,) = S,

2) The information about the comparison of criteria
importance should be expressed by equation or inequation in
weight variables.

3) The objective function can be maximizing or
minimizing the dispersion of NW ,or W, or both.
The ultimate model turns out to be a nonlinear
programming.

5. AN EXAMPLE

In this section, we employ an example to show how the
approach can be used to evaluate the experts through their
own evaluation history.

For a group of alternatives C;,C,,C;,C, , the

assessment results according to four experts and their actual
performance ranks are as follows (ai]_ is the assessment of
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the alternative c, given by the ith expert).

1)For C;: @, =S;,8, =S5,d;3 =8S,,a, =S;,

its actual performance turns out to be Sg .

2)For C,: @, =S;,8, =8S;,8; =8S5,8,, =S,

its actual performance turns out to be S, .

3) For C;: @3 =S,,8y,; =S5,8;3; =8S5,8,3 =S,,

its actual performance turns out to be S4 .

4)For C,: &y, =S;,8y, =S;,85, =S;,ay =S;,
its actual performance turns out to be S,.

In addition, it is known that the 3rd expert is more
knowledgeable than the 2nd expert.
Then, the mathematical programming minimizing the sum

of dispersion of NW and of IW can be described as:
4 4
max — > NW ;In NW - IW In IW

i=1 i=1

St.o(s;,8:,S,,S) =S¢
@(S;,53,53,5,) =S,
P(S4,55,53,8,) =S,

@(S115651,S0) = S3
w, > Iw,
NW, >0,IW,; >0,(i =1,2,3,4);

i N :1,24: w, =1
i=1 i=1

Solving this programming, one can get,
NW = (0.225,0.246,0.248,0.28);
IW = (0.243,0.244,0.244,0.269)
If the objective is to minimize the sum of dispersions, the
result will be:
NW = (0.,0.244,0.310,0.446);

IW = (0.,0.308,0.308,0.383)

This means, the overall performance can be obtained
without the evaluation information due to the first expert. It
doesn’t mean the first expert is the least knowledgeable,
since there may be another sets of weight configuration can
lead to the same conclusion. Nevertheless, the uncertainty
will be reduced when more information is given or more
cases are presented.

Using these weights, aggregation over a new alternative
can be processed conveniently.
It can be seen that, for some alternatives, if their actual
performance can’t be identified definitely, the information in

other form, such as ¢(a,;,..a,)>(a,,..a,) (i.e. the actual
performance of o is better than ¢, ), can also be easily
integrated into the model.

6. DISCUSSIONS AND CONCLUSIONS

In this paper, we present an aggregation approach based on
regression from a set of cases. The weights, which play a
key role in aggregation, are adjusted essentially by the case
set. So the cases should be selected carefully. The case set
may be expanded incrementally. For example, if a new
alternative, assessed by the expert, has a result evidently

different from the one obtained by this approach, then the
alternative should be considered to add as a member of the
case set.

An amendment of the model can be a goal programming
with some percentage of the cases satisfying constraint
equations.

Compared with the weights learned from an artificial
neural network, the weights obtained here have explainable
meaning.
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ABSTRACT

BPNN (back propagation neural network) has advantages
of good learning and memory, but it hasn’t the ability to
train samples with qualitative attributes. On the contrary,
fuzzy clustering of rough sets based on fuzzy equivalent
matrix has the advantage. In the paper, Fuzzy clustering
of rough sets is used as anterior processor of BPNN,
which is to say that firstly data records are partitioned by
fuzzy clustering of rough sets and then are inputted into
BPNN to be learned and memorized. BPNN model based
on fuzzy clustering of rough sets and model of
Multivariate Linearity Regression are both applied in
costume field. By comparing the results of BPNN model
with that of Multivariate Linearity Regression model, the
results show that the BPNN model based on fuzzy
clustering of rough sets is more effective and practical.

Keywords: Artificial neural network, BPNN, Fuzzy
clustering, Fuzzy Equivalent Matrix, Fuzzy Similar Matrix.

1. INTRODUCTION

There are many useful rules for production and life in
practice, outside of which are known, however, the inside is
undefined. Function simulation is adopted in order to solve
problems of this kind. The excellent capability of function
simulation of ANN (artificial neural network) makes it one
of best choices to simulate unknown function. Since the MP
model was advanced by McCulloch and Pitts in 1943, ANN
develops more and more quickly and always is a hot topic
except in the intervals of two low tides. ANN trains samples
by means of corresponding relationship between input and
output of samples, and then reaches to favorable simulating
effect in tolerable range so that the network can be used to
simulate response of things. However, ANN can’t be used to
solve qualitative attributes, which is primary difficulty.

Rough sets can be used to accomplish clustering of
objects, the attributes of which can not only be quantitative
but also qualitative. Therefore, fuzzy clustering of rough sets
is used as anterior processor of BPNN in this paper. Samples
firstly are clustered by fuzzy clustering of rough sets, and
then are inputted into BPNN. Finally, BPNN model based
on fuzzy clustering of rough sets and multivariate regression
model are both applied to size classification of costume. By
comparing the results of the two models, result shows that
the BPNN model based on fuzzy clustering of rough sets is
more perfect and effective.

In section 2, the fuzzy clustering and its corresponding

theories are introduced, which can be used to prune
redundant attributes. Theory, structure and training process
of BPNN are presented in section 3. Finally, the practical
instance and its solution are given in section 4.

2. FUZZY CLUSTERING THEORY

Clustering algorithm is a method in common use in data
mining. Existing clustering algorithms in common use are
composed of partitioning method, Analytic Hierarchy
Process, density method, grid method, and so on. Aiming at
rough sets decision-making table consists of qualitative
attributes and quantitative attributes, objects of rough sets
can be measured by a measurement of comparability in
statistics and be translated into fuzzy similar matrix [1],
which will be formed into fuzzy equivalence matrix by
transferable close package. Consequently clustering without
surveillance will be accomplished.

2.1 Theory of Rough Sets

Knowledge system can be described as a four-item group:
S= (U, A, V, 1), U is set of all objects of data set, A is set
of all attributes of data set, A=CUD, C is set of
conditional attributes, D is set of decision-making
attributes, V is set of attribute value, and f: UXA—V is
info-function and it designates the attribute value of every
object.

Table 1.Decision-making table

Object a; a, az .. an d
Xy X1 X12 X13 X1m d;
X X21 X22 X23 .. Xom d;
X3 X31 X32 X33 e X3m d;
Xn Xn1 Xn2 Xn3 (XX Xnm dn

Table 1 is decision-making table, {X;,X,X3,...,X,} 1S set
of objects, {a;,a,as,...,a } is set of conditional attributes
and {d} is set of decision-making attribute.
Decision-making attribute, which contains two attributes
or more, can be easily split into only one attribute [2].

2.2 Fuzzy Clustering Algorithm
Because attributes of object may be composed of

qualitative attributes and quantitative attributes, the
measurement of comparability must be flexible.
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Euclidean distance like formula (1) often is adopted for
quantitative attributes and Hamming distance like formula
(2) usually is used for qualitative attributes. In order to be
short and sweet, d; can be expressed as X+ and
qualitative attributes stay behind quantitative attributes.
Euclidean distance:
1

dE(Xian):[Z’Xik_Xjk |2]E 1)
k=1

X;, Xj are two random objects, and r is the total
number of quantitative attributes.
Hamming distance:
m+l1

dH(Xian)=Z|Xik_Xjk (@)
k=r

The value of Hamming distance of two objects is 0
when their value of the same qualitative attribute is
equivalent, otherwise the value is 1.

In order to describe the clustering clearly, now the
paper gives some definitions and theorems.

Definition 1: Supposing R=(r;j) mxm is a fuzzy matrix,
if R satisfies conditions: D self-same: riiZI;@symmetry:
riJ-:rji;@ transfer: max {min(rj,ryj)| I<k<m}<ry, then R is a
fuzzy equivalent matrix.

Definition 2: Supposing R=(rjj) mxm is a fuzzy matrix,
if R satisfies conditions:@ self-same: r;=1;@symmetry:
r;=Tji, then R is a fuzzy similar matrix.

Definition 3: Supposing R and S are fuzzy similar
matrixes, then the multiplication of fuzzy similar matrixes
is defined as following:

T=R&S=(t;j) mxm, tij=max {min {ry,sij}|1<k<m} (3)

If S=R, then R&S can be denoted as R>=R&R.

To popularize the algorithm, R*= RsR#...5 R&R.

Theorem 1: Supposing R=(r;}) m«m is a fuzzy similar
matrix, then there will be a natural number k(k<m), which
satisfies the conditions that R* is a fuzzy equivalent
matrix and R*=R%(d is a natural number and d>k).

Correlation of two random objects is measured by
following formula:

r 1 dH(Xi’Xj)

r(XA xA)z —
U myd max d (x,,X,)
1<u,v<n
m+1-r _ dH(Xian) &)
m+1 max dy (x,,X,)
1<u,v<n

Formula (4) denotes similar coefficient and similar
degree of x;and x;. Denominators are maximal value of
Euclidean distance of quantitative attributes and maximal
value of Hamming distance of qualitative attributes. A
fuzzy similar matrix can be obtained by computing
objects like formula (4). According to theorem 1, the
relevant fuzzy equivalent matrix can be obtained, then
designating threshold & Objects, whose similar
coefficient in fuzzy equivalent matrix is larger than or
equal to ¢ , are partitioned into one part and other objects
are partitioned into another part. As long as we want to
keep partitioning, we can continue use the algorithm of
fuzzy clustering until it satisfies needs.

3. BPNNALGORITHM

Usually, there are plentiful data, and it is necessary to
abstract data from large numbers of samples. The easiest

method to abstract data is proportional selection, which is to
select appropriate sample randomly. Then, after having
removed the redundant attributes of objects, these samples
are the input data of BPNN. Fuzzy clustering is used just as
the anterior processor of BPNN.

The detailed algorithm of BPNN is presented in following
sections.

3.1 BP Neural Network Theory

Haben Layer

Input Layer

a=f(Wpb)
AW Wbt
Fig. 1. Structure of BPNN

Fig.1 is the structure of BPNN with only one hidden
layer. Superscript of letters denotes serial number of
computing layers. In first computing layer between input
layer and hidden layer, R is the total number of nerve
cells in input layer. p; (i=1,2,3,...,R) is i element of input
sample. W! is the weight matrix between hidden layer
and input layer. le,i is weight between nerve cell i in
input layer and nerve cell j in hidden layer. b'; is the
threshold of nerve cell i in hidden layer. n'; is the input of
nerve cell i in hidden layer. f* is transmission function. a*
is output vector in hidden layer and input vector in output
layer. The second computing layer between output layer
and hidden layer is just the same [3].

Usually, sigmoid function as Eq. (5) is used as the
transmission function in hidden layer.

fl = # )

1+e™

Transmission function in output layer generally adopts
linearity function:

f2 =ax+b (6)

BPNN algorithm consists of four processes as follow:

1) Forwards propagation, which is the process that
data transmits from input layer to output layer through
hidden layer.

2) Error back propagation, which is the process that
error between target output and actual output transmits
from output layer to input layer through hidden layer.

3) Repeating memory training, which is the process
of alternation between forwards propagation and error
back propagation.



746 DCABES 2006 PROCEEDINGS

4) Network tending to convergence, which is the
process of error verging minimum.

Essential thought of BPNN is LMS (Least Means Square),
which adopts gradient-searching method and expects
squared error sum between target outputs and actual output
minimum [4].

3.2 Training of BPNN

Monolayer network is too simple to satisfy actual demand
because of the complexity of practical problems, so
multilayer network is often adopted in practice. But too
many layers will lead to network structure complex and
model hard to establish. BPNN with one hidden layer can
simulate arbitrary function if only the number of nerve cells
is enough large [4]. Therefore, it is widely used in practice.

The nerve cells in output layer can be limited into only
one by partitioning the network.

Firstly, the training propagates forwards and produces
the output of BPNN as following equations:

a’ =p, ™
a m+1=fm+l(wm+lam +bm+l),m:0,1,..-,M‘1 (8)
a'm =a'm+1 (9)

Squared error sum of each sample is able to obtain by
computing as Eq. (10).

Eq = Z(tj,q - a'MJ',q)2
= (10)

In Eq. (10), Eg is squared error sum of sample q and M
is total number of computing layers. The average of
squared error sum can be computed as Eq. (11).

Q
E = L > E,
Q T )

In Eq. (11), Q is the total number of samples. In this
paper, there are two computing layers, so M=2. tjq is
element j of target output of sample q, an,q is element j of
actual output of sample q, and s™ denotes sensitivity of
output layer.

Secondly, error propagates back.

oa
SMi = -2(1:j -aj)— , sensitivity propagates from

i
M
on™i

last layer to first layer like: s¥ —>s™' —> || —>¢—>
1
S.
sm :Fm(nm)(Wm+1)T sm+l (12)

Sensitivity of layer m can be obtained by computing as
Eq. (12). (W™ Tis transpose of weight matrix of layer
m+1. F™ (n™) is diagonal matrix and the element of row i
and column j is expressed as Eq. (13).
ot (@™)

on'";

Finally, the weight can be modified as Eq. (14) and Eq.
(15).

W™ (k+1)=W™ (k)-Lrs™ (a™")" (14

b"(k+1)=b"(k)-Lrs™ (15)
In Eq. (14), W™ (k+1) is the new weight matrix of layer
m for k+1 times, and it is equal to weight for k times plus
a increment —Lr s™(a™")". Lr is learning rate of BPNN
and (a™")T is output transpose of layer m-1. In the same
way, corresponding threshold is expressed as Eq. (15).

£ (n™)) (13)

4. INSTANCE ANALYSIS

Firstly, collects some history data of male costume from
corporation, tidies data up. More than 2000 records are
collected, which contains man-made index data and
corresponding size data. 800 records are randomly
abstracted as samples, in which 600 records are training
samples and the rest are test samples. SQL Server [5] is used
as database. There are samples in Fig.2.

shg [ [yw  [tw |zik |bc [xde |byve |gve [hbk |quk |vwdz [ph fzgg

175 102| 94| 105| 48[ 56| 75| 47| 4| 45| 44| 105|feat [175/1004
170] 90| 78] 96| 43| 54| 73| 39| 42| 39| 38| 102|feat |170/8BA
178] 93| 78| 101| 44( 57| 76| 41| 42| 39) 39| 106|small |175/924
172] 93] B3| 100) 46] 57| 74| 41| 43| 39| 39| 104|bi 175/924
170| 102| 92| 10%5| 45[ 53| 68| 41| 43| 41| 41| 98|small [165/104B
168] 93| 83| 96| 43| 53| 69| 40 41| 39) 38| 99[small |185/924
170] 98| 89| 103| 44] 53| 72| 41| 43| 40| 40| 10Z|feat [170/100B
178] 92| 83 97| 44| 56| 77| 43| 45| 39) 38| 106|small |175/924
166] 90| 77| 97| 44| 52| 68| 39| 42| 39) 38| 97|feat |165/88A
176] 103] 93] 103) 46] 59| Th| 43| 44| 41| 43| 106/kig [180/104B
174] 97| 85| 98| 46| 57| 74| 41| 43| 39| 42| 103|feat |175/96A
174] 91| 78] 99| 44| 55| 75| 40| 43| 39) 37| 104|feat |175/924
173] 103| 92| 104 45] 53| 72| 42| 44| 42) 41| 10Z|small [170/1004
172 104| 97| 104| 46] 55| 69| 44| 45| 42) 43| 100|feat [170/104B
184 107| 96| 109| 47| 58| 78| 43| 45| 42| 44| 109|small [180/108B
170] 99| 87] 99 45[ 52| 70| 40| 43| 41) 40 100|small [165/1004

Fig. 2. Part of samples

Fig.2 is part of samples. Each record is costume
information of each person. The numbers in Fig.2 are
body data, and ph is preference of each person and fzgg is
size standard of each person. After samples being
pretreated, they should be clustered by fuzzy clustering
algorithm based on rough sets and then be inputted into
BPNN model to train. The run of BPNN is like Fig.3.

I=IE
BP NN Model

Network parameters| Standard BP Algorithm |Test|

Initial parametsrs

Frror limit f).cm:m Training tines [50 & 2
Tnit-wights zandoa Yoz 5] Gradiemt factor b Ir oot Everey

Get init-weighte | Save init-weighte|[ Train || Save final weighte | piual srserd® 200

Lo

Errer

an' = 100 150 200 20 30 = 400 & Pl

Traim tines

Fig. 3. Run of BPNN

Parameters in Fig.3 are parameters of BPNN. After all

parameters are inputted, start the training. The change of
squared error sum of training is like the curve in Fig.3. Save
the weight matrix and threshold until average of squared
error sum is in an acceptable range, and exit the training.
In order to verify the practicability of the model,
Multivariate regression model is also established according
to same samples. Finally, BPNN model can be used to test
samples. The results of test samples are as Table.2.
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Table 2. Results of test

Target Output OE?;;\IOf Moulllttilzfl:r_i(:lie

Regression
175/100B 175/100B 175/100B
175/96 A 175/96A 175/96A
175/104B 175/104B 175/104B
175/100B 175/100B 175/100B
170/100B 170/100B 170/102B
180/104B 180/104B 180/104B
175/100B 175/100B 175/100B

Numb;; ;)f feat 167 107
Rawe of feat | g3 550, 53.5%
size

The results of test in Table.2 show that the feat rate of
output of BPNN based on fuzzy clustering of rough sets is
83.55%, which outclasses that of Multivariate Regression.
So BPNN based on fuzzy clustering of rough sets is
practical and effective.

5. CONCLUSIONS

Because of the disadvantages of BPNN, it can’t be used to

train samples with quantitative attributes. However, fuzzy
clustering of rough sets overcomes the flaws, and it is
combined with BPNN in the paper. Fuzzy clustering of
rough sets is used as anterior processor of BPNN. Then, the
BPNN model based on fuzzy clustering of rough sets and
the Multivariate regression model are both established in
size classification of costume in order to show the effect of
BPNN model. Finally, test samples are inputted into the two
models, the results of test show that the accuracy of BPNN
model based on fuzzy clustering of rough sets is outclasses
that of Multivariate Regression, so it is more practical and
effective.
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ABSTRACT

A calculated method is proposed which uses the region
areas to modulate the pulse of the corresponding neurons
in PCNN. The edge detection for the blurred Image with
noise can reduce the noise and obtain a precise edge value
of the image. First, based on the analysis of the difference
between the edge pixels and the noise pixels, it proposed a
method, which suppresses the noise by the region areas.
Second, it suggested that image segmentation uses the
pulse of the corresponding neurons in PCNN. The
experimental results show that this method is effective and
feasible.

Key words: Region Area; PCNN; Edge Detection; Noise.

1. INTRODUCTION

Edge detection is one of the most commonly used
operations in image analysis, and there are probably more
algorithms in the literature for enhancing and detecting
edges than any other single subject. The reason for this is
that edges form the outline of an object. An edge is the
boundary between an object and the background, and
indicates the boundary between overlapping objects. This
means that if the edges in an image can be identified
accurately, all of the objects can be located and basic
properties such as area, perimeter, and shape can be
measured. Since computer vision involves the identification
and classification of objects in an image, edge detection is
an essential tool.

Faced with the blurred Image with noise, we should
suppress the noise, and extrude the edge at the same time.
Now image smoothing is the set of local methods whose
predominant use is the suppression of image noises---- it
uses average filter and median filter; and image sharpening
is the set of usual methods whose predominant use is the
detection of image edges ---- it uses Sobel operator, Kirsch
operator, canny operator and Laplacian operator. These
operators are represented by a collection of masks. They
have some questions ----- a weak self-adaptability, a
sensibility for the noise etc. It is our goal to find an edge
detection method of a stronger self-adaptability and
counteracting noise. So, based on the characteristic of noises
and edge pixels, an edge detection algorithm is proposed
which uses the region areas to modulate the pulse of the
corresponding neurons in PCNN.

The Pulse-Coupled Neural Network, PCNN, is different
from traditional artificial neural network. PCNN, according
to pulse bursts phenomenon in the visual cortex of cat,
monkey and so on, has biological background and was
applied to image processing, image recognition, moving

object recognition, communication,

[1,2,3,4,5,6], etc.

optimization

2. BASIC PCNN MODEL

According to the phenomena of synchronous pulse bursts in
the cat visual cortex, Eckhorn brought forward the linking
field network [7]. When experimental objects are monkeys,
the same results of experiments are obtained [8]. When
some modifications were introduced to the linking field
network, it became PCNN-pulse coupled neural network.
The Eckhorn model is shown in Fig. 1.

| Adjust
threshold i

-
3 Cutput

Receptive | Modulation
field | field

Fig. 1. APulse Coupled Neuron

PCN (Pulse Coupled Neuron) consists of three parts: the
receptive field, the modulation field, and the pulse generator
(See Fig. 1.). A PCN receives signals through the receptive
field. There are two channels in a PCN. One channel called
F channel is feeding input; the other called L channel is
linking input. There are different synapses with different
time constants in each channel. In general, the feeding
connection has a slower characteristic response time
constant than that of the linking connection. In modulation
field, the linking input L is added a constant positive bias
firstly. Then it is multiplied by the feeding input F and the
bias is taken to be unity.

The equations from (1) to (5) describe this model [4]:

R _e °F Rj (1=1)+ Sjj +Ve XMy vy (1= €y

Lij(m _e L Lij (0 =)+ V| ZWijq Yy (n-1) )
Ujj (n) = Fj (M)(@+ ALjj () (3)
6 j(n) = e_ageij (n=1)+VyYij(n-1) 4
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Yij (n) = step (U ij (n)— gij (n)) 5)

Where s.. . L:,U

ij i
neuron, feedback input, linking input, internal activity and
dynamic threshold respectively? M And W are linking

weight matrices (generally w =M ), VE.V .V, are

b is the external stimulation of

amplitude constant are time decay constant, n is

1 OZF ' Q'L y 0!9
a cyclic iterative time, and Y is binary value output.

A two dimensional image (M *N ) can be thought as a
PCNN network with M *N neurons, and the gray level of
pixels can be thought as Sij, the input of the neuron.

Obviously, M and w are the interior linking matrixes.
When there are pixels whose gray levels are approximate in
the neighborhood of M andw , one pixel’s pulsating output
can activate other corresponding pixels having the
approximate gray level in the neighborhood and let them
generate pulsating output sequence (n) . Obviously Y (n)

contains some information about this image such as regional
information, edge, and texture features. Then the binary
image constructed byY (n), the output of PCNN, is the

segmented image. This is why the PCNN achieved the
image segmentation.

3. IMPROVED PCNN ALGORITHM

Faced with the blurred Image with noise, we should
suppress the noise, and protect the edge at the same time.
We know that protecting edge and suppressing noise are
incompatible. Protecting edge is to increase the brightness
margins between the pixels, but suppressing noise is to
decrease them. How to resolve this problem?

The noise means that an image is corrupted with noisy
pixels whose brightness differs significantly from that of the
neighborhood. The noise is usually described by its
probabilistic characteristics, such as Gaussian noise,
Salt-and-pepper noise, etc. In this paper, we consider only
Salt-and-pepper noise. The Salt-and-pepper noise is used to
describe saturated impulsive noise. It usually locates the
brightest area or the darkest area of the pixels brightness.
This noise’s region areas are smaller. So we think that it is a
noise if a region area is smaller than a special threshold.

In the case of noise density is not big, the function Eij
is:

1, for P(i, j) is not a noise
E; = (6)
0, for P(i, j) is a noise
Where P (i, j) is a pixel of an image.

Following is the procedure to judge whether a pixel is a
noise:
Stepl.

Let pixel P (i, j) to be used as the center. If its 8-
connected neighborhood satisfies a property of similarity
with P (i, j), merge it.

Step2.

Let new merging pixel to be used as the center. Repeat
Step 1 until the region can’t grow.

Step3.

Calculate the area of the region. Compare it with the
special threshold (T). If area<T, P (i, j) is a noise; else it
isn’t.

Because the pixel of an image can either be the noise or
non-noise, the threshold is confirmed by using the minimal
threshold of the region area histograms. An area histogram
is given in Fig. 2.. The horizontal axis is the area and the
vertical axis is the number of area regions.

60

50 —

40 4

30 —

20 -

10 -

Fig. 2. The region area histogram

The region area is the total number of the pixels in the
region. But it is believed that the neighborhood pixel is in
the same region, its gray-levels difference is within certain
limit in actual calculating.

This paper does not calculate the pixel edge value of an
image by its gray-levels directly. It is to take the gray-levels
of an image as the input of PCNN. Replace the gray-levels
in the algorithm with the margin of an internal activity and a
threshold(uij —‘9ij)' and use the function Ejj to regulate a

pulse value of the neuron.
YIJ (n) = step (Ulj (n)—&u (n))*EIJ (7)

Replace equation (5) with equation (7). The algorithm is
called Improved PCNN. The Work principle of Improved
PCNN is the same as the traditional PCNN.

4. EXPERIMENTAL RESULTS

Several experimental results are presented in this section to
demonstrate the power of our Improved PCNN algorithm.

(a) (b)

(c)

Fig. 3. Results for the testing image (a) original image
(b) Laplacian algorithm (c) Improved PCNN algorithm

The blurred image, with salt and pepper noise, is employed
and is shown in Fig. 3. (a). Edge Detection using our new
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algorithm is compared with Laplacian algorithm. Fig. 3. (b)
shows the result of using average filter and Laplacian
operator filter. Fig. 3. (c) Shows the result of using our
Improved PCNN algorithm. It can be seen that the
difference between the original and the new filtered image is
obvious, which implies that the ability of preserving edges
and details of the new algorithm is quite well. All noisy
images are generated by MATLAB 6.x, each channel of
which is corrupted independently with impulsive salt and
pepper noise.

In our experiments, the area threshold: T =5, the
parameter of PCNN:

Vy =20,Vg =05V =02,ay=02,af =01 =03 MAnd
W masks are:

0.707 1 0.707
1 1 1
0.707 1 0.707

It is found that the results of algorithm appear in periodic
repetition with the iterative numbers and are shown in Fig.
4..

So, the choice of the circulation iterative number n is
related to the examination result of the image directly. It is
said that n has a best value for particular image and the
parameter of PCNN. In our experiments, choose n value is
26 by repeated comparison. The regulation of this approach
remains to be further studied.

Fig. 4. Results for the periodic repetition
(@) n=17 (b) n=26 (c) n=39

5. CONCLUSIONS

A new edge detection algorithm is proposed for the blurred
Image with noise. The algorithm is divided into two groups.
First, based on the analysis of the difference between the
edge pixels and the noise pixels, it proposed a method,
which suppresses the noise by the region areas. Second, it
suggested that image segmentation uses the pulse of the
corresponding neurons in PCNN. So this algorithm has a
stronger self-adaptability and ability to counteract noise. The
experiment shows that this method is effective and feasible.
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ABSTRACT

In this paper, the method of improving GM (1,1) model is
put forward based on multiplex transformation. First, the
necessary and sufficient condition of smooth sequence is
given. It is proved that smooth degree of sequence can be
enhanced under some conditions. Secondly, the new concept
of multiplex transformation is proposed because the
enhancing smooth degree of sequence is limited by adopting
unitary transformation. Thirdly, the mechanism of enhancing
smooth degree of sequence based on multiplex
transformation is studied and the steps of improving GM (1,
1) model based on multiplex transformation is presented.
Finally, the method is applied in building the model of
per-capita power quantity and the results show the method
presented in this paper is effective.

Keywords: Grey Model, Multiplex Transformation, Smooth
Degree.

1. INTRODUCTION

Grey system is such a system which includes incomplete
information about elements, structure relation and
behavior. Grey system theory was first proposed by
professor Deng in 1982 and has already been widely used
in many fields. Although lots of achievements have been
made in application of grey system theory, there are some
failures in building grey models. The reason of failure is
that the smooth degree of sequence can not meet
necessary requirement. It is proved that the smooth
degree of sequence is one of key factors in building grey
model. The precision of GM(1,1),GM(n, h), Verhulst
Model and SGM(1,h) mainly dependents on the smooth
degree of sequence[l,2,3,4,5,6,7,8,9]. The higher the
smooth degree of sequence is, the better the precision of
model is. Therefore, improving the smooth degree of
sequence is  significant for increasing grey model’s
precision. In order to enhance the smooth degree of
sequence, some transformations such as logarithm

* This paper is supported by the Natural Science
Foundation of Zhejiang Province, P.R .China(No :
602016)and Returnee Foundation of Ministry of Personal,
P.R.C.(N0:2003236)

transformation, exponent transformation and power
function transformation [10, 11, 12, 13] were put forward
respectively. But unitary transformation is often not
perfect in some applications.

In this paper, the method of improving GM (1, 1) model is
put forward based on multiplex transformation. First, the
necessary and sufficient condition of smooth sequence is
given. It is proved that smooth degree of sequence can be
enhanced under some conditions. Secondly, the new concept
of multiplex transfer is proposed because enhancing smooth
degree of sequence is limited by just adopting unitary
transformation. Thirdly, the mechanism of enhancing
smooth degree of sequence based on multiplex
transformation is studied and the steps of improving GM(1,1)
model based on multiplex transformation is presented
Finally ,The method is applied in building the model of
per-capita power quantity and the results show the method.
Presented in this paper is effective.

2. REVIEW OF ENHANCING SMOOTH DEGREE
OF SEQUENCE

Let {XOk),k=12..n7} be any

non-minus date sequence, for Y ¢ >0, if there exist

Definition[14]

Ky ,when k >k, the following
XK _ xX'®

inequation 3 :X(])(k ])<5 is held ,then the
X0
i

sequence {x¥(k),k =1,2,...,n} is defined as smooth

sequence.
Theorem 1[14] The sufficient and necessary condition for

{x@(K),k =1, 2,...,n}to be smooth sequence is that
x? (k)

I_(Z_l:X(O) (I)

function is decrement with K .
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Theorem2[14] For any sequence X(K) > 0, if non-minus
transformation I, (X(K)) can be expressed as follow:

R (x(k)) = x(k) - f;(k)
where  f;(K) is non-minus and monotone descending

F(xk) _ x(k)

Then inequality 4— k—1
ZFi(X(i)) > ()

i1
If X(K) is monotone ascending absolutely, several

transformation function which are accordant with this
theorem are given as follows:

1. F(x(k) = (x(k))™*, x@®>La>0

. F(xk))=(x(k))'?, p>1.

. F(x(k)) = x(k) /(k +C)*, & >0,k+C >0
V. F(x(K)) =Inx(k), x(k)>1

V. F(x(K)=x(K)/In(@-k+C), a-k+C>0
VI F(x(k))=a"®, 0<a<1

absolutely.

is held

3. MECHANISM OF ENHANCING SMOOTH
DEGREE OF SEQUENCE BASED ON
MULTIPLEX TRANSFORMATION

Let any non- minus incremental sequence be denoted as:

0 0 0 0
YO = Q. yQ @, y& ()
then the sequence Y(Eff) is transfered by a chosen

non-minus transformation function Fl(X(k)) , We can get
sequence

YO ={y9®,y9 @,y M)
where Y9 (k) = F, (y(® (k)
y O (k)
k-1 0) r:
Doy
i=1

smooth degree is enough high then we build model directly

is not only smooth sequence but also its

based on the transformed sequence Y(E?)

If the smooth degree of transformed sequenceYﬁ?) is not
enough high, second transformation is necessary.

According to theorem2, sequence Y(ﬁ?) need to be
re-transferred by a chosen  non-minus transformation
function F, (X(K)) into sequence

YO = {yQ@),y9(2), -,y (n)}
where Y9 (k) = F, (Y9 (k)

yO (k)
k-1 o
PRHO
i=1

smooth degree is enough high then we  build  model

is not only smooth sequence but also

directly based on sequence. Y((z?)

I not, according to theorem2, sequence Y((z?) need to be
re-transfered by a chosen non-minus transformation

function F, (X(K)) into other sequence, and so on.

The above transfer doesn’t stop until smooth degree of
transformed sequence is fit for modeling.

4 THE STEPS OF IMPROVING GM(1,1)BASED
ON MULTIPLEX FUNCTION TRANSFORMATION

The modeling steps of improving GM(1,1) based on
multiplex transformation is as follow:
Let original non-minus sequence be

YO =y @),yQ(2), -,y ()}
supposed that Y& = {y 9 1),y (2),---, y (n)}

is N th transferred-sequence which is enough high smooth
degree.

et X@=y ()
and X (k) = y9 (k).
The AGO (accumulated generation operation) of sequence
X © s defined as:

X® = X9 10),x9(2),..x2 ()} @

K
where X® (k) = ZX(O) (i),k=12,.,n.
i1

The GM(1,1) model can be constructed by establishing first
order differential equation for X® (t) as:

dx® (t)
dt
By using least square, we can get:
®o=[a 4] =(B8"B)*'B'Y,
- ) ) -
“hegete

ol @via 1

+ax®(t)=u ®)

—hoayeeed *
Y =[x©2),x9@),..xOm] @

Discrete solution of equation (3) is:

~

ROk +) =[xYQ)-Te*+ L (5
a a
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where k=1,2,....n.
Applying the inverse AGO, we can get
20 (k+2) =% (k+2) -x¥ (k)

=(1-e})[x® (1)—g]e-é‘k o

Finally, takingN times inverse transformation for above
sequence, we can get:

YO = {591,992, 99 m)}

5. EXAMPLE

Take modeling of per-capita power quantity as an example.
Per-capita power quantity in China from 1980 to 2001 is
shown in {Chinese stat. annual-2005) .

The  unitary  transformation  adopts  logarithm
transformation IV of second section. The modeling by only
using unitary transformation is:

Yo (k +1) = 292.95°
The binary function transformation adopts logarithm
transformation IVand exponent transformationVI of the

second sectionand a = 0.9
The modeling by using binary function transformation is:

0.01064k

Table 1. Modeling and forecasting results

Shown Results of Results of
in unitary transfer binary transfer
year state. Model | Relative | Model | Relative

annual Values Error Values Error
(%) (%)

1980 | 306.35 | 306.35 0 306.35 0

1981 | 311.2 | 311.29 0 303.39 | 251

1982 | 324.9 | 33099 | -1.88 | 324.84 | 0.02

1983 | 3434 | 35218 | -2.56 | 347.82 | -1.29

1984 | 361.61 | 374.97 | -3.70 | 37241 | -2.99

1985 | 390.76 | 399.51 | -2.24 | 398.74 | -2.049

1986 | 421.36 | 42594 | -1.09 | 426.94 | -1.32

1987 | 458.75 | 454.43 | 0.949 | 457.13 | -0.35

1988 | 4949 | 48516 | 197 | 48946 | 1.10

1989 | 522.78 | 518.33 | 0.857 | 524.07 | -0.25

1990 | 547.22 | 554.16 | -1.27 | 561.13 | -2.54

1991 | 588.7 | 592.89 | -0.71 600.8 -2.06

1992 | 647.18 | 634.79 | 1.91 | 64329 | 0.60

1993 | 712.34 | 680.14 | 452 | 688.78 | 3.31

1994 | 778.32 | 729.27 | 6.30 | 73748 | 5.25

1995 | 835.31 | 782.54 | 6.32 | 789.63 | 5.47

1996 | 888.1 | 840.33 | 5.38 | 845.47 | 4.80

1997 | 923.16 | 903.07 | 2.18 | 905.26 | 1.94

1998 | 939.48 | 971.25 | -3.38 | 969.27 | -3.17

1999 | 988.60 | 10454 | -5.74 | 1037.8 | -4.98

2000 | 1073.6 | 1126.1 | -4.89 | 1111.2 | -3.50

2001 | 11643 | 12139 | -4.26 | 1189.8 | -2.19

2002° | 1287.6 | 1309.7 | -1.72 | 1273.9 | 1.06

*: forecasting results

~(0) _ A(5.6466-0.1054e%%072)
Yo (k+1)=e
The results of models of unitary and binary transformation
are shown separately in table 1.

From table 1, it is easily to see that model precision by
applying binary transformation is much better than model
precision by using unitary transformation. According to
theorem?2, as long as appropriate transformation function can
be chosen, the modeling precision is increased with
multiplex transfer times. It can effectively improve the
model precision

6. CONCLUSIONS

Different transformation functions have different
characters.  Utilizing multiplex transformation can
effectively take advantages of their characters and is
helpful to improve model’s precision .One of difficult
problems is how to choose transformation functions and
how to combine them. There are still a lot of research
works worthy to do.
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ABSTRACT

In order to enhance the robustness of morphological image
processing as well as the performance in the anti-disturbance,
a new denoising algorithm with one parameter based on
fuzzy mathematical morphological basic operations has been
presented, and then some initial analysis for the selection of
parameter are given. The method is applied in denoising for
binary image with noise. The experimental results
demonstrate that the noise can be nearly removed by using
the new method and the detail of original image can be kept
clearly with the clear edge, thus its performance is better
than the classical morphological filter. In addition, the
method has the feature of flexibility and better practicability
due to containing an adjustable restricted parameter.

Keywords: Fuzzy morphology, Mathematical morphology,
Parameter, Filtering Algorithm

0 INTRODUCTION

Mathematical morphology, which is based on set-theoretic
concept, provides an efficient tool to image processing, and
analysis [1,2,3,4]. It is widely adopted in computer vision,
signal processing, image analysis, pattern recognition, and it
includes almost all the concerned contents of the image
processing, such as nonlinear filtering, texture analysis,
biological material analysis, edge detection, feature
extraction, image compression, image segmentation and face
recognition etc.

The classical filter based on the standard morphology has
the better performance for denoising, at the same time it
vagues the edge information of image, the robustness of
morphological image processing as well as the performance
in the anti-disturbance which is in the need of development.
Since the efficiency of the morphological filter is mainly up
to the following two factors: One is the definition of basic
morphological operators (dilation and erosion) and the
structuring element. The other is the selection of structuring
element and the construction of composite operators. To the
former, we can develop it in two ways: one is to divide the
structure element into two parts: the core, the pixels
participate with weights greater than one, and the soft
boundary, the pixels participate with weights equal to one,
then get the soft morphological operators [5]. The other is to
define a class of morphological operations such as regulated
morphological operations by extending the fitting
interpretation of the ordinary morphological operations,
which have a controllable strictness, and so they are less
sensitive to noise and small intrusions or protrusions on the
boundaries of shapes [6]. In addition, due to the complexity
of image information and the strong relevance among them,
there are probably some incompletion and inaccuracy under
various situations during the process, so the better

processing performance may be obtained by applying fuzzy
set theory to the image processing and understanding in
some situation. In this paper, a fuzzy morphological method
with one restricted parameter (r-MM) is presented and the
method is applied to denoising for binary image,
experimental results demonstrate that it is possible to
improve the results in denoising by using r-MM instead of
the ordinary operations.

1 FUZZY MATHEMATICAL MORPHOLOGY FOR
BINARY IMAGE

Fuzzy mathematical morphology (FMM) is an efficient
method for image processing and analysis combined the
mathematical morphology and fuzzy logic. Its initiate idea is
to treat the image as a fuzzy set, and further to carry out the
fuzzy operation on the fuzzy set, the according fuzzy
morphology operation is fuzzy dilation, fuzzy erosion, and
fuzzy open and fuzzy close. In the past several attempts
have been made to apply fuzzy set theory to mathematical
morphology. These attempts have resulted in different
approaches and definitions. In this paper the approach
described by Sinha and Dougherty [7] has been used. The
operations of erosion and dilation of a fuzzy image by a
fuzzy structuring element having a bounded support, are
defined in terms of their membership functions as

He, (X) = Min[minfL, 1+ p2, (X +y) = 15 (V)]
=minfL, min[L+ 1, (x+y) - (NI~ @)

Ho, (ry (X) = max[max[0, zz, (x = y) + 45 (y) 111
=max[0, max[u, (X =)+ (N -1~ @

where X,y e Z?are the spatial co-ordinates and Hao Hg

are the membership functions of the image and the
structuring element, respectively. it is obvious from Eq. (1)
and Eq.(2) that the result of both fuzzy erosion and dilation
have membership functions whose values are restricted to
the interval [0,1].

2 RMM AND THE DEFINITION OF MEMBERSHIP
FUNCTIONS

2.1 Basic operations of RMM

In the operations of classical binary morphology, the binary
dilation collects shifts for which the kernel set intersects the
object set without taking into account what is the size of the
intersection, whereas the binary erosion collects shifts for
which the kernel set is completely contained within the
object set without considering shifts for which some kernel
elements are not contained with the object set. As a result of
these strict approaches, the ordinary morphological
operations are sensitive to noise and small intrusions or
protrusions on the boundary of shapes. By using the fitting
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interpretation of the definition of ordinary dilation or erosion
and introduce a restricted parameter r, regulated dilation and
regulated erosion are defined by [6]:

E(X)= A B = (x[#(A° A B[x]) <r}.

DL(X) =X ®B={x|#X ~BX])>r}, Te[L#B],
where A is a set of binary image object pixels and B is a set
of binary structuring element pixels, B[X] is denoted as
the translation of B along the vector x, that is

Vv

B[x] = {b +Xx|be B} , B is the reflected or symmetric set

of Bgivenby B = {—b |be B} .the symbol # denotes the

cardinality of a set.
Obviously, when r is equal to 1,the regulated dilation or
erosion results in the ordinary dilation or erosion:

E'(X)={xeU|B[x]c X}
Di(X):{XeU | B[X]N X = &}

where U is a set of binary image pixels.
Taken into account actual application, the following
discussion is on the premise that set B is equal to B (that is

B=B).

2.2 Definition of membership functions
The sets are described by using membership functions
in the fuzzy set theory. Let U be a nonempty set called a

universe, any mapping u, :U —[0,1] or u— u,(u)
determines a fuzzy subset A of U and (4, is called as the
membership degree of A. Given a fuzzy set A, for
any 1€[0,1], The level cut set of A is defined as
A = {x eU|u,(x)= /1} , it is an important concept in

the transform between fuzzy sets and ordinary sets. Let
degree of belonging of all the elements in U to set X as the
membership degree of this element.

Forany ueU, we define the membership degree of u

in X as #{B[x] m_X} , 3
#B[x]
Obviously, for any u e U, we get that
- #{ B[X] X} <
#B[x]
Further we can conclude the fuzzy set
#{ B[x]N X}
Fe={(Uu.)|ueU,u,u)=——"—~
X {( Heo (W) | Hep (U) #BDX]

inU 4)
where Hee (u) is the membership degree of u belonging
X

Fe.
3 DISCUSSION ON RESTRICTED PARAMETER

Rewriting the expression of the regulated dilation to the
following:

(A(‘rD B)(X, y): 1, if #(Aﬂ B(x,y))Z r (5)
0, otherwise

where r e[1,#B] (assume that #B<#A, otherwise let
r [L, min(#A,#B)])
So we can get the equivalent definition of the regulated
dilation taking into account the symmetry of B.
Definition 1. (Aé B)(x,y) =

1, if 3Bl Bst. #(BL)=rA(AGBL(x,y)=1

0, otherwise

Definition 1 simply states that some r-point subset of B must
fit with A when B is centered at (x, y). Rewriting definition
1 using logical “or”:

Definition 2. (A® B)(X, ) = v (ROBI)(x,Y)

#(B1)=r
Applying above equation to all pixels in the image, we get:
Definition3. A®@B = v AOBI ©)
HE

This equation expresses regulated dilation using only crisp
erosions and logical ”or”. The number of crisp erosions
needed on the right-hand side of the equation depends on the
number of structuring elements B1, satisfying the condition:

Blc BA#Bl=r.Thatis

v _(#B)__ #B!
' r ri#B-r)!

#B . . -
Cr increase as #B grows and is maximized when

[ﬁ] —r - Despite the combinatorial growth, the number of
2
erosions is manageable when # B is relatively small or the

value of r is near 1 or #B . Actually, in the typical
regulated dilation or erosion operations, r does not usually
deviate greatly from 1 or #B.

Theorem1. A@B =
Y AOB1, if r<#B-r+1
#Bl=r ) (7)
A A® B1, otherwise
#Bl:lﬁgBB—rJrl

Proof. (i) when r is smaller, theorem 1 can be derived
directly from above analysis and the Eq.(6).

Cii ) when r is bigger, the properties of the
combination function yield:

#B _ #B e e
r #B-r ' #eor

Thus, thresholds of either r or #B -r require the same
number CfB of erosions. However, for large values of r,

the crisp erosions are more expensive since the structuring
elements contain many points. That is, when r is large,

eroding by CfB structuring elements contain r points is
more expensive than eroding by C78 = structuring elements

containing only #B -r points.
Since

(AéB)(X, y) = 1L if #(AnBuy)2r
0, otherwise
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0, if #(AnB
1, otherwise
0, if #(A°NB,,)=#B-r+1
1, otherwise

o)) <T

(AéBan={
(AéBwa={

& (A®B)(X, Y) =
0 if BIcBst #BI)=#B—r-+LA(ACRD(X y)=1
1 otherwnise
hen A®B=( v (A‘@BL)’
HBTD 141

Using DeMorgan’s law and the principle of operator duality,
the above equation becomes:

r
A®B= A (A@B)°= A
BlcB BlcB
#B1=#B-r+1 #B1=#B-r+1

That is when r >#B —r +1, the process is efficient using
above equation.

A® Bl

4 FILTERING ALGORITHM BASED ON FUZZY
MATHEMATICAL MORPHOLOGY WITH THE
PARAMETER r

A restricted parameter r is introduced and 4 , (U) is
X

defined by:
r

" ifueDi(X)
His (u) =1 #(B[X]N X)
0 . if ug DL(X)
where 1 e[1,#B] ®)

Since rg#{B[x]mx}g#B,assume that x e Dg(X), we

getthat _© r <1

#B #(B[x]n X)
Thus for given r, it follows that
If x e Dg(X) then

s () € [ 1< [0,1] othenvise. 4 (u) =0
for the regulated erosion operation with restricted parameter,
since X ©B ={x|#(X° NB[x]) <r}, r e[L,#B],
oras Eg(X)={xeU |#B[x]nX)<r}

if the complement of r relative to the set B is defined by

I, =#B—r+1, then we can get that

AOB = {x|#(Am B[x]) = re}

r g v r g v
and AOGB=AGB,AOB=A®B
r r
andif r=(#B+1)/2 then A©@B=A0OB.
So the definition is as following:

L ifueEr(X)

Ho (U) = #(B[x]n X) ,
0 , ifugE2(X)

where r e[1#B] ©)

Therefore, we can get the procedures of the calculation of
the erosion and dilation for binary image using fuzzy
morphology with the parameter r:

Stepl. Chose a appropriate restricted parameter r.

Step2. Calculate the result of the original image’s fuzzy

set FXB and then the membership degree of every pixel

from Eq. (8).

Step3. Calculate the fuzzy morphological erosion and
dilation, and get the membership degree of every pixel.
Step4. Let threshold A =0.5r /(#B) in view of level cut

set, to turn the fuzzy set into ordinary set, when the
membership degree is higher than 0.5r /(#B), the .set. is

viewed as object, when lower than 0.5r /(#B), then as
background.

5 EXPERIMENTAL RESULTS

In order to demonstrate the advantage of the new denoising
algorithm based on fuzzy mathematical morphological
operations with one parameter, we compared it with the
ordinary mathematical morphology in noisy image
processing. And we applied open-close composite operators
to realize the bilateral filtering. Fig. 1. presents an example
of morphological processing of a noisy image by using our
method and the ordinary morphological operations
respectively. The structuring element used in these
operations is a 5-points diamond flat structuring element
with the origin at its center, and their membership degree is
1.whereris selected as 3, 4 = 0.5r /(#B) .

S Y
TU

(a) original image X

(b) X corrupted with 10% pepper and salt noise
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SY
T U

(c) filtering result using ordinary morphological method

SY
TU

(d) filtering result using our method
Fig. 1. Comparative effect of two filtering methods

From the above experiment we can observe that the noise
can be nearly removed by using our method and the detail of
original image can be kept clearly with the clear edge, thus
its performance is better than the classical morphological
filter. In addition, it contains an adjustable restricted
parameter, thus it has the feature of flexibility and better
practicability.

6 CONCLUSIONS

In this paper, we studied a new denoising algorithm based
on fuzzy mathematical morphological operations with one

parameter, and tried to apply the method in binary image
filtering with great experimental success, it is to some
degree development of the classical mathematical
morphological method. But how to apply this method
widely in the actual image like grey, colorful image etc and
wider fields in image processing is our next step works. In
addition, in the regulated morphological operations, besides
the construction of composite operators, structuring element
and restricted parameter is the most basic and important
concept, in this paper the choice of size and shape of

structuring element and parameter r and threshold A will
directly influence the result of image processing.
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ABSTRACT

Aim at such drawbacks of neural network expert systems
as slower convergence pace, longer learning time, etc.
Based on an intelligent greenhouse neural networks
expert system, PSO arithmetic is applied in its learning
process and forecasting process. Simulation results
demonstrate the efficiency and the effectiveness of the
proposed method, the PSO arithmetic combined with
neural networks, can improve the convergence pace and
learning ability of neural network, and it has entirely
stronger convergence ability.

Keywords: PSO Arithmetic, Expert System, and BP
Neural Network.

1. INTRODUCTION

With the more and more research about the technology of
intelligence information  processing recently, the
technique of combining artificial intelligence expert
system with greenhouse system gets more and more
attention. People pay more attention to how to regulate
some environmental gene, such as temperature, humidity,
ventilation, illumination in the greenhouse for the request
of all kinds of crops growth. Literature [1,2,3,4] discussed
application of expert system in the greenhouse crops
production controlling atomization. If experts’ experience
and knowledge can be taken full advantage in the crops
production, the crops production level and economy
benefit can got improvement. In the literature mentioned
before, working procedure and running rules of
greenhouse controlling are organized by automation
machine theory and production rule denotation form
based on conventional artificial intelligence expert system
theory, and greenhouse  controlling  sequences
dynamically come into being, which on a certain extent
improves greenhouse crops growth. However, as a
symbolic transacting system of simulating artificial
abstract thought, expert system has some drawbacks such
as knowledge acquiring bottleneck, poor capability in
association, reasoning and lower intelligent level, etc. so
expert system is applied combined with the other
technology, such as neural network. Aim at the obvious

advantages of neural network as knowledge expressing,
knowledge acquiring, self-adjustability learning, ideal
reasoning, etc; integration of neural networks and expert
system can redress the drawbacks of conventional expert
system. But the BP neural network has some drawbacks
such as slower convergence pace, longer learning time,
etc.

In the paper, PSO arithmetic is introduced into the
neural network expert system, with it to train the neural
network of expert system. Aim at the obvious advantages
of PSO arithmetic as stronger convergence ability;
integration of neural networks and PSO in the expert
system can redress the drawbacks of neural network. In
the paper, based on an intelligent greenhouse neural
networks expert system, PSO arithmetic is applied in its
learning process and forecasting process. Simulation
results demonstrate the efficiency and the effectiveness of
the proposed method. The paper firstly sets forth system
structure of the greenhouse expert system based on BP
neural network, and then introduces the designing of BP
neural networks system, the designing of PSO arithmetic,
and in the end, discusses and simulates its learning
process and forecasting process.

2. SYSTEM STRUCTURE

Intelligent greenhouse controlling means that based on
climate gene such as temperature, humidity, ventilation,
illumination outside environment, and enactment of the
greenhouse expert system and user parameter, right
greenhouse environment (which is confirmed by planning
and optimization according to all kinds of crops request)
for crops growth is created by accommodating
temperature, humidity, ventilation, illumination in the
greenhouse, that is to say, it makes a checking standard,
which compares desired data with measured data got by
real-time for checking greenhouse environment and
modulates all kinds of controlling machines’ state to
fulfill environment gene require of sorts.

Based on previous greenhouse controlling require, the
paper develops an intelligent greenhouse expert system
based on back propagation neural networks (showed as
Fig. 1).
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Conventional rules | g—pp NN knowledae b
nowledge base

knowledge base

Knowledge base

¢ Controlling

Integration database l@— User interface

Reasoning extract

Traditional rules reasoning BP NN reasoning

Reasoning machine

Fig. 1. System structure of an intelligent greenhouse expert system based on neural networks

In the Fig.1, the most important two function models are
knowledge base and reasoning machine. Knowledge base
describes  specialty = knowledge of  greenhouse
management, which is consisted of fact set, experience
database. The fact set includes knowledge of controlled
object, and self-adjusting controlling rules and parameter
self-modulating rules. The experience database includes
specialty knowledge extracted from expert experience in
greenhouse management and work technique, and
experience datum, such as parameter change scope and
adjusting scope of controlled object, etc.

Reasoning machine includes two sub-reasoning
machine: traditional reasoning machine and BP neural
network reasoning machine. It extracts current state of
controlling object from greenhouse state base by
management task and object, compares such state with
object state asked, and after controlling object is fixed on,
produces relevant controlling order by exacting relevant
machine name from integrate database based on known
rules.

3. KEY TECHNOLOGIES
3.1 BP Neural Network Designing

BP (Back Propagation) network is a former direction
feedback network adopting error counter-propagation as
learning algorithmic in the neural network, it usually is
consist of input layer, output layer and hidden layer,
whose nerve between layer and layer is linked by full

interlink age through relevant net power coefficient W,
while never in every layer has no link. BP network can be

looked as a kind of highly non-linear mapping F from
input to output, in the mapping topology keeps
invariability, which can be simply described as
y=F(x) F:R"—>RM @
When applied in the forecasting, BP network needs a
network learning process, which gets every nerve link
power W and cligue value by self-adapting and

self-organizing input learning samples. By training,
networks have abilities of memory and association for
learning samples. The network learning process includes
two repeatedly alternant processes: information
former-propagation process and error reverse propagation
process.

For depicting and stimulating domain expert
knowledge more rightly and realistically, neural network
uses subjection function to depict expert knowledge, the

function can be showed as: F, (X) : X = [0,1], whose

value is a real number from 0 to 1, and shows degree of x
being part of a set.

The BP learning algorithm in the paper introduces an
improved form, which showed as:

> y'ﬁexp[—[xi;.xinz

i=1

f(x)=- 2)

n

ZHGXP[ i ]]2

I=1 i

T

X:(Xl’xz""’xn)
x!

unit output, "' is a center point which is in the

I

illegibility sets of the Ith input and the ith variable, O

is its’ width, and I _1’2’“" M is the number of rules.
The other parameters in the BP neural network are shown
as:
1) In the input layer, there are five variables as system
input, such as environment temperature, sun radiation,
wind speed, relative humidity, and greenhouse
temperature.
2) In the output layer, there is a variable as system

Where is unit input, f(X) is
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output, which is greenhouse temperature.

3) Because of real datum got from greenhouse limited,
some of the learning swatch in the BP neural network
is from the real greenhouse datum, while the others are
got by system simulation experiment g based on the
real greenhouse datum.

4) System error uses

square error

A

13 ~
function: E=—2(yk—]/k)2 . where 7% s
244
network real output.
3.2 PSO ARITHMETIC DESIGNING

Particle swarm optimization (PSO) is an evolution
computation technique developed by Kennedy and
Eberhart, with roots in the preying of large number of
birds or fish. The underlying rules of cooperation and
competition within social swarms give it good capability
to make global optimization with the help of memory
rather than to simply random search in a certain area. So
it has a better chance to fly into a better solution quickly
than some previous optimizations have in addition to its
better performance.

In the PSO arithmetic, the potential solutions is defined
as particles, firstly, the particles are initialized with a
population of random solutions. The arithmetic searches
for the optimum by updating generations. The update of
the particles is accomplished by the following equations
Eq. (1) calculates a new velocity for each particle
(potential solution) based on its previous velocity (v[]),
the particle’s location at which the best fitness so far has
been achieved(pbest), and the population global
location(gbest for global version) at which the best fitness
so far has been achieved. Eq. (2) updates each particle’s
position in the solution hyperspace.

=i (e - prenl).
+C, *rand()*(goest(] - presert[])
present[] = present[] + V[] (4)

In the Eqg. (1) and Eq. (2), V[] means the velocity for

present[]

each particle, means the current location

for each particles, pbeSt[] and gbeSt[] mentioned
rand ()

before,
C

is got random data between 0 and 1;

1and C. are learning gene, generally, Gy is equal to

C2, their value is 2. The use of the inertia weight W
has provided improved performance in a number of

applications. If the value of Wis larger, it means the
arithmetic have stronger convergence ability.

This paper adopts PSO algorithm to train the neural
network. First of all, set all the linking weights of all the
neural in the greenhouse system as individuals
represented by strings of real numbers, so called particles.
Suppose the network contains M optimized weights
(including the threshold value), then every particle will be
represented as a M-dimension vector composed by M
weight parameters. Every component in the particle
structure represents a weight value of the neural network.
The domain of the weight is set as [-2,2], and the variance
of the real output and expected output of the network is
defined as the fitness function. The PSO is used to search
the optimal particle positions, namely the optimal weights
of the neural network, minimizing the variance.

1) Initializing particle swarm

For the scale of the particle swarm, a number of particles
are randomly generated according to the particle structures
to compose the population, where various particles
represents a group of different weights of the neural network.
At the same time, initialize Gbest and Lbese.

2) Network training (particle evaluation)

Every components of the particle swarm reflects the
weight of the network, so constructs the entire neural
network. For every particle, input the training samples. The
optimization process of the network weights is an iterative
process. To guarantee high generalization of the network in
training, the given population space is divided into two parts:
one is for training, called the training set; another is for
testing, called the testing set. In the optimizing process, for
each training set, the given samples should be categorized to
make training with different samples. Compute the variance
of every network with the training set, and then the variance
would be the target function to construct the corresponding
fitness function, in order to calculate particle fitness.

3) PSO model calculation

Evaluate every particles (every particle is considered as a
flyable particle), and locate the optimal particle to determine
whether Gbest and Lbest should be updated. After that,
update the flying speed of different components of every
particle according to the PSO model, and generate new
particles.

4) The end of the algorithm

When the target function (the variance) is below the given
value, then the algorithm stops.

4. SIMULATION RESULTS

T

9

Fig. 2. Temperature learning simulation result
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Fig. 3. Temperature forecasting simulation results

In the Fig.2 and Fig.3, red curve is scheduled by the
system, and blue curve is simulation result. Fig.2 shows
temperature learning stimulation results; it shows
temperature-learning result good and curve simulation
degree loftily. And Fig.3 shows temperature forecasting
simulation results, it can be concluded that precision of
the forecasting simulation results is high.

5. CONCLUSION

From the simulation results above, PSO arithmetic can be
convergent, and its’ convergence pace is repaid, its’
capability is very good. Introduced into the greenhouse
neural network expert system, it is demonstrated of the
efficiency and the effectiveness of the proposed method,
which can realize expert system self-learning and
self-organizing which is efficient in overcoming
knowledge acquiring bottleneck.
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ABSTRACT:

Polypro line type Il (PPIl) secondary structures are
somewhat rare on proteins. Few works have been made to
predict PPl with machine learning approaches. This paper
predicted PPII secondary structure with BP-model neural
network based on preprocessing protein sequences, and
compared two numerical sequence coding methods in PPII,
the traditional binary vector sequence coding method and
the modified binary vector sequence coding method
allowing for neighboring amino-acid residues’ effect.
Results show that the modified sequence coding method is
better than the traditional sequence coding method in
predicting PPII; the sensitivity can reach 82.5%.

Keywords: Artificial Neural Network, BP-model, Protein
Secondary Structure, and Prediction of Polypro line Type II.

1. INTRODUCTION

The protein-folding problem is a key initiative in the fields
of protein engineering and drug design. Traditionally, the
protein structure has been predicted using methods such as
x-ray crystallography, which involves manual and
experimental procedures. However due to the slow velocity,
it is becoming impossible for these approaches to keep up
with the number of protein sequences needed to be mapped.
As a result the existence of an artificially intelligent process
of sequencing is becoming an imminent necessity. Currently
artificial neural networks (ANN) have been used intensively
in bioinformatics. Artificial neural networks have several
unique characteristics and advantages as tools for the
molecular sequence analysis problem [1]. A very important
feature of these networks is their adaptive nature, where
learning by example replaces conventional programming in
solving problems. This feature makes such computational
models very appealing in application domains where one has
little or incomplete understanding of the problem to be
solved, but where training data are readily available. Owing
to the large number of interconnections between their basic
processing units, artificial neural networks are error-tolerant,
and can deal with noisy data. Artificial neural network
architecture encodes information in a distributed fashion.
This inherent parallelism makes it easy to optimize the
network to deal with a large volume of data and to analyze
numerous input parameters. Flexible encoding schemes can
be used to combine heterogeneous sequence features for
network input. Finally, a multiplayer network is capable of
capturing and discovering high-order correlations and

* Research supported by the young teacher scientific
research project of Anhui province (2006jql244)

relationships in input data.

Polypro line type 11 (PPII) secondary structure is a kind of
rare protein secondary structure. This structure plays a
central role in numerous vital processes including signal
transduction, transcription, cell motility, and the immune
response [2, 3]. So far few works have been taken to predict
PPII secondary structure computationally. Siermala M et al.
developed a method on the basis of feed-forward multilayer
perception neural networks with the back propagation (BP)
learning algorithm to predict PPII secondary structure in
2000[4]. The method shows artificial neural network is suit
to predict PPII secondary structure, but the result is not ideal
even with uniformly distributed test set. In this paper, first,
we briefly introduce the artificial neural network model.
Then describe how the sequence data are chosen. A sliding
windowing technique of sequences is tested to localize
occurrences for the PPII class. Finally, results of our
artificial neural network predictions are surveyed with a
modified sequence coding method.

2. AN ARTIFICIAL NEURAL NETWORK [5]

The artificial neural network we use is a simple
feed-forward network. It consists of layers of computational
units as shown in Fig. 1. Connections between units are
weighted so that each unit takes as its input the weighted
outputs from the preceding layer. The weighted sum of all
inputs to a given unit is termed “the activation.” The
activation g; of unit j is a sum of the outputs from the
previous layer multiplied by the connection weights between
layers.

a; :ijkxk @
i

Where wj is the weight of the connection from unit k to unit
J, and x; is the output from unit £.

The output from any unit depends on the activation
function. A common activation function is the sigma
function:

gla,)=1/(+e) @

The network uses Eq. (1) and Eq. (2) at every unit to
compute output patterns given any input pattern and a set of
connection weights.

The weights of such a network can be optimized so that
input patterns match to particular output patterns. This is
achieved using an algorithm called “back propagation.”
Starting with randomly assigned weights, the network is
trained with a set of corresponding pairs of input and output
patterns. For every input pattern in this training set the
actual output can be compared to the desired output pattern
to produce a cost function:
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1
EZEZ|§:'_O;'|2 (3)

g‘gi is the target output for unit 7, and O; is the actual output

for unit 7.

The most common method for minimizing the cost
function E is by steepest descent. In this case, for every
pattern in the training set, weights are updated
proportionally to the negative of the gradient of the cost in
weight space. That is, according to the following rule,

oF
AW;‘;‘ :_778_ 4
Wi
Amino Angles l'n[;ut
a01d wilndow
sequence ¢ q)
Q -102.8 -82.0 9.7 [Q]
G 166.1 78.8 22.9 G
G -111.1 -68.4 148.7 ° | G
K 90.0 -84.9 152.45 | K
A -120.8 -56.8 135.2 ° | A
P -120.8 -68.7 157.2 ° | P
A -17.0 -69.0 -35.7 A
M -135.5 -161.2 173.3" | M
M 171.9 -137.8 153.5 | M|

Where 77 is a parameter defining the learning rate and w;;

is the weight being updated? The back propagation-learning

algorithm is summarized as follows.

1) Initialize network weights to small random values.

2)  Choose an input pattern and apply to input layer.

3) Propagate pattern through the network according to
Egs. (1) and (2) to calculate final outputs.

4)  Use Eq. (4) to update every connection.

5)  Return to step 2 and cycle.

Once a network has been “trained” by this procedure with a

set of input patterns and corresponding output patterns,

novel data can be fed through the network to test its ability

to generalize.

Input Input Hidden Output
vector layer layer layer
0
0
. —
1
0
—
1
0
0
0 —

Fig. 1. Afigure for a artificial neural network predicting

3. DATABASE
3.1 Selection of entries

The structural data were acquired from the PISCES server
[6]. PISCES is a public server for culling sets of protein
sequences from the Protein Data Bank (PDB) by sequence
identity and structural quality criteria. In the paper, the
conditions of culling cases are: the percentage identity cutoff
is 30%, the resolution cutoff is 2.5 angstroms, and the
R-factor cutoff is 0.2, Skipping non-X-ray and CA-only
entries. We attained 1108 macromolecules in the end.

3.2 Definition and location of PPII

Three-dimension of proteins is a suitable format in the
DSSP files. Information in DSSP files based on amino acids
streochemical properties. There is sequence information,
atom coordinates, torsion angles, and several secondary
structure information for known protein secondary structure
types. We use torsion angles as did literature [4,7] to locate
PPII secondary structures from an amino acid sequence. By
using these files we set the structural conditions for torsion
angles that differentiated PPIl and non-PPII cases.

The PPII structures often appear around the point a=-110°,
@=-75°, y=145°(a is a virtual angle, a=180°+y,+
@,,1+20°(sind;+siny;41)), shows in Fig. 1. The regularity of
a structure is an average distance formed with successive
angles @ and w. Regularity was computed with @ and
angles using the subsequent equation, where 7 is the number
of amino acids in a sequence:

n-1
k=1 dk,k+l
D=——"—— ©®)

n

Where

dig, = \/(WH - Wf)z + (4, - ¢i+l)2
The bound of PPII structures angles:
-145°<a<-70°%;
-180°<y<-160° or 90°<y<180°.

For the non-PPII cases, the angles may be different from
the preceding angles or as the preceding angles, but never
such three or more successive angles, or as the preceding
ones, but @ and y are not sufficiently regular.

Structures were searched for with the following algorithm.
while there exist protein molecules do

while there exist amino acids do

if -145°<a<-70° and (-180°<y<-160° or 90°<y <180°)
then

the next amino acid is taken into consideration
n=1
while -145°< a <-70° and (-180°<y<-160°
90°< w<180°) do
the next amino acid is taken into consideration
n=n+1
end while
if n>3 then
regularity computing of the chain(D)
if structure is regular and there are more amino
acids in the structure than more n  then
the regularity of every part is checked
if regularity D of every part <50 then
the amino acids of the part are marked PPII

or

class
end if
end if
end if
end if
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the next amino acid is considered
end while
windowing of protein
the next protein is considered
end while
The algorithm was implemented in C++. A common
windowing technique is tested to determine whether a part
of a sequence had a PPII structure or not [8]. The purpose of
the windowing is to choose sequences for artificial neural
networks. The location of a PPII structure is considered in
terms of the middle position of the window (Fig. 2.).In the
figure, the window length is equal to 13; the grey positions
indicate PPII structures.

1 2 3 4 5 6 7 8 9 10 11 12 13
non-PPII
Fig. 2. Windowing technique as exemplified by the
window length of 13 amino acids

The windowing technique produced more than 7000 valid
sequences for artificial neural networks. The number of PPII
structures with different window lengths is showed in table
1.. Naturally, the remaining windowed sequences (more than
300 000) belonged to the non-PPII class, and the distribution
was markedly non-uniform. But artificial neural networks
need that the distribution between classes in a learning set
should be almost uniform. Therefore, we have few choices
to equalize the sizes of classes. We chose the most secure
means, in the sense of artificial neural network computation,
to overcome this difficulty by decreasing the non-PPII class
remarkably with random sampling. The distribution inside
the non-PPII class is preserved in spite of decreased size.
Finally, we attained a uniformly distributed test set.

Table 1. The number of PPII structures with the
different window lengths

window length 5 9 13 17
PPII number 7152 7173 7118 7052

4. THE MODIFIED SEQUENCE CODING METHOD

As already demonstrated by many studies, a sequence
encoding method that provides maximal feature extraction
and information presentation will be the key to successful
systems. So sequence-encoding problems are very important
in the area of artificial neural networks. The standard data
representation for amino acids used for artificial neural
networks is to use an orthogonal representation, 20 digit
binary number. Thus 120000000000000000000 will represent
the amino acid Alanine, 01000000000000000000 will
represent Cystine, and so on. In this paper, we used
windowing technique to choose sequences for artificial
neural networks. The structural type is determined by the
amino-acid residue’s type in the middle position of the
window, that’s to say, the structural type of the middle
amino-acid residue fully affects the sequence’s type.
Therefore, we think whether the amino-acid residues beside
the middle affect the sequence’s structural type. Here,
considering the neighboring amino-acid residues’ effect, we
appended neighboring residues’ information in the end of

the standard local coding method, and formed the following
modified sequence coding method: allowing for neighboring
amino-acid residues’ effect, we supposed the residue in the
middle position of window contribute to form a secondary
structure most, and the affecting become less and less when
residues are far away the middle position of widow
gradually. So the appending unit in the end of standard
coding is calculated as follows:

Appending unit value=aq-a;*k/Ky (k=0,1,..., Ky)  (6)
where, Ky=integer(//2), I is current windowing length, & is
the distance between residue and the middle of window, a,
and a, are constants.

So the modified sequence code for an amino acid is 20
digits binary plus 1 decimal numbers.

5. MEASURE OF ACCURACY

Cross validation extensively used for artificial neural
networks train on one set of data, judge how well it performs
on an independent set of data. Here we used 7-fold cross
validation. In the cross validation test, dataset was divided
into seven parts. Six parts were used to train artificial neural
network. Then the trained artificial neural network was used
to make prediction for the remaining one part. Because the
latter was unknown to the artificial neural network during
training, the prediction was realistic.

We used sensitivity, specificity, and total accuracy to
measure prediction accuracy. They are defined as follow[9]:
Sensitivity:

Se = TPI( TP+ FN) (7
Specificity:

Sp = TPI( TP+ FP) (8)
Total accuracy:

Ta= (TP+ TN)/( TP+ TN+FP+FN) 9)

Where TP is true positive, FN is false negative, FP is false
positive and TN is true negative PPIl cases according to
decisions made by the artificial neural network.

6. RESULTS

We trained three-layer perceptrons with the back
propagation learning algorithm to predict PPII structures.
The networks were implemented in the Matlab
programming environment. The number of the input nodes
of artificial neural network is 21/ (/: window length) for
modified coding and 20/ for standard coding. The number of
output nodes was 2. The numbers of hidden nodes N are
4,8,15, 30 or 40 respectively. The transfer function was
sigmoid function. The learning rate 7 is equal to 0.6. The
momentum factor is 0.9. The goal error is 0.01. The
maximal epochs is 10 000. The a, and a; in the Eq. 6 are set
to 2.0 and 1.9 respectively. Validation sets were applied to
prevent over-learning and cross-validation was used. The
test result is showed in Table 2.. We also experimented with
a few successive artificial neural networks, but their overall
results are not improved compared to one network.

The test results for different hidden nodes with the
different window lengths are given in Table 2.. As we can
see, the Sensitivity, Specificity, and Total accuracy attained
with modified coding are better than those with standard
coding almost. Especially, when the windowing length is 5
and the hidden node number is 8, the Sensitivity with
modified coding can reach 82.5%. That’s to say, it can
predict 82.5% PPII helix structure from total PPII helix
structures. The reason for the results is that the modified
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coding allows for the neighboring residues and strengthens
local coding information, so the modified coding can
represent residues better, and can give more information to
artificial neural network. The best total accuracy for
modified coding doesn’t locate in window length 5. It
locates in window length 9 and reaches 73.5%. But the total
accuracy little changes in window length 9 and 13, this
result is consistent with other secondary structures
prediction.

Table 2. The test results for different hidden nodes with
the different window lengths

/I N Results for standard Results for modified
coding coding
Se(%) Sp(%) Ta(%) Se(%) Sp(%) Ta(%)

4 720 67.0 70.5 82.2 67.1 71.0

8 725 673 709 825 669 709
5 15 723 681 713 807 673 708
30 717 671 703 803 668 702
40 715 667 701 792 669 700
4 738 681 719 766 720 734
8 739 684 721 763 722 735
9 15 744 704 731 751 723 732
30 736 676 717 768 714 730
40 732 675 714 697 738 725
4 734 697 722 753 726 734
8 737 694 723 742 714 723
13 15 747 721 738 742 722 732
30 723 717 719 727 727 727
40 720 707 716 721 738 733
4 727 691 716 739 711 720
8 727 701 719 746 711 721
17 15 726 694 717 751 714 725
30 722 690 712 746 705 717
40 714 687 706 741 707 717

7. CONCLOSION

Artificial neural networks are efficient in solving the
complicated prediction problems related to rare protein
structures. Especially, neural networks with modified coding
can solve the problem of PPII helix structure classification
better than artificial neural networks with standard coding.
When the windowing length is 5 and the hidden node
number is 8, the Sensitivity with modified coding can reach
82.5%, greater than 74.7% attained by standard coding. In
the paper, the dataset for ANN is uniform, how to predict
non-uniform dataset is the future work.
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ABSTRACT

In this paper, a training algorithm of neural network based
on QPSO is proposed. Via training neural network with the
quantum particle swarm optimization, the optimized
combination of weights and bias of the network is attained.
The application of function approximation and data
classification is performed using the algorithm in the paper.
The experiment result shows that the algorithm has better
convergent speed and better global convergent characteristic
compared with traditional neural network training algorithm.

Keywords: Neural Network Training, QPSO, Optimized
Combination of Weights and Bias, Global Convergent
Characteristic, Better Convergent Speed.

1. INTRODUCTION

Along with the trend of information blast in the whole
society, the demand for information technology is higher up,
so that learning potential pattern or evolving process from
abundant original data becomes an absolute necessity.
Neural network is widely used in machine learning field.
Neural network could approximate such mapping by the
muster of specified transfer function and weights and bias,
as long as there is any kind of mapping relation between
original input data and target output data. Thus neural
network can construct correct learning pattern to perform
machine learning, which makes neural network be widely
used in many fields such as function approximation, pattern
classification, image process, etc.

The standard back propagation neural network (BP
network) achieves the approximation of the mapping
function between input and output through the muster of
specified transfer function between layers and the weights
and bias of neurons. The training method in BP relies on the
modification of weights and bias in the alternant process of
forward deviation computation and backward weights
computation. Grads descend method is the most frequently
used method for executing the backward weights
computation. Theoretically, BP neural network will
converge ultimately if the descend speed is slow enough, but
the convergent process will be so long that the practicability
is greatly damaged. If we speed up descend pace, the

convergent process is shorter but the local convergence and
network shake is easily caused.

Recently, many researches have explored the applicability
of evolutionary algorithms to training of the neural network.
The superiority of evolutionary algorithm is that it can deal
with such instance as the transfer function without
differential coefficient or no grads information, when the
traditional training method can’t solve. Thus, evolutionary
computation extends the application domain of neural
network.

This paper proposes an algorithm of training neural
network using the quantum particle swarm optimization
(QPSO)[1]. First, to ascertain the structure of input layer,
hidden layer, output layer of the neural network and the
fitness function, according to the essence of the specified
application. Then to train and modify the weights and bias
of all the neurons to ensure the convergence of neural
network using the proposed QPSO based algorithm. The
experiment result shows that to train the neural network
using QPSO has better global convergent character when the
original data set is more dispersed and can speed up the
convergent pace of the network.

The paper is structured as follows. In next section, we
present the QPSO algorithm, and the algorithm of neural
network training based on QPSO is proposed. In section 3,
we introduce the application of function approximation and
data classification using the algorithm of neural network
training based on QPSO, and the compared experiment
result is shown. The paper is concluded in section 4.

2. THE APPLICATION OF QPSO |IN THE
TRAINING OF NEURAL NETWORK

Particle swarm optimization (PSO) algorithm is originally
introduced by Kennedy and Eberhart[3] in 1995. It is a
population-based evolutionary computation technique. The
algorithm is motivated by the behavior of animal
organization such as migration and prey. Individual make
the decision of next step according to the best experience of
itself and the best experience of the colony, thus moving to
the optimized position step by step. The PSO algorithm
initializes a group of random particles (random solution),
each particle’s state is determined by the position vector X
and velocity vector V, and each particle also has a fitness
value settled by the fitness function that should be optimized.
Then the algorithm search for the optimized solution with
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the optimized fitness value through the overlap iterations, in
each overlap, each particle updates itself by tracking two
extremum, one is the best value found by itself, which
named as pBest, another is the best value found by the
colony, named as gBest. After these two values have been
found, particle updates its position and velocity according to
the following formulas.

v=V+cl*rand(0,1) *(pBest — x)
+c2*rand(0,1) * (gBest — x)
Eq. (1)
X=X+V Eq.(2)
Where c1 and c2 are the learning parameters.

2.1 Summarize of QPSO

QPSO algorithm defines the particle in a quantum space
determined by the probability-density function, thus the
scope of particle is greatly extended, and the range of
problems that can be solved is more generalized.

Particle’s position is presented by the wave function y (x,
t):

+00 +00

I|‘P|2dxdydz = Idedydz =1 Eq0)

Q is the probability that the particle appears in position
(x,y,z) on the time T. Via status transform through
monte-carlo method, we can change the quantum status of
particles into traditional status, thus the position overlap
formula of the particle is proposed as follows:

p=(pl* pBest+ p2*gBest)/(pl+ p2)

Eq. (4)

L=(1/g)xi—p| Eq()
X=p=xL/2In(l/u) Eq. (6)

Where x is the newly updated position of particle, p1, p2

and u are the learning parameters randomly distributed in
the range of O~1. It has been proved that, only if

g> In \/5 is satisfied that the algorithm will converge.

QPSO algorithm initializes a group of random particles
(random solution), finds the best value of itself and the best
value of the swarm through the fitness function determined
by the essence of the application. Then the overlap iterations
begin. In each overlap, each particle’s position updates
according to the formulas (4) and (6), the newest best value
of itself and the newest best value of the swarm are
computed. Once the maximum overlap iterations or the
minimum fitness value is attained, the algorithm is finished
and the best value of the colony is the optimized solution of
the application. It’s very clear that the only parameter needs
to be adjusted is g.

The QPSO can be implemented in the following
procedure:

Step 1: Randomly initialize each particle’s each
dimension.

Step 2: Repeat the overlap iteration until terminate
criterion is matched. In each iteration, fitness function value
f(xi) is calculated via the position of each particle, thus
finding out the best value of each particle pBesti via the
fitness value, and finding out the best value of whole colony
gBest via all the pBesti. Each particle’s new position is
updated through the following formulas:

g=(1-0.5)*(M —iteration)/M +0.5
Eq. (7)

M is the total iteration numbers.

pl =rand(0,1), p2 =rand(0,1),u = rand(0,1)

Eq. (8)

p=(pl* pBest+ p2*gBest)/(pl+ p2)
Eq. (9)

L=(1/g)xi—p| Eq(10

X=p=xL/2In(l/u)Eq. (11)

In the above procedure, the convergent condition

g> 111\/5 is always satisfied.

2.2 The Algorithm of Training Neural Network using
QPSO

BP neural network achieves the convergence of network
depending on the muster of specified transfer function
between layers and the weights and bias of all neurons. The
training method in BP relies on the modification of weights
and bias in the alternant process of forward deviation
computation and backward weight computation. So, we
focus on how to capture the optimized weights and bias of
the neural network effectively.

First, we must determine the structure of the neural
network according to the specified problem at hand, and
then make the set of all the weights and bias as the
dimensions of each particle, hence each particle represents a
group of weights and bias in the neural network. The
granted value of each dimension (the granted value of each
weight or bias) is determined by the practical situation of the
application.

Second, randomly initialize all the particles according to
the pre-specified dimensions and their specified granted
value, and begin the overlap iterations according to the
QPSO algorithm. In the process of overlap iteration, fitness
function needed for optimization is adopted as the deviation
between the actual output and the target output of the neural
network. Thus the process of optimization equals with
finding out the position that endows the minimum fitness
value. We can deduct that the particle which has the
minimum fitness value represent a set of weights and bias
that can result in the least error between the neural
network’s actual output and target output when the network
converges.

Now we acquire the target of network convergence
through training its weights and bias using QPSO. It’s
obvious that the algorithm of training neural network using
QPSO omits the process of the forward deviation
computation and backward weight computation, simply
focuses on the optimization of weights and bias. Some
practical details of the algorithm are listed as follows:

1) the structure of neural networks: A BP neural
network that has 3 layers is proposed. In the network, the
number of neurons in input and output layers is chosen
according to the practical situation of the application.
Suppose that the input layer have N neurons and the output
layer have M neurons, based on the known experience, the
number of neurons in hidden layer are set as H=

AN + M +(2~10). We set the number of bias in hidden

layer and output layer as 1 respectively, and thus the neural
network have 2 biases. The transfer functions between layers
are no longer needed here.

2) the dimensionality of particle and the fitness
function: The dimension number of each particle is the sum
of the number of the weights and bias, i.e. H*N+M*H+2. So,
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the proposed algorithm is optimized by the global output
deviation instead of the local output deviation. That is to say,
the fitness function of the algorithm is the global output
error of the neural network.

3) the training process: With the number of particles
often set between 20 and 50, the algorithm randomly
initializes the dimensions of each particle according to their
pre-specified value range, and finds out the initial best value
of itself and the initial best value of the colony via the
fitness function. The overlap iterations is often set between
1000 and 5000, then the overlap iteration begins, in each
iteration, each particle’s position is updated according to the
formulas (4) and (6), the newest best value of itself and the
newest best value of the swarm are computed. Once the
overlap loops end, the best value of the colony is the muster
of weights and bias that made the neural network converge.

The compute flows of the algorithm are as follows:

1) Ascertain the structure of the neural network according
to the specified application, and the total sum of the number
of weights and bias are ascertained, so are the
dimensionalities of particle.

2) Ascertain the granted value of each dimensionality
according to the specified application, initialize each
dimension of each particle in the colony.

3) Begin with the initial colony, using the training data set,
train the particles with QPSO algorithm, finally, the particle
having best fitness value is found, namely the optimized
muster of weights and bias of the neural network be
attained.

4) Test the neural network with the optimized weights and
bias, using testing data set.

3. EXPERIMENT RESULTS AND DISCUSSION

To test the performance of the algorithm, we apply
QPSO-trained BP neural network to function approximation
and data classification, and, in turn, we compare the results
with those generated from the traditional BP neural network
train algorithm-grads descend method.

3.1 The Experiment of Data Classification

According to the order amount, order price, and order
forward scheduled time, we can find out the minimum order
bankroll engross rate of a specified period of run time, and
educe a threshold of the order bankroll engross rate. Thus
we can design a neural network, and classify all the order
forms into 2 classes based on the threshold.

We use a 3-layer BP neural network for the classification,
in which there are 3 neurons designed in input layer, 2
neurons in output layer, 4 neurons in the hidden layer. Thus
the dimensionalities of each particle are 4*3+2%*4+2=22, the
granted value range of each dimensionality is selected
according to the practical order amount, price and forward
scheduled time of all the order forms, so the value range are
very dispersed. The swarm size is 20, and the overlap
iterations are 1000. The fitness function is chosen as the
amount of the mistake classified individuals. The set size of
training data set and testing data set are the same, i.e. 96.
The result of data classification using QPSO and grads
descend method to train the neural networks with the same
overlap iterations 1000 are shown in the following table,
when the overlap iterations makes more large, such as 2000
or 3000, if the granted value range of each particle is not
changed, namely still very dispersed, the convergent result
are almost the same, so we just list out one result set:

Table 1.the compare of convergent result using QPSO
and grads descend

Actual convergent

Target convergent  Actual convergent
& verg u verg value (grads

threshold value( QPSO) descend)

0.235849 0.242321 0.184500
0.000000 0.000000 0.194537
0.700949 0.663986 0.580716
0.762752 0.745427 0.999857

We can see as the order form’s data is located in a highly
dispersed search space, the traditional neural network
training method tends to converge to some local optimized
position, while training the neural network with QPSO
avoids such trend. It converge to the global optimized
position much stable than the traditional method.

3.2 The Experiment of Function Approximation

The function used here is:

2

f(X)=1-x+x*)e™ Eq(2)
According to the nature of the function, we decided to use a
3-layer BP neural network whose input layer have 6 neurons
and output layer has 1 neuron and number of neurons in
hidden layer being 4. Thus the dimensionalities of particle
are 4*6+1¥4+2=30, the granted value range of each
dimensionality is between 0 and 1. The algorithm employs
20 particles and the overlap iterations are 1000. The fitness
function is chosen as the mean square error of the actual
output and target output of the network. The set size of
training data set and testing data set are the same, i.e. 96.
The result of function approximation using QPSO and grads
descend method to train the neural networks are shown
below. The line with ‘+’ represents the original function,
and the smooth red line represents the approximate function:

Input =

Fig. 1. The approximate result using QPSO
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Fig. 4. Down trend of fitness function using grads
descend

From the above results, we can conclude that, when
applied to the function approximate fields, QPSO-trained
neural network almost has the same approximate efficiency
as the traditional grads descend method. It has only little
superiority in convergent speed.

Thus we conclude that, when applied in the problem
where the mapping relation between input and output are
more fixed, it’s to say the particles are in the traditional
space, the algorithm based on QPSO can converge a little
quickly, but the convergent efficiency has no superiority
compared with the traditional training method. However,
when the particles are located in a highly dispersed space
because of the diversity of some specified application, it’ to
say the particles are in the quantum space, the algorithm
based on QPSO has obvious superiority in global
convergence to the other.

4. CONCLUSIONS

In this paper, we propose the training algorithm of neural
network based on QPSO algorithm. QPSO-trained BP neural
network can speed up the convergent pace of the neural
network to a certain extent because of the process of the
forward and backward computation is omitted.

More importantly, when dealing with some various and
inconstant specified case, that is to say the data are
distributed in the quantum space, the proposed algorithm
overcomes the local convergent shortage of traditional
neural network training method, it is likely to converge to
the global optimized position. The experiment result shows
that the algorithm has better global convergent characteristic
and better convergent speed.
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ABSTRACT

Fuzzy Logic Controllers (FLCS) are rule-based systems that
successfully incorporate the flexibility of human-decision
making by means of the use of fuzzy set theory. This paper
provides an overview on evolutionary learning methods for
the automated design and optimization of fuzzy logic
controllers. A three-stage evolution framework that uses
Genetic Programming (GP) and Genetic Algorithms (GAS)
evolves rule-base and membership function parameters of
FLCS. For hardware implement of FLCS, We propose an
Evolvable Hardware (EHW) platform for the design of
fuzzy logic controllers. This platform, which can be used for
the implementation of the designed fuzzy system, is based
on a PAMA (Programmable Analog Multiplexer Array).
The performance of a fuzzy system in the control of both a
linear and a nonlinear function is evaluated. The results
obtained with these functions show the applicability of this
model in the design of fuzzy control systems.

Keywords: Fuzzy logic controllers, Evolvable Hardware,
Evolutionary algorithm.

1. INTRODUCTION

Fuzzy Logic controllers are wusually designed by
interviewing an expert and formulating her implicit
knowledge of the underlying process into a set of linguistic
variables and fuzzy rules. In particular for complex control
tasks, obtaining the fuzzy knowledge base from an expert is
often based on a tedious and unreliable trial and error
approach.

Genetic Algorithms (GAS) is heuristic optimization
procedures based on the principles of natural evolution.
They combine the concepts of adaptation and survival of the
fittest to produce suboptimal solutions for an arbitrary
problem. Genetic Programming (GP) is a subset of the GA
paradigm in which each individual in the population is a
computer program. These programs try to solve a certain
task, given as a set of examples expressing the desired
behavior. Programs are built up by the composition of some
functions (internal nodes of the tree) operating on a set of
terminal symbols (leaves). This paper provides a general
overview on genetic fuzzy systems and describes a
framework for the evolutionary tuning and optimization of
fuzzy control systems.

Fuzzy Logic Controllers have been used successfully in
numerous control  systems. The most common
implementations of FLCS rely on microprocessors; however,
since FLCS admit a high degree of parallelism, an analog
solution is also suitable. Unfortunately, analog circuit design
is not always an easy task. Recently, Genetic algorithms
have been used as agents that program a reconfigurable
platform in order to carry out circuit design, promoting a

novel area of interest known as Evolvable Hardware (EHW).

This paper is divided into five additional sections. Section
2 introduces a brief review of fuzzy logic controllers.
Section 3 describes the main concepts about Evolvable
Hardware, FLCS and hardware implementations. Section 4
presents the proposed evolutionary fuzzy system and the
platform for future evolution of the fuzzy hardware. Section
5 presents experimental test results and section 6 concludes
the work.

2. FUZZY LOGIC CONTROLLERS

Fuzzy Logic Controllers are rule-based systems that
successfully incorporate the flexibility of human-decision
making by means of the use of fuzzy set theory.
Natural-language terms are used in fuzzy rules. Their
ambiguity is modeled by membership functions, Intends to
represent human expert’s conception of the linguistic terms.
A membership function gives a measure of the confidence
with which a precise numeric value is described by a
linguistic label [1].

Rules take the form IF [conditions] THEN [actions],
where condition and actions are linguistic terms describing
the values of input and output variables (e.g. IF pressure 1S
low THEN valve-opening IS small). The fuzzy rule-base of
the FLC is composed of produce precise output values
according to actual input values. This control process is
divided into three stages (Fig. 1.) [9, 10]:

(1) fuzzification: calculate fuzzy input, i.e. evaluate input
variables with respect to the corresponding linguistic terms
in the condition side.

(2) fuzzy inference: calculate fuzzy output, i.e. evaluate
activation strength of every rule and combine their action
sides.

(3) defuzzification: calculate actual output, i.e. convert fuzzy
output into a precise numerical value.

ac @

fuzzy sets fuzzy rules
a - -
—
. ; Fuzzy e
L Defuzzification
N inferenc
precise inputs precise

Fig. 1. The fuzzy control process

The fuzzy interpreter used in this work performs
fuzzification via triangular membership functions, uses the
min intersection operator, the max-min method for fuzzy
inference and the centroid procedure for defuzzification.

771
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3. EVOLVABLE HARDWARE

Evolvable hardware (EHW) refers to hardware that can
change its architecture and behavior dynamically and
autonomously by interacting with its environment. EHW
makes synthesis less dependent on human ability and is very
useful for finding new and unconventional topologies.
Results of various applications show the potential of this
technique as compared to the traditional ones [2].

At present, almost all EHW uses an evolutionary
algorithm as their adaptive mechanism. Circuits are
generally represented by a binary code, the chromosome. An
initial population is created and all individuals (circuits) are
evaluated. The best individuals have a higher chance of
being selected for reproduction in order to form the next
population; this is performed until the objective is reached.

Two main methods have been established for applying
artificial evolution to the design of hardware systems. These
are Extrinsic and Intrinsic. The EHW platform used is
named FPGA in digital chips [7, 8], is named PAMA
(Programmable Analog Multiplexer Array) in analogue
chips. PAMA is classified as Field Programmable Analog
Array. FPAAS have just recently appeared, and most
projects are being carried out in universities and research
centers [3].

4. EVOLUTIONARY FUZZY SYSTEM DESIGN

When we try to design a FLCS, two problems arise: first,
how to establish the structure of the controller and, second,
how to set numerical values of the controller parameters.
The learning algorithm has been successfully applied in
these problems, learning controller structure as well as
tuning controller parameters.

Import aspects to be considered in development of a fuzzy
hybrid system are [4]:

(1) interpretability in terms of linguistic (fuzzy) rules;
(2) capability of adjustment to a given set of data;
(3) rule-base creation and parameters adjustment.

The learning algorithm is illustrated in Fig. 2. Initially the
type of membership functions, fitness evaluation and
stopping criterion are defined. The policy of alteration in the
number of membership functions is also defined.

The learning algorithm is based on the concept of

evolutionary cycle; each cycle consists of three stages.
In the first stage, partitioning of input and output spaces
takes place. This is in accordance with the number of
membership functions assigned to each variable in the cycle.
In the second stage a GP searches for the best set of rules
among all possible ones. Implication and aggregation
operators and defuzzification methods are also taken into
account here. Eventually, structure identification is
concluded: definition of the rule-base, choice of implication
and aggregation operators and defuzzification method.

In the third stage parameter tuning takes place.
Membership functions are adjusted so that the most
satisfactory fuzzy system for the given numbers of
membership functions is obtained. If the requirements are
met, the fuzzy system design is completed. If not, the
number of membership function may be altered and a new
cycle begins.

In the second stage, a single rule can be easily represented
as a binary tree: the root being an IF node, and left and right
branches representing the conditions and actions can be

expressed as trees. On the one hand, a variable paired with a
fuzzy set can be represented as a tree with an IS root-mode:
the variable name in the left branch and the fuzzy set in the
right. On the other hand, a conjunction of such terms can be
expressed as a tree with an AND root-node and two
branched representing nested conjunctions or pairs (variable,
fuzzy set). Fig. 3. shows an example

INITIAL DEFINITIONS
(MEMBERSHIP FUNCTION TYPE)

>

PARTITIONING OF INPUT AND
OUTPUT SPACES

v

STRUCTURE IDENTIFICATION
(USING GP)

v

PARAMETER TUNING
(USING GA)

v

STAGE1L

STAGE2

STAGE3

DESIGN

END OF SYSTEM |g— CRITERION Aﬁ CHANGE NUMBER

OF MEMB. FUNC.

Fig. 2. Learning algorithm

IF pos IS NL AND vel IS NL THEN for IS PL
Fig. 3. A syntactic tree and

the rule it represents

A list of rules might be represented as a list of trees.
However, it is more appropriate to use a single tree
representation because it allows rules to be tightly connected
and therefore facilitates the propagation of good functional
blocks. Two additional symbols are required. The EL
symbol represents an empty list. The RLIST symbol
combines rules in the same fashion that AND symbol joins
terms, i.e. a list of rules is a tree with an RLIST root-node
and two branches representing single rules or analogous lists
of rules.

This is a very flexible and powerful representation of FLC
rule-based. It deals well with fact that an FLC may have
rules with very different structures among them as well as a
variable number of rules. This aspect contrasts with other
GA-based approaches in which the structure or the number
of rules in the FLC is arbitrarily prefixed.

The chromosome used in the third stage, depends on
membership functions shape, triangular fuzzy sets ware
defined by three characteristic points, trapezoidal fuzzy sets
by four points and Gaussian fuzzy sets by center and width.
In this example, the parameters identify the vertices of
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triangular membership functions; the chromosome is shown
in Fig. 4.

The stopping criterion can be a time restriction (fixed
number of generations) or a quality restriction (the solution
is better than the desired one). Evolution may be halted
when there is no decrease in error within a certain number of

generations.
|r:1 |a3 [bz lcz J

Fig. 4. Chromosome of membership functions
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Once the system has been designed and validated,
hardware implementation can be started.

Once the system has been designed and validated,
hardware implementation can be started.

There are two basic approaches to implement an analog
fuzzy system: monolithic and modular.

The first considers a monolithic block implementation to
map the inputs to the output. The design via a monolithic
block (for implementation of a fuzzy controller, for example)
makes use of less hardware than the modular approach does.
On the other hand, the design may not be easy due to the
complex nonlinear multi input single output mapping.

In the modular approach, the implementation reproduces
the traditional configuration of fuzzy logic systems; three
main function blocks are considered: fuzzifier, fuzzy
inference engine and defuzzifer. These analysis and
understanding of the entire system are made easier. On the
other hand, many analog circuits are necessary for
implementation (each membership function is implemented
by a single circuit, for example).

Genetic Algorithm

/O board — PCW T

Digital output
Chromosome

A/D converter
Analog Input

A

Bit String Circuit Signals

Analog Reconfigurable Circuit

Discrete Analog Analog Bus (N)
Components Multiplexers

o MUK

Mzl

_@ . rall

Fig. 5. PAMA block diagram

In a future work a new evolutionary platform shall be
used for implementation of the entire system. It is based on a
PAMA (Programmable Analog Multiplexer Array), PAMA
is classified as Field Programmable Analog Array, is an
analog platform based on analog multiplexers/
demultiplexers. These multiplexers are fixed elements and
are responsible for the interconnections of the different
discrete components that can be plugged into the board. The
PAMA supplies an environment to evolve generic analog

circuit based on discrete components, without the need of
simulators. PAMA is a flexible platform with respect to
granularity: its building blocks can be chosen by the
designer, from transistors to high level analog components,
such as operational amplifiers. Fig. 5 depicts PAMA block
diagram [5, 6].

The platform is used to perform intrinsic evolution of
analog circuits through a traditional Genetic Algorithm.
Each gene configures the select input signals of a particular
analog multiplexer. As shown in Fig. 5, a multifunction 1/0
board connected to the PC bus is responsible for the A/D
conversion and for the chromosome download.

5. EXPERIMENTS

Only the fuzzy system design is addressed here;
implementation of the electronic circuit is still under
development. The membership functions of input and output
variables are defined by three parameters, called geometric
proportional factors, adding with the scaling factors, which
are adjusted to maximize the performance index by using
the GA [11].

Key of the Genetic Algorithm is encoding methods and
selection of adaptive function. Real-number encoding is
used to reduce space dimension. For selection of adaptive
function, we use following function as Eq. (1):

J(ITAE) = j0°°t|e(t)|dt = min 1)

This function can estimate dynamic and static capability
of control system as a whole. In order to realize simply by
computer, we need discretize data. The type of
discretization is as following Eqg. (2):

J(ITAE) = it|e(t)|T @

where T is time of sampling, N is number of sampling.
Following example is two inputs and one output Fuzzy

system, Input of Fuzzy Logic Controllers is e and c, output

isu. Their boundare (-E, E) , (-Ec, Ec) , (-U, W

which are tuned by scaling factors ke, kd, ku. Their
values are tuned by geometric proportional factors kl,

K, K,. Fuzzy Logic Controllers is optimized by tuning

the six parameters,. In order to demonstrate the effect of
scaling factors and geometric proportional factors, a Matlab
simulation are made by controlling a transfer function and
a nonlinear function. The transfer function is given by Eq.
(3). The nonlinear function is given by Eq. (4).

2
H(S)=—F—
(5) s?+4s+3

y =y +/y® +u() @

The GA parameters of following experiments are:

@)

Population: 80
Reproduction: 0.95
Crossover: 0.75

Mutation: 0.2

Eqg. (3) is a second order linear function, where select
T=0.01, input of fuzzy control are excursion € and
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excursion rate of change €, , output of fuzzy control is

control variable U, Bound of input and output are [-6, 6].
Linguistic variable of input and output has seven levels,
membership function is triangular, and control rules refer to

references [12]. Scaling factors K, , K, K, and Geometric

proportional factors K, K, , K; are adjusted to optimize
fuzzy control by using the Genetic Algorithm. Initial values
of scaling factorsK, , K, K, and geometric proportional

factors K,, K,, Kjare defined 1.5, cycle of sampling is

1000. Simulate result is k, =59.079 ,
k, =1.076 , k, =43.466 , k, =1.0201 ,
k,=1.1127 , «k,=1.1054 . F=0.1301 .
Input/output responses is shown in Fig. 6. .

16

1.5 !

i

05}

0 0.5 1 1.5

Fig. 6. 1/0 curve of second order linear function

Eq. (4) is a nonlinear function, Where select T=0.01,

K., Ky, Kk, andk;, K,, K, are defined 1.5, cycle of
sampling is 1000. Simulate result is , K, =1370.7,
ky=12 , k,=1 k,=1.02 |

k, =0.0244 , k, =03199 , F =0.0541 .

Input/output responses is shown in Fig. 7 ..
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1.5 ~
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Fig. 7. 1/0O curve of nonlinear function

6. CONCLUSIONS

From the results of the 1/0O curve it can be concluded that the
new GA method is effective for linear or nonlinear function
in fuzzy control optimization.

The results obtained through simulated experiments have
been satisfactory for the controllers tested. The quality of
control depends upon the algorithm’s capability of
generating an adequate set of rules and the restrictions
imposed during the parameter adjustment stage.

With respect to the new evolutionary model, it should be
emphasized that it is not a completely automatic learning
fuzzy system; it requires monitoring by the user. How to
realize rule-base and membership function parameters to
evolve in parallel? This is our important task next stage.

The platform for implementation of Fuzzy Logic
Controllers though EHW ideology has been proposed, this
platform can use a PAMA and a genetic algorithm to
achieve intrinsic evolution. Further work is the
implementation of some fuzzy analog circuits by this
platform.
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ABSTRACT

A basic inference method of precision spraying (PS) in
the PCO (Pest Control Operation) market was presented
based on fuzzy control system as follows, which has
overcame the difficulties found in this profession field of
the intelligence spraying fog with truck-mounted machine
currently. The fuzzy inference engine (FIE) involved the
construction of capturing target and control direction on
spraying from fuzzy relations, such as the parameters of
move-speed, tree-crown and target-fractal etc, and its
logic rule has been introduced according to more import
and more output (MIMO) systems emphatically. The
results of some related experimental applications about
these parameter analysis procedure were given and it was
demonstrated that the proposed technique in the fuzzy
inference engine for capturing spray target being accurate.
It was effectively solved the problem of environmental
pollution and the waste of physic drug from blind sprayed
and it was concluded that this method would be used in
precision spraying for plant protection on the intelligence
spraying machinery.

Keywords: Fuzzy Target Fractal Capture Spray.

1. INTRODUCTION

It is severe that the diseases and insect pests damage the
constraining forestation and the ecological environmental
construction, and yet the technology of drug spraying still
laggard presently in our country. The objective reality
method of blind spray regardless of the target and
non-target objects, it did not take into account the density
of plants trees and the area of tree-crown in size, didn't
even consider the distribution patterns of individual
differences in pesticide demand, the pesticide droplet
made the pollutants increased and the ecological
environment deterioration. Precision spray (PS) is a
response to the situation in new technologies, facing with
the target particularity such as types of trees, size of
tree-crown, tree-row spacing and distance factors etc, the
majority of the information is uncertain or ambiguous,
which makes the whole system more complex in
intelligent control [1]. In addition, because of the
complexity of the object, it is difficult for the export
system (precision of the target spray) to accurately
describe as input variables (real-time monitoring
information) quantitative function, and there are no easy
to resolve this problem using conventional means [2].
Taking into account the decision-making spray conditions
of uncertainty and ambiguity, this article give a control
model of intelligence spray about some fuzzy rules based

on the products 6WC-30Y-G truck-mounted machine
made by Shenzhen Longrui Technology Co., Ltd (Fig. 1.
shown).

2. FUZZY CONTROL ALGORITHMS

On the part of the characteristics of spray machines
truck-mounted, taking into account the character of more
import and more output (MIMO) of the decision-making
system, we Separate it into more import and single output
(MISO) system firstly, after have discussed it then made a
synthetic algorithm with the iteration theory to the final
[3,4].

The variables vector y - X, x,-x,) is the

importation parameter of the spray system, and the
variable of the export system is Y, the subscript variable n
is a dimension of the importation system in which.

Each domain variables constitute a theory in the
domain, and each of the number domains can be defined
into some subsets, such as the definition a fuzzy subset S;
from the variables vector X; and marked
A, (i=12,-nk =12,---8,) the corresponding rules

for example number P paragraph of fuzzy inference may
be expressed as:

If X € Ay and x, € 4,, and ...... and x € A,,

then y? =c,” +clx, +cfx,,--clx, 1)
The letter P is an order of the rules, x; is an importation
variables of the vector x; andx, e 4,,, the K; is fuzzy

subsets, y” is export function expressed by the rules of
number paragraph P.

When the system requirements to be a group of vector
(xy,x,,--x,)", the total exports of system can be

geton from the corresponding export y° by the weighted
average. If there are N rules, the system output y can be
expressed as follows:

N

za)pyp (2)

p-1

N
X o’

p-1

y =

In which, the @? is the real value corresponding number
P rules base on the vector (x,, x,,--- x,)" input, the
calculation type:

o =114, (x) @

In the expression above, the symbol [ is an operator;
the membership function 4,; is according to the projects
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to choice, it is available to get it from determining the
actual situation through data sample group in many cases.

After getting the exported from various single variables,
the entire system export response can be constructed by
iteration theory from many parameters export in the
devices of spray [5].

3. TARGET CAPTURED MODEL
3.1 Target characteristic

Getting the tree-crown images with complex backgrounds
by computer visual technology principles, extraction the
contours of tree-crown images and studying it with fractal
technology to calculate the fractal dimensions of
tree-crown, the RGB vector parameters of trees, the
distance from the spray machines to the target, the
vertical amplitude of tree-crown, and the central
coordinates of tree-crown shaped.

Different tree-crown correspond to a different of fractal
dimensions in value, this feature can be used for the
signals to open electromagnetic valve in flow rate. At the
same time the color RGB vector is taken into account for
discrimination the interference effects of the advertising
billboards and the green belts in urban. In the parameters
of feature, the distance parameter from target tree-crown
to the vehicle spray is the mainly as signals to control
spray pressure, the main parameters of the tree-crown
amplitude size and centroid coordinates of tree-crown
shaped is the input variables to adjust the tracking of
spray target.

3.2 Adjust the target

The nozzle is an outlet for medicine; it is important for
the nozzle sprays when and where, so the control signals
from the target information is indispensable. Adjusting
the target means the nozzle jet is controlled to toward the
target all the time while spray. It is particularly important
strikes in the process of vehicle dynamics with this point.
Accurately we need to analyze how to use the collection
of information adjusting nozzle position and operating the
valve in flow rate and changing the jet pressure of
medicine. The tree-crown vertical amplitude and the
centroid coordinates of tree-crown shaped used as the
original signal-driven, taking into account the calibration
of machine visual, adjust the spray nozzle to aim at the
centered position of the tree-crown with the processed
electrical signal.

4. FUZZY CONTROL MODEL

There are two aspects of the target recognition in the
system, the first is collection the information of target
characteristics, and the second is the control method of
nozzle towards the target. To simplify the problem, the
subject of the collection and identification systems to the
target without specialized in study here. The target
capture system can abstract for the car speed 7, the fractal
dimension F, the RGB color parameters C, the distance
parameters D, the tree-crown length L, the tree-crown
width 7 and the tree-crown center position P as some
import variables, the entire export function is a assembly
of the target-control Y;, the valves-control Y, and the
pressure-control Y3, the module of captured fuzzy system
as shown in Fig. 2.

Fig. 1. 6WC-30Y—Gspray machine

car speed Ll
fractal dirnension —F |
color pararneters _ C |

distance parareters _ 0| F | Y2 alves-contral

tree-crown length _ L |
tree-crown width —1 |
tree -crowm center 2

Fig. 2. The fuzzy control system

This fuzzy system contains the following elements
taking into account the practical application of spray
machine in precision forest industry.

1) Fuzzy the import volume: expressed certain
variables value as an appropriate language of the
ambiguous situation subsets so as to enable computing;

2) Reasoning machine and the corresponding rules:
abstraction fuzzy control rules through a group of fuzzy
conditions, and to choose the appropriate function;

3) Calculation the export of fuzzy reasoning machine
and getting the accurate control volume of the fuzzy
system;

| ¥1 target-control

| ¥3 pressure-control

4.1 Import volume precision

Taking into account the features of seven parameters in
the system, we divided the system variables into three
subsets, in order to improve the dynamic speed of the
arithmetic operations. Specifically, the speed parameters
is divided into the faster (Vx), the middling (¥,,) and the
slow (Vg); Using the same method, the distance
parameters is divided into the long (D;), the middling (D,,)
and the near (Dy); the parameters of tree-crown amplitude
in length is divided into the high (L), the middling (L)
and the short (Lg); the parameters of tree-crown amplitude
in width is divided into the wide (), the middling (77)
and the narrow (Wy). The three parameters remaining of
the sub-domain F, C and P are not divided into subset,
since their influence factor is high to target identification
and target adjusting, we make them as a direct
importation of the original system and not to deal with
them fuzzy.

4.2 Fuzzy model

The role of fuzzy model is to identify state variables as a
domain of a fuzzy theory assembly. It can divide in to two
ways generally: single value fuzzy models and more
value fuzzy models, consider the actual application of the
project the more value fuzzy models is given as follows:

1 ovn onn X > X (4)

The letter X is the speed value of the highest
frequency in using, in generally the highest frequency
speed of the spray machine is 4km [ h , we can view

x = 4km | h,when x > 4km [ h,the L, isequal

777
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to 1, then the move parameter is corresponding to the
faster speed (Vz) of the spray machine; When

x < 4km | h the p, is equal to -1, the move state
corresponding to the slow speed (Vs) also; obviously,
when x = 4km [ h,the g, is equal to 0, the move

parameter is corresponding to the middling speed (77).
Identically the other domain parameters D, L and W are
analyzed with the same method corresponding.

4.3 Export function

The target function Y; for control nozzle of the machine is
consist of the variables such as move speed 7, tree-crown
length L, tree-crown width W and tree-crown-shaped
coordinate P and it is formed by a certain logic relations,
the coordinates demarcation of the computer visual is also
considered here [6]. The move speed ¥ affects the level
angle of the nozzle deflection, the tree-crown length L
and tree-crown width W affect directly the nozzle rotation
scope in size too, but the tree-crown-shaped coordinates P
is the key parameters in tracking target, thus we serve it
as the jet center at the actual coordinates of the location,
that is to say after the jet premise to aim at the center
coordinate of the heart in tree-crown shaped, we also take
into account the influence of parameters 7, W and L to the
function Y7, the function expression :

Y, = f(V.LW) (5)

P(x,y)

It is not necessarily a spray target when detected the
green vector G in RGB color parameter, the key factor of
judgment is also depending on the dimension value of the
target, after the algorithm of logical AND with G and F
then judged the detection object whether it is real target or
not, but one thing for sure, it is not a spray target if testing
no green vector G If the variables of F and C are not
empty sets, the valve size of drug liquid is corresponding
to the machine speed ¥ mainly, because the synthetic
speed will affect the condition of opening and the match
time in memory system. Otherwise, it is difficult to
ensure that the liquid jet to the target from computer
visual system, the function expression:
YZ:f-Z(V)F<>0,C<>O (6)
To the control function blocks of jet pressure, it is based
on the distance from target to nozzle; we can control the
rotational speed of engine by the three states of distance
parameters D, and get the resultant of different jet
pressures. It is noteworthy that the adjust changes on
engine rotational speed is under the right conditions of the
targets correct tracking; otherwise it is senseless for the
practical application of engineering. After the target
sub-dimensional parameters F and the RGB color
parameters C  are not empty sets, the different
distances corresponding to the different pressures, so as to
reduce the drug floating in the air, the function
expression:

Y3 = <f3(D)‘F<>O,C<>0 (7)

5. FUZZY CONTROL RULES

According to the definition of the import and export
variables, the y subset should contain complete sets of
rules based on fuzzy inference engines (FIE), the number
of the function for control target Y; are 27 rules (3*3*3);
the number of function for control medicine valves Y, are
3 rules; and the number of function for control spray

pressure Y; are 3 rules too. The corresponding rules
expressed as follows:

Rl:if(Vis Veand Lis Ly and Wis Wy, and F is not
D and C is not D ) then

vi=gimlw), oy = g3 ()

F<0,C<>0

R?. if (Vis Vsand L is Ly and W is Wy and F is
not @ and C is not @ ) then

27 27

yl :gl (V'l’w)‘P(x,v) and y227 = gé(v) F<>0,C<>0
R?®. if(VisVr and F isnot D and C isnot D)
then y 3 = g (v)

F<0,C<>0

R®. if(VisVsandF isnot D and C isnot D)
then y2 = g3’ (v)

F<0,C<0

R¥. if(DisD,and F isnot®and C isnot®)
then 3 = g3 (d)

F<0,C<>0

R®: if(DisDy and F isnot®and C isnot D)
then ¥ = 53
y3 g3 (d) F<0,C<>0

Inferred further the rule P:
RP: if vel,? and leL’j’. and we W, and

fe® and cg D then

y{ =i+ yh o+ yh i
Vi =V tVatVn t iy
Vi =V tVat Vst g
In which the @& is the empty set, p =1.--33 ,
v, vy, vy are expressed the initial value of the

®)

corresponding function, which takes into account the
factors such as computer calibration and systematic error
etc.

Here we should pay attention to this situation that if we
change certain parameters of them there are not able to
change all of the export function, such as changing the
distance parameters D from the nozzle to target object,
then one of the rules R*, R® and R* searched by the
fuzzy inference engines (FIE), and its corresponding
function changing only, the other export function in the
system maintains the original export volume without the
memory replacement.

At the same time, the export parameters in the fuzzy

inference engines y/ =yl + yh + yh + y5h -

Yy =Vt VatVntyn and
vy =yh+ vy +yh + vk are collected from the
sample (v,,/,,w,,d,,y,,y,), inwhich i =1,... 5,
S is the number of the samples. Thinking of the system
specificity, it is difficulties for collecting the desirable
sample, the method of this paper is to been sought the
sample collection through computer simulation.

When an imported variable belong to linguistic
meaning, the output function required that it is no longer
this types of variables but a specific figures variables
[7.,8]. The export variables can be gotten according to the
series of formula (2), (3), (4) and (8) by rigorous
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calculation.
N
Z ol y!
p-1
Y1 =

=t
Z oy
p-1

N
PP
w
z 2 )2 and
_ »pr1

Va2 N
)3
@,
p-1
N
D ofyy
_ p-1
y3 - N
P
2 of
p-1
In which

of =of =of = 450) A AL A AL W) A AD(d) |
the symbol A is an operator for the min value
calculation.

6. RELATED EXPERIMENT

For acquisition the fractal demission from tree-grown is the
critical parameters in this fuzzy system, in our work we have
use the software MATLAB to get it. The following section
presents an experimental result that the fractal dimension
had been obtained from an outline of spray target only [9].
The experiments are carried out with PC, PIV 2.4, 256M
memories and the CCD device, 10MOONS SDK?2000. The
size of input image is 240x320 pixels.

Fig. 3. shows the ash degree picture and the results of
tree-crown recognition; the experiments have shown a good
result visually in recognition about the spraying target.

ash degree picture tree-crowen recognition

ok i

Fig. 3. Original image and partition

We are very convenient to get the fractal dimension of
the trees-grown according the box-dimension definition in
the Fig. 4. It shows the center-points of the spray target
and the course of calculation the fractal dimension from
an outline of the tree-crown. There are a wide variety of
algorithms for estimating the fractal dimension of a
structure outline, such as the fractal of box counting,
modified-box-counting, and fractional-Brownian-motion
etc. The algorithm for box counting estimates how many
boxes are taken up by the fractal structure. An arbitrary
grid is placed over the structure to be measured, and the
number of boxes in the grid that are filled by the fractal
structure is counted.

center-point tracking box-dimension calculatior

Fig. 4. Tracking and dimension algorithm

7. CONCLUSIONS

Under the precision input of the sub-dimensional, the
color vector and the heart-shaped coordinates of the spray
target, a decision-making model for the spray machine
based on the fuzzy inference system has been expounded.
For the first time introduced the fractal dimensions as a
signal variable to control the drug spraying, it has given a
new method to research the decision-making problem
about the market of PCO (Pest Control Operation).

Throughout the system, a large number of specific
terms could be gotten on separation line and then
embedded the system models later [10]. This system
could better meet the vehicle spray requirement in the
intellectual spray system the system with a good
timeliness and robustness. | am set about my work to use
the technology of the fuzzy system for the equipment
6WC-30Y-G truck-mounted machine made in Shenzhen
Longrui Technology Co., Ltd. Up to now, the progress in
development has shown that it has an important worth for
this technology to apply for the field of precision fog in
agriculture.
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ABSTRACT

A Knowledge-Activation and self-increasing model is built.
First, on the base of the All Set and the Extenics theory,
Matter-Element is the foundational description of
knowledge, and Knowledge-Iterative-Extension is achieved
to improve the convergence of knowledge-space. Then the
function of knowledge matching is set up by the Set Pair
Analysis, which is excelled at solution matching. The
Matter-Element equation is used to get the transitive closure
of answers by setting several parameters, the process of
Knowledge-Activation is carried out and it makes the
knowledge-library increasing spontaneously. Finally, the
knowledge emergence is measured by the criterion defined
in the end; a better model of Machine Learning is
completed.

Keywords: Machine Learning, All Set, Extenics, Set Pair
Matching, Knowledge Activation, Artificial Knowledge
Emergence, and Autopoiesis Theory.

1. MACHINE LEARNING: FROM REASONING
MACHINE TO ARTIFICIAL KNOW LEDGE
EMERGENCE

Machine learning is the process that machine simulates
human learning methods for improving system performance
automatically. Even though many quite mature technologies
have appeared, such as inductive learning, discovery
learning, genetic algorithm, they are not smart enough. The
limitation of knowledge learning is: weak expandability,
weak capacity of convergence for knowledge space, weak
extraction and analysis for asymmetric information, less
ways of learning system and so on. Brand new practical
subjects in the field of intelligent control was introduced in
the paper on the basis of classical knowledge learning
theories: all set, extenics, set pair analysis, problem equation,
knowledge activation and so on, aims at integrating
multiplicity machine learning methods and setting up new
learning system.

2. MACHINE LEARNING AND ALL SET
All set theory

All set is a brand new set theory, which is the united set form
of the current set theories including fuzzy set, extension set,
vague set, rough set and so on. An all set is comprised of
four parts, that is Eq. (1)
S=(4,B,F,J) (@)
S'is all set, 4 is the universe of the problem discussed, one
of the elements in 4 can be described by an element of B, F’
is the map from 4 to B, and J restricts F. Fuzzy set fixes a
membership grade for every object and widely applies to
treating under uncertainty. Rough set classifies discuss-field

based on equivalence relation and make boundary indistinct
classification for subject investigated. Extension set, which
is used to deal with contradictory problems, describes the
changeability of things; Set pair analysis theory represents
the relationship between two sets by identical, discrepancy
and contrary. All set is a smart one, not only indicates set in
possession, but also generate need set under special
circumstances.

2.1 Application of extenics in knowledge acquisition

A perfect learning system needs abundant knowledge as
the background for advanced learning. Extenics, which is
the interdisciplinary subject of thinking science, system
science and mathematics, is introduced here. It permeates
artificial intelligence and its theoretical pillars are
matter-element theory and extension set theory. Enhancing
knowledge acquisition is realized through defining
extension set, extension field and regulation transformation
of knowledge base. Extension representation of knowledge
base was presented in document [3]. Further perfect
definition of knowledge matter-element is as follows, C, X
are knowledge matter set, knowledge characteristic set and
knowledge value set, respectively. P (M), P (C), P (X) is
corresponding power set. Then, knowledge matter -element
R= (m, ¢, x) samples valueat Z=P (M) P (C) P (X), R is
called matter-element variable of Z. If the classification is
based on potential of M, C, X, when the potential of certain
set is 1, it is believed that corresponding variable is
constant. We emphasize on the characteristic set C and
value set X of knowledge matter- element variable. When
the potential of C, X set are greater than 1, R= (m, ¢, x) is
called as value and characteristic multi-transformed matter
which is noted as R=(m0, ¢, x) Likewise, According to
different knowledge convergence condition, we can define
its matter, value, or matter, characteristic or total transform
matter element, which can contribute to matter element
extension by various practical matter element function and
extension methods. From extension, discovering
knowledge will be mentioned in the following chapter.

2.2 Extension set of knowledge

Two different forms of extension set can represent
knowledge set.

1) Knowledge matter-element extension set: According
to the definition of extension set and relevant function,
given that u € U has an corresponding real number K
(1) E(= o2, +9).

A{@ ) [uel,y=K@) e (~o,40)} ()

Eq. (2) is a knowledge extension set on universe of
discourse U (U is the basic element set of all information
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and knowledge), y = K (w) is the relevant function [4] of
this set. Here, in Eq. (3), 4 is the positive universe of
knowledge extension set "4. In Eq. (4), M is the positive
extension universe (represent the set that can be
transformed into element of knowledge extension set by
transformation 7) of "4 with respect to transformation 7 Eq.

).

A={u|ueU,K(u)>0} 3
M ={u|ueU,K(u)<0,K(Tu) >0} 4
e ueAd
T ={ . . - )
extension transformation u € A

(e represents no extensics transformation)

2) Extension space with complete information: Given that
the definition of basic extension space of knowledge
matter-element R [3] is Eq. (6):

(R =RARIARIARIARFAR=IAR O} ()

Right-hand side of equal sign are: matter-element,
matter-element set with same element, matter-element set
with same characteristic, matter-element set with same value,
correlation matter-element set, implication matter-element
set and conjugate matter-element set of R from left to right.
Iterating this space for N times to get complete information
extension space, Eq. (7) is:

Q(R) = limW, (7)

n—o

W, (R) is the nth-order of extension space.

Knowledge R is the rule that some matter-elements are
jointed with coupling word, the above defined basic
extension space and complete information extension space
can be utilized. The complete information space of
knowledge is infinite; certain restriction should be given for
this space when expanding. This restricted complete
information space is called extension space of knowledge.
The definition of knowledge matter-element extension set,
similarity and correlation degree between knowledge and so
on can be given in space with extension space of knowledge.
Traditional extension method can deal with the process of
continuation and formation of knowledge; detailed methods
are referred to Ref [2].

The emphasis of these two methods is differently; the first
model is suitable for normality knowledge, while the second
model is suitable for empirical and common sense
knowledge. Their extension modes for matter-element are
different and may lead to the diversity of their knowledge
convergent mode and efficiency.

2.3 Set pair analysis and knowledge matching

We represent guiding and regularity knowledge by matter-
element, Eq.(8) is :
K= AL AAT)ICACAAC,)=>(R AR, A..AR,)(8)
K-knowledge, C-matter-element describing the precondition,
R-matter-element describing conclusion, -coupling word
conjunction, = -coupling word implication. Whether we
obtain exactly C and I for solving problem form knowledge
library may have direct influence on the executive unit
efficiency and result of machine learning system.

We apply set pair matching (SPM) for realization, it is a

way of solving fuzzy, randomization, uncertainties consider
two sets which have certain relations as a set pair and give
admit for objectively uncertainties, meanwhile, see the
certainties and uncertainties as a identical. discrepancy.
contrary system, that is in Eq.(9):

u=a+bi+cjie[-11] 9

generally, j=— 1L, a+b+c=La b, c €0, 1]

Seeking optimal matching scheme [5] based on traditional
and fuzzy matching. Then we use WAS [6] of knowledge
library to get value of weighted set pair when searching for
problem matching. Finally, we make the matching strategy
R by comparing values of weighted set pair and referring the
magnitude of set pair potential.

3. KNOW LEDGE
AUTOPOIESIS THEORY

ACTIVATION AND

3.1 Knowledge activation and matter-element equation

Knowledge theory contains two parts: knowledge creation
theory and transformation from knowledge to intelligence.
The latter can be reckoned as the process of knowledge
activation and the former is the precondition- prerequisite of
knowledge activation. In the aspect of knowledge creation,
we mainly study how to set up knowledge library for solving
problems. However, in the aspect of knowledge activation,
the key point is to generate solving strategy based on
specific solving problems, environment constraint condition
and solving goal. According to different levels of knowledge
library, the activation paths are as follows:

1) For normality knowledge: First, making the goal,
inducing and reasoning correlative knowledge in the library
under environmental constraint, generating possible
strategy. Finally, through evaluating the effect, confirming
whether it needs to be operated.

2) For empirical knowledge: employing empirical
structure (such as nervous network), then, establishing its
intelligent strategy by the method of direct training of
experimental sample.

3) For commonsense knowledge: Here, the intelligent
strategy is completely equated to commonsense, as long as
apperceiving the input, just react according to the action
settled by commonsense.

The three methods above have represented mechanism
of symbolic logical school based on functionalism,
mechanism of nervous network school based on
structuralism and mechanism of perception school based on
behaviorism. Setting an example for the process of
activation from normality knowledge to intelligence, the
expression applying matter-element Eq.(10) is:

(OANKAE)oR=Pl A (10)

Q- problem, 4- effect, P - goal, E-environment constraint,
R- strategy, K-knowledge, --operator, represents relational
composition, /- matching, represents the degree of difference
between effect and goal. Better matching effect is based on
less difference between effect and goal. To search for
strategy R and get the effect under the conditions of problem
correlated knowledge and environment constraint.
Determining demand set Q, which contains expected effect
and goal, and then making information set 7, which contains
environment constraint. Demand and information are
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multi-sided, they can be divided into Q = {Q1, O, ... 0.},
={1, 12..1}, the set (O, 1I) s called the
direct-multiplication of Q and 7, R°%=0 =1 can be determined
by using expert group and calling weight analysis system
(WAS). This equation can be solved by successive
approximation, transitive closure of R, Eq. (11):

R=R°UR'UR*--=JR (11)
i=0

It is solved to get ‘R—R” < gand make R successively

approximate to Rn.  Problem state may have changed, then,
get effect C according to the degree of difference between
new state B and goal P, then, employing set pair matching
(SPM) to identify whether the goal P and the effect C match.

3.2 Autopoiesis theory and cognitive process

Two biologists from Chile created Autopoiesis Theory [8]
by the research of cell beings. The definition of Autopoiesis
Theory is as follows: it’s a dynamic system and an entity
synthesized by network generating form components; the
entity meets the following terms:

To generate network by themselves with reproduction of
interacting iteration.

To implement this network by an entity in space. This
entity must be able to generate boundary separate with its
interacting background.

The elementary model of machine learning can be
described as the process of obtaining knowledge,
accumulating  experience,  improving  performance,
discovering regularities and adapting environment.

environment

study
1

module
execute

module

knowledze

library

Fig. 1. Simple model of machine learning

From the aspect of model and composition, the model
satisfies some key points of Autopoiesis system: separable
boundary; components built-up by entities can be described;
the entity is a mechanical system; unitized element of
boundary is determined by “preferential neighborhood
interaction”, boundary and entity are generated by the
system itself. When we complicate this learning system and
provide more intelligent modules or apply Agent theory for
simulation, it would be a system with obvious Autopoiesis,
which acquire extracts external information continuously,
improves knowledge library and develops its system
through repeated execution and learning. Then, we can
study the coupling between Autopoiesis system and
environment.

With the time pass by, the interacting nondestructive
disturbance between system and environment may make
changes on themselves. Here, the reaction of system to
environment is in a “proper way”. According to Autopoiesis
Theory, “transformation” may generate between system and
environment automatically. The “transformation” can be
considered as environment, such as that is information and
background knowledge, making influence on some
components of learning system for internal change and then
give feedback. We can call it an implicit "guide” for learning
system rather than traditional guide. This “spontaneous” and

“continuously” disturbance has the effect that manual
intervention cannot reach. What is mattered, this structure
coupling also can apply among different Autopoiesis
systems. The coupling can be considered as the power of
generating new knowledge and intelligence by learning
system. The change made by Autopoiesis System would
improve the limitation in the field of knowledge innovation;
likewise, it makes great sense to the aspect that getting new
knowledge relying on suspicion previously and hardness of
knowledge analysis. We could build a new learning mode by
setting up proper and complete Autopoiesis system, all set,
traditional machine learning theories and the machine
learning model above which set up by extenics and set pair
theory. Now, the model is in the test stage, author will give
further discussion in the following parts.

4. MACHINE LEARNING AND ARTIFICIAL
KNOW LEDGE EMERGENCE

4.1 Artificial knowledge emergence

Artificial knowledge emergence employs computer to
extract its regularities for individual from every modeling
and simulation of cognitive object system then interact in
computer to make machine emergence possible. Artificial
emergence is on the level of strategy, but not a simulation of
a large-scale system. First, setting up a model for a guide to
explore expected regularities and restraints. Then, choose in-
formation, especially for asymmetric information which
always contains a large number of practical factor, its
fuzziness and extension can be extracted and converted to
the symbolic information by using extenics. Finally,
determine the weight and combine information. Here, the
extensics force [11], proceeding transformation of
matter-element and so on are the basic ideas of studying
extensics characteristic of strategy, they are turning
contradictory problems into compatible and realizing
artificial emergence.

Firstly, based on elementary model of machine learning,
we take extension method like transformation of
matter-element into the process of machine learning.
Secondly, apply SPM to deal with matching problem
coming from the whole process and generate decision
scheme by knowledge activation, meanwhile, introduce
dynamic deterministic module to estimate and improve the
learning and executive process. Thus, repeat the above
process up to knowledge emergence. The standard of
knowledge emergence will be discussed in the following
parts.

4.2 Measuring for artificial knowledge emergence

To estimate the knowledge artificial emergence, we
introduce expert estimate system which contains expert
system, WAS and extension method set in learning system.
Based on it, the problem equation is defined as Eq. (12):

S=f(K,T.w.)0r (12)
K - The weight value of knowledge in calling knowledge
library

T - The time of machine learning
WF - The weight value of extensics force
7 - The goal matter-element

Here, fis a function of K, T, WF , the set of its value is
conditional matter-element, » is the goal matter-element, this
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problem equation is calculated through employing
methods such as the merit rating in extensics theory and
set pair matching by expert estimate system, then, estimating
the knowledge emergence based on the time of machine
learning.

5. FLOW DIAGRAM

Explanation for some steps:

4-calling learning element

6-proceeding extension transformation and building
transforming bridge

7-calling execution element

8-proceeding set pair matching

9-building matter-element equation and proceeding
knowledge activation

11-calling fuzzy extension force and proceeding conditional
improvement

12-calling extension decision 7-4-3 [7] to deal with decision
contradiction and conflict

13-employing extension innovation 3-4-4 [13] to set down
more proper schemel5-employing expert rating system to
calculate the degree of knowledge emergence

17-handling inconsistent phenomenon in scheme by
eliminating error15-6-3 [14] method

19-building transforming bridge [2] and analyzing over
again

20-recording information during learning process and S

value in every step
1D

environment
analvsis
I

14| i=i+l 3 #

the ith calling

4 learning module search
extensics T transforming (19
innovation . . i
13 344 the ith calling bridge
knowledze library
I
the ith calling
extensics extension
strategy
12 T-4—3 _ i _ regulate
the ith calling extensics |18
execution module force

calling E

11| extensics the ith calling

force knowledze activation

eliminate
1S good ErTOor 17
15-6-3

ot S

16
T
20 process vecord |
21 e

Fig. 2. Knowledge diagram of artificial knowledge
emergence

6. EXPECTATION: MACHINE INSIGHT
THOUGHT OF ARTIFICIAL KNOW LEDGE
EMERGENCE

In this paper, we have employed all set and extenics as the
basic methods and have tried to extract the mature thoughts
in these theories for every key structure of machine learning
system, specific application of extenics, set pair analysis,
problem equation and so on for the system have been
presented primarily. We consider a learning system whose
structure and function is complete as a complex one and
combine the theory of traditional machine learning for
enhancing the ability of handling background knowledge
and asymmetric information. In the future research, we will
employ the methods such as autopoiesis theory and
traditional nervous network to optimize learning system and
hammer at self-continuation and recessive guide of
knowledge, build and consummate an enlightenment of
thinking machine insight thought model.
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Abstract

This paper proposes on a epidemic model based on Cellular
Automata (CA). We developed a two-dimensional CA
model. Based on this model, we simulated the spread
process of SARS patients in Beijing from April, 21, 2003 to
July, 1, 2003. The simulation results are consistent with
the actual data, and this shows that the model has practical
application value, and can provide support for epidemic
control decision-making. The CA model has more
advantages than conventional differential equation model in
epidemic simulation.

Keywords Cellular Automata, epidemic model, computer
simulation, SARS.

1. Introduction

Human history has repeatedly faced extremely serious threat
of infectious disease. In fact, the description and prediction
of infectious diseases is a long-standing study. Current
mathematical models used to help forecast infectious
diseases. In mathematical models to study infectious
diseases, we can put them into two categories: decisive
models and network dynamics models.

Since forties in the 20th century, the decisive model
based mainly on differential equation paid attention to
gradually and still has a very important academic position

till now. The most influential models are SIR and SIS model.

The decisive model can often provide the result accorded
with the real statistics pretty well, however, this kind of
method is determinism, that is if all parameters and all initial
value of the variable can be known accurately in the model
equation, epidemic disease of moment any evolve situation
will certainly at all confirm and may be incomparably
prophesied accurately. This is clearly inconsistent with the
facts, because spread of infect disease is full of many
accidental influence. With the development of artificial
intelligence computer technology, the network dynamics
model has become the new research focus at present.

Network dynamics is considered to be one of non-linear
scientific research. It includes cellular automata, Boolean
network, neural network and L-system, etc. The basic
structure of dynamics of network can adopt the picture in
mathematics to describe. Now cellular automata and
artificial neural network model study epidemic mathematical
model mainly.

2. Cellular Automata (CA)

According to definition, CA can be regard as by a cellular
space and the definition is composed in this spatial transition
function. [1]

A CA consists of a regular uniform n-dimensional array,
usually of infinite extent. At each site of the cell, a physical

quantity takes on values. This physical quantity is the global
state of the CA, and the value of this quantity at each site is
its local state. Each cell is restricted to local neighborhood
interaction only and, as a result, it is incapable of immediate
global communication. The neighborhood of a cell is taken
to be the cell itself and some (or all) of the immediately
adjacent cells. The states at each cell are updated
simultaneously at discrete time steps, based on the states in
their neighborhood at the preceding time step. The algorithm
used to compute the next cell state is referred to as the CA
local rule. Usually, the same local rule applies to all cells of
the CA.
A CAis characterized by five properties:

(1) The number of spatial dimensions (N) ;

(2) The width of each side of the array (W) . W; is the

width of the Jth side of the array, where 1=1,2,3, ...,n;
(3) The width of the neighborhood of the cell (d ).d,

Is the width of the neighborhood along the i th side of the
array;
(4) The states of the CA cells;
(5) The CA rule, which is an arbitrary function F .
[2,3,4,5,6]

3. Description of the model

The population over which the epidemic propagation will be
modeled is assumed to exist in a two dimensional space.
Furthermore, it is assumed that the population distribution is
homogenous. The two dimensional space is divided into a
matrix of identical square cells, with side length @ and it
is represented by a CA. Each CA cell includes a number of
individuals living there. The number of spatial dimensions
of the CA array is N =2. The widths of the two sides of the
CA array are taken to be equal. The user of the model
defines the size of the array and it is a compromise between
accuracy and computation time. A large array size results in
a large number of CA cells with small side length &, thus,
increasing the model accuracy, but it also results in large
computations times. The width of the neighborhood of a CA

cell is taken to be =3 in both array sides. The state Cit’j of
the (i, J) CAcell at time t is a flag. The value of this
flag indicates the state of the individuals located in the
(i, J) cellattimet.

If Sit’j =0, then the population in the (I, J) cell is
susceptible to the disease;

2)If Sityj =1, then the population in the (I, J) cell is
infected;

3)If S| =2, then the population in the (i, j) cell is
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immune to the disease.
The time duration of the disease is user-defined and it

can be assumed to be equal to tin. After that time the
population has recovered from the disease and has acquired
a temporal immunity to this disease. After tm time steps,

the flag Sit‘j will change its value from 1 to 2.

Each CA cell starts as susceptible with probability P and
becomes infected if some CA cell in its neighborhood is

infected, the flag Sit'j will change its value from 0 to 1. It
remains infected for time '[in and then it becomes immune,
the flag Sit‘j will change its value from 1 to 2. The

immune population loses its immunity after time tim, it
becomes susceptible to the disease again and the value of the
flag Sit’j becomes equal to 0. The probability P is done

according to:

P=K*(Siy; +Sij4+Siu+Si.;)/4

i,j+1 i+1, ]

+I *(Sit—l,j—l + Sit—l,j+1 + Sit+1,j—1 + Sit+1,j+1)/4
@)

The probability P is affected by the states of all eight
cells in its neighborhood at the present time step t .
InEQ.(1), the adjacent nearest neighbors of the (i, )
cell, i.e. the neighbors that have a common side with the
(i, J) cell and the diagonal adjacent neighbors are
grouped, respectively, together. The effect of the adjacent
nearest neighbors is multiplied byk , Whereas the effect of
the diagonal adjacent neighbors is multiplied by|. It is
expected that the (i, J) cell will be infected more quickly;

if it has an infected adjacent nearest neighbor than if it has
an infected diagonal adjacent neighbor, because of the more
extensive contact between populations. Therefore, it is

alwaysK > | . [7]

4. Process of epidemic propagation

The spreading of the epidemic is homogeneous if the initial
properties of the population of CA cells are the same for all
cells. Consider that the epidemic process starts at a point in
the center of the two dimensional space, where the
population exists. The algorithm, in this particular case, was
applied to a matrix of 100*100 cells and it was found
that, for the model to produce circular epidemic fronts, the

values of the parameters k and I of the local CA rule
should be 0.5 and 0.1, respectively. In this case, the central
CA cell is assumed to be infected and that it spreads the
disease to its neighborhood, the epidemic process finishing

after T =100 time steps. The infection and immune
times are chosentobe T;, =5andT,, =20.

In Fig.1, simulated data and actual data are relatively

close. Actual data are SARS patients in Beijing from April
21,2003 to July 1, 2003. This shows that the simulation
of the epidemic spread process based on Cellular Automata

model is viable.
Fig.2 Shows the two-dimensional state maps of the

SARS spread in 100 days. In Fig.2, SARS patients (grey

points) were surrounded by immune people (blank points)
and stop infections. Because infected and susceptible
persons (blank points) all exist, it has unusual disease spread
possibilities. This image is difficult to determine given the
theory models, and it cannot be received by decisive model.
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Fig. 1. SARS simulation in Beijing
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Fig. 2. two-dimensional state maps of the SARS spread
in 100 days

5. Conclusions

1) This paper proposes on a epidemic model based on
Cellular Automata. Based on this model, we simulate the
spread process of SARS. The simulation results are
consistent with the actual data, and this shows that the
model has practical application value, and can provide
support for epidemic control decision-making.

2) Because the simulation of CA model based on
microcosmic study, it has more advantages than
conventional differential equation model. It has the
characteristic of computing mode simple and the analogue
result direct viewing, and because of the model structure
flexible, it can change the control strategy in the
evolutionary process. [8]

3) Because of the CA spatial distribution restriction, we
will have further explorer to the study of large-scale
epidemic model.
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Abstract

Radial Basis Function (RBF) networks are widely
applied in  function approximation, system
identification, chaotic time series forecasting, etc. To
use a RBF network, a training algorithm is
absolutely necessary for determining the network
parameters. In this paper, we use Particle Swarm
Optimization (PSO), a evolutionary search
technique, to train RBF neural network and therefore
apply PSO-trained RBF network in chaotic time
series forecasting. The proposed method was test on
Mackey-Glass model, and the results show that it can
predict the time series quickly and precisely.

Keywords: RBF Network, Training algorithm,
Particle swarm, Chaotic Time Series

1. Introduction

In order to use a Radial Basis Function network we
need to specify the hidden unit activation function,
the number of processing units, a criterion for
modeling a given task and in turn, a training
algorithm for finding the parameters of network.
Finding the RBF weight is called network training [1]
[2] [4]. If we have at hand a set of input-output pairs,
called training set, we optimize the network
parameters in order to fit the network outputs to the
given inputs. The fit is evaluated by means of a cost
function, usually assumed to be the mean square
error. After training, the RBF can be used with data
whose underlying statistics is similar to that of the
training set.

The most widely used training algorithms for RBF
network include Orthogonal Least Squares (OLS)
algorithm, clustering and gradient-based algorithm,
etc. These algorithms, however, possess their
shortcomings, which will be mentioned in Section 2.
Evolutionary  algorithms are a class of
population-based search techniques, which have
strong global search ability and robustness and could
be used to training RBF and other neural networks.
They can solve difficult problems with objective
functions that do not possess “nice properties” such
as continuity, differentiability, satisfaction of the
Lipshcitze Condition, etc. Due to these excellences,
evolutionary algorithm becomes promising training
algorithm for neural networks.

Particle Swarm Optimization is a newly proposed
evolutionary approach, which differs from other
evolution-motivated evolutionary computation in that
it is motivated from the simulation of social behavior.
PSO <can be easily implemented but is
computationally inexpensive. The method requires

only the function value, and does not require gradient
information of the objective function of the global
optimization problem under consideration. On the
other hand only primitive mathematical operators are
used. Hence the method requires low memory and
small computational requirement.

In this paper, we will apply PSO in training RBF
neural network and thus use PSO-trained RBF
network to predict chaotic time series. The paper is
structured as follows. In Section 2 and 3, RBF
network model and parameter selection problem are
introduced. Section 4 describes PSO algorithm. In
Section 5, we propose our PSO-Trained RBF
network model. The problem of chaotic time series
forecasting is described in Section 6. Section 7 gives
the experiments results of the proposed model on a
well-known testing problem. Finally, the paper is
concluded in Section 8.

2. Structure of RBF Neural Network

RBF Neural Network is structured by embedding
radial basis function a two-layer feed-forward neural
network. Such a network is characterized by a set of
inputs and a set of outputs. In between the inputs and
outputs there is a layer of processing units called
hidden units. Each of them implements a radial basis
function. The architecture of RBF network is shown
in Fig.1.

Input Layer

Output Layer

Hinden Layer

Fig. 1. RBF network in time series modeling
Mathematically the RBF network can be formulated
as

900 =Y A x-c.]) @

Where m is the neuron number of hidden layer,
which is equal to cluster number of training set.

||X - Ck” Stands for the distance between the data

point x and the RBF center C, . A, is the weight
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related with RBF center C, . Therefore, the RBF

neural networks output is a weighted sum of the
hidden layer’s activation functions. Various functions
have been tested as activation functions for RBF
networks. In this paper, we adopt the most commonly
used Gaussian RB functions as basis functions, then
in the formula (1),

o) = R0 @
Z R;(x)
Rk(x):exp{—x_cz" J 3)
20,

In formula (3), 0 indicates the width of the kth

Guassian RB functions. One of the O selection
methods is shown as follows.

1
of = Yo f @

k xeby
Where @, is the kth cluster of training set and

M i is the number of sample data in the kth cluster.

3 Parameter Selection of RBF Neural
Network

The neuron number of the hidden layer, i.e., the
cluster number of training set, must be determined
before the parameter selection of RBF neural
network. In this paper, we adopt an efficient method,
Rival Penalized Competitive Learning (RPCL) [11],
to decide the cluster number.
If the neuron numbers of hidden layer has been
decided, the performance of RBF depends on the
selection of the network parameters. There are three
types of parameters in a RBF neural network model
with Gaussian basis functions:
1. RBF centers (hidden layer neurons),
2. Widths of RBFs (standard deviations in the case
of a Gaussian RBF)
3. Output layer weights
Different strategies exist for training of RBF neural
network models. By means of training, the neural
network models the underlying function of a certain
mapping. In order to model such a mapping we have
to find the network weights and topology. There are
two categories of training algorithms: supervised and
unsupervised. RBF networks are used mainly in
supervised applications. In a supervised application,
we are provided with a set of data samples called
training set for which the corresponding network
outputs are known. In this case the network
parameters are found such that they minimize a cost
function. In unsupervised training the output
assignment is not available for the given set.
A large variety of training algorithms has been tested
for training RBF networks. However, the existing
training algorithms mentioned have their own
shortcomings respectively. In the existing literature,
many attempts have been made to employ
evolutionary computing approaches, such as Genetic
Algorithm (GA) and PSO, to train RBF as well as
other neural networks. For instance, in [11], Juang

propose a hybrid of GA and PSO for the design of
recurrent neural network.

4. Particle Swarm Optimization

Particle Swarm Optimization (PSO) algorithm is a
population-based optimization technique originally
introduced by Kennedy and Eberhart in 1995 [7]. A
PSO system simulates the knowledge evolvement of
a social organism, in which each individual is treated
as an infinitesimal particle in the n-dimensional
space, with the position vector and velocity vector of
particle i being represented as
Xi(t):(xil(t)lXiZ(t)l”"Xin(t)) and

Vi (t) = (V,, (1), V,, (1), -+, V,, (t)) - The particles move
according to the following equations:

Vij (t +1) :Vij (t) +C-n- (Pu (t) - Xij (t)) (5)
+Coh '(ng (t)Xij ®)

X (t+1) = X; () +V; (t+1)

|:1’21|\/|’J=]_’21n (6)
Where C, and C, are called the acceleration
coefficients. Vector P. = (P,,P,,---,P,) is the
best previous position (the position giving the best
fitness value) of particle i known as the personal best

position (pbest); vector F’g :(Fgl,%z,-.-, Pgn) is the

position of the best particle among all the particles in
the population and is known as the global best

position (gbest). The parameters I} and I, are
two random numbers distributed uniformly in (0,1),
thatis r,r, ~ U (0,1) . Generally, the value of V;
is restricted in the interval [ -V \Y

Many revised versions of PSO algorithm are
proposed to improve the performance since its first
introduction in  1995. Two most important
improvements are the version with an Inertia Weight
[10], w, and a Constriction Factor [3], K. In the
inertia-weighted PSO the velocity is updated by
using

max ? ' max ]

Vit +D=w-V; () +¢ -1 (RO - X;(®)

+G- rz'(ng _xij(t))
While in the Constriction Factor model the velocity
is obtained by using

Vij(t+1) =K- (\/ij(t)+C_L i '(Pij(t)_ xij(t))
+Cy- rZ'(ng _Xij(t)))

U]

®)

Where

K = 2

‘2—(/1—\/(02 —4¢‘
There exists another general form of particle swarm,
referred to as the LBEST method in [9]. This
approach divides the swarm into multiple
“neighbourhoods”, where each neighborhood
maintains its own local best solution. This approach
is less prone to becoming trapped in local minima,
but typically has slower convergence. Kennedy has

, @=C,+Cy, 0 >4 (9
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taken this LBEST version of the particle swarm and
applied to it a technique referred to as “social
stereotyping” [8].

6 PSO-Trained RBF Neural Network
When training RBF neural network by PSO, a
decision vector represents a particular group of

network parameters including C, , /1« and

C, (k=1,2,---,m). Thus each particle flies in a
3m-dimensional search space with

X =(6 011 Cs 011011 O s A1 )
denoting its position. Initialization of the population
involves generating randomly the position vector

X, (i=12,---,M) and setting the personal
best position P =X, (i1=12,---,M).

Since a component of the position corresponds to a
network parameter, a RBF network is structured
according the particle’s position vector. Training the
corresponding network by inputting the training
samples, we can obtain an error value computed by
the following formula.

Q ¢
;ggg[ys,j(xj)_gs,j(xj)]z (10)

where Y, ;(X;) and g ;(X;) are the actual
response (output) and network’s predicted response
(output) at output unit s on X , respectively. Q is

the number of the training sample and c is the
number of output units. The particle is evaluated by
the obtained error value (fitness value), by which it
can be determined whether P, and P, need to be

updated. In a word, the error function (17) is adopted
as the objective function to be minimized in
PSO-based RBF neural network.

There are two alternatives for stop criterion of the
algorithm. One method is that the algorithm stops
when the increment of objective function value is
less than a given threshold & ; the other is that it
terminates after executing a pre-specified number of
iterations. The following is the description of
PSO-Trained RBF neural network algorithm:

(1) Initialize the population by randomly generate the

position vector X, and velocity V; of each

particle and set P =X, ;

I I
(2) Structure a RBF neural network by treating the
position vector of each particle as a group of
network parameter;
(3) Training each RBF network on the training set;
(4) Evaluate the fitness value of each particle by
formula (10), update the personal best position

Pi and obtain the global best position P

across the population;
(5) If the stop criterion is met, go to step (7); or else
go to step (6);
(6) Update the velocity and position vectors of each
particle according to equation (5) and equation (6);

(7) Output the Pg as a group of optimized
parameters;

6 Chaotic Time Series Forecasting by
PSO-Trained RBF

Assume that x(k),k =1,2,3,--- is a chaotic time
series, the purpose of chaotic time series forecasting
is to determine x(k+ p) when x(k-m+1) ,
X(k —=m+2),---,x(k) are given. In this paper, the
problem is reduced to, based on the given sample
data  X(1),x(2),...x(M) ,  constructing
M —-m-—-p+1 pairs of input-output data:
[X(M —=m - p+1),.., x(M -p)x(M)] .
[X(M =m - p),... x(M = p=1);x(M =-1)] .,
[x@,...,x(m);x(m+p)] . that s, constructing
input-output pairs [x(n);d(n)],n=12,..,N ,
where x(n) = (%, (n),...,X,,(n)) € R™ represent m
inputs of the system under consideration,
d(n) € Ris the expectant response of the system

and N is the number of sample data (sample size).

In the process of forecasting chaotic time series by
RBF network, the first | input-output pairs in the
sample data are employed as training set to establish
the chaotic time series forecasting model based on
RBF network and the last N-I pairs are used as
testing data to test the times series.

7  Experiments

In this paper, we used Mackey-Glass Model
described following as the testing system.

dx(n) 0.2*x(n-7) o1
dn  1+x°(n-7)

X(n) (11

The system comes into chaotic state when 7 >17 .
In our experiment, we set 7 =30 and
X(0) = 0.6. Therefore we may work out chaotic

time series numerically. In the process of forecasting
as described in the above section, we set m = 4
and p=1. When testing Mackey-Glass Model, we
set M =1004 and thus construct N=1000 sample
data pairs, of which the first 800 pairs are used as
training set and the last 200 as testing data.

15
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Fig. 2. Experiment results on training set.
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Fig. 3. Experiment results on testing data
We use PSO as training algorithm for RBF
network respectively for performance comparison.
The experiment configuration is as follows. For PSO,
the inertial weight @ varies linearly from 0.9 to
0.4 over the running of the algorithm, the

acceleration coefficients C; and C, are both set to

2 and Vpa is 15; the training algorithm uses 20
particles and execute for 200 iterations. The RBF
network used in our experiment has 4 input neurons,
8 neurons in hidden layer and one output neuron. The
experiment results are shown in Figure 2 and Figure
3, where Figure 2 is the visualization of the results on
training set and Figure 3 is that of the results on
testing data. It can be seen that RBF network trained
by PSO can predict the chaotic time series with high
precision.

8 Conclusion

In this paper, we employ PSO to train RBF network
and use PSO-trained RBF neural network to forecast
chaotic time series. The experiment results of
PSO-Trained RBF network on the testing problem
show that it can predict the chaotic time series more
quickly and precisely.
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ABSTRACT

Aiming at the problem that in agent reinforcement learning
process, it is generally difficult to represent the
environmental information and specialist experience with
precise value, this paper proposes an interval numbers
Q-learning algorithm according to the traditional idea of the
Q-learning algorithm which is based on the numerical value
information. First of all, the paper explains the
reinforcement learning which involves the environmental
information of interval numbers, and then offers the steps of
the Q-learning algorithm and the two principles to define the
optimum strategies, both of which are based on the
information of interval numbers. This kind of algorithm is
characterized by the fact that in the reinforcement learning
the utility function and the reward signal can be expressed as
the interval numbers and the two principles offered show
that the algorithm proposed has the convergence. In the
algorithm, it is suggested that the combination Boltzmann of
mechanism with the experiential inference can effectively
expand the exploration so as to avoid the partial optimum.
This is helpful for the learning machine to accumulate
experience and to maintain the stability of fine strategies.

Keywords: Machine Learning, Interval Numbers Q-learning,
Agent Intelligent System.

1. INTRODUCTION

Reinforcement learning is an important machine learning
method. After Minsky put forward the concept of
reinforcement learning in 1954, scholars such as Sutton and
Watkins have done researches on the mathematical principle
and the algorithm of reinforcement learning. Then, methods
such as Monte Carlo method[1], Temporal Differences[2],
Q-learning algorithm[3] and Adaptive Heuristic Critic
Algorithm[4] are proposed. Reinforcement learning is the
learning from environmental situation to action mapping. It
is different from surveillance learning. Reinforcement
learning must rely on the experience itself, through which
intelligent body can obtain knowledge in the
action-evaluation environment and improve the action plan
to adapt to the environment. Nowadays, reinforcement
learning is used widely in the areas of industry control,
robots and multi-intelligent body system, etc[5,6].
Q-learning algorithm is a common method of reinforcement
learning which is introduced by Watkins[7] and is extended
by Rummery and Jing P[8,9]. But, it needs to point out that

* Corresponding author Phone: 029-6266-0205.

most of Q-learning algorithm and other methods concerned
deal with the precise value on the basis of the concept of real
numbers set R (Q value is sum of the future rewards).
However, in many practical problems, it is hard to make
environmental information accurate because of system state,
action, state transition and reward signal collected by Agent,
so it is usually in uncertain forms (like fuzzy numbers and
interval numbers). At present, researches on this problem
have become more and more important, but literatures on
Q-learning algorithm which involves interval numbers
information are still less. In order to solve the Q-learning
problem, the paper introduces a new reinforcement learning
method. In contrast with the traditional Q-learning algorithm,
utility functions and immediate rewards are in the form of
interval numbers, and it is applicable to Non-spot value
environmental information. In addition, the two principles
offered in the paper show the convergence of the method.

2. BASIC Q-LEARNING ALGORITHM

The living environment of Agent is a limited discrete
Markov process, the state event set of Agent perception
environment is called state space S. Action set A(s) consists
of action s(#) €S which can operate arbitrarily. For a discrete
time sequence =0, 1, 2, 3, ..., Agent and the environment
can have mutual effects in each time step-size. Under each
sate s, action g, is taken, then Agent will get a real value
reward r, and the next basic state S+ is observed. Learning
assignment of Agent is to learn a controlling strategy 7(s, @):
SxR—A, which make the expected value of the reward
maximized.

We can treat the controlling strategy as the objective
function to learn. Q-learning method denotes the objective
function to learn by using utility function Q(s, ). The value
of utility function is the immediate rewards when state s,
takes action @ plus the value that follow the optimum
strategy afterward:

o(s,,a,)=r,+ }/max{Q(sm,a,)|at edy,
where 0<y<l is the discount coefficient and r, is the
immediate rewards.

We can improve learning capability by ceaseless response
learning, and utility function Q renews according to the
following equation after getting rewards each time when
action is taken:

Q(s a): (l_a{)Q’_l(S”af)Jrat[r;+7/V(St+l)]aszs(7a:at5
e Qp](sna,), Otherwise

2

where o, is learning rate which controls learning speed.
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V(s+1) is defined as:
V(s,,) = max{Q, (s, )} ®

In the realization of Q-learning method, we usually apply
Boltzmann probability distribution method to choose action.
Given time step i, the state is s;, action @¢;€ A4, then the
controller choose action a; with the following probability:

Q(s, ,a,)/T

Z Os»a)/T

a €A
where T is temperature parameter in the process of anneal,
which gradually declines along with learning.

According to stochastic process and Markov theory, the
literature [3] has proved that {Q; (s;, a; )} converge to
optimum strategy Q" with probability 1 when the sequence
{a,} satisfies certain condition.

If the environmental information is accurate (numerical
value), then it is easy for utility function Q to renew and to
choose optimum action. But in many practical problems, the
environmental information perceived by Agent usually has
uncertainties because of imprecise estimation and
measurement errors. Meanwhile, the behavior evaluation in
the process of Agent is a multi-attribute and fuzzy judgment.
It is hard to give accurate value of reinforcement signal, and
adopting a classic real value to reward usually increases the
inaccuracy of the decision results. But it is relatively easy to
give a possible range. Therefore, to solve this problem, the
paper proposes interval numbers learning method to deal
with the system state, action and the reward value which are
difficult to describe precisely.

pi(a,/s)= )

3. INTERVAL NUMBERS Q-LEARNING
ALGORITHM

3.1 Correlative Conceptions of Interval Numbers
Comparisons

[aL, aU] is called a interval number, marked as a , and a" is
called left interval value, a' is called right interval value
(a"<d"). Especially, if a=a",
number spot value.

then @ becomes a real

Definition 1. Let two interval numbers & =[d", "]

b =[ b", Y ]. When a"=b" and a"=b", ais equal tob ,

s

and marked asd =b . Especially, when a"=a"=b"=p",

a=>b is spot value equality.

Definition 2[10]. Let two interval numbers a =[d", a"]

and b [b", bY ], then the algorithm of interval numbers is:
Dd +b =[a* +b*,a¥ +bY]; )
@kd =[ka®, ka1, k>0 (6)

Definition 3. Let two interval numbers @ =[d", a%]

and b =[ b, bV ], marked as I,=a"—a", l,= b¥—b", then

U _ L
p(@=h)= min{max%,O] L
a + b

~

is called possibility degree of az=b.

For a group of given interval numbers 5i=[a,-L, a’]
(1€N), by taking pairwise comparisons, we can get relevant
possibility degree P( CNIiZCNZ j) according to the equation
above, marked simply as Pj(i, j € N), and establish

possibility degree matrix P=(P;). As the matrix includes
all  possibility degree information about pairwise

comparisons of the interval numbers CNZi , the problem of
taking comparison to interval numbers can turns into
arrangement problem of a ;. according to possibility degree

matrix.

Principle 1. If possibility degree matrix about
comparisons of a group interval numbers CNIZ. is P=(Pj)nxn

then we can deduce arrangement vector v=(vi, v,, ..., v,) of
interval numbers according to P, and it satisfies[11]:

v, = (n 1) (Z p;t

3.2 Learning Algorithm

In the consideration of Q-learning problem, the Q-learning
which involves interval numbers information consists of the
follow parts: discrete state set s, €., discrete action set @, E

—1) ieN. ®)

A and a reinforcement value set?t E€R. In each time step i,

Agent improves learning capability by ceaseless response
learning utility function 0, (s, ay). Given that 0, (st

at):[Q‘L, QtU] is interval number, the immediate reward
signal by taking action each time is also interval number, so
the next problem needs to solve is: to interval number
information, giving a algorithm by using circle action
sequence to learn how to choose the optimum action for an
Agent in Markov environment and ensure the convergence
of Q-learning.

1) Initialize Q-learning system. Initializing all § . (Se

ay) value under the state s, we can give value arbitrarily in
theory. But at the beginning, because the information
providing by external environment is less and the state
information is difficult to describe accurately, to improve
efficiency of reinforcement learning, we can get knowledge
by using experts’ experiences, then give value to Q-learning
initial state.

2) Choose action. In time step 7, observing current state
s, the controller choose action @, with the following

possibility f?(a, /S) :
pla,/s)=2p(a,/s)+(1-A)p,(a,/s), ©
where A can be chosen as a fixed value or a subsection

function; p,(a, /s) is Boltzmann probability distribution:

e!ﬂ(é'naz)/T
pila,/s)= W (10)
a,e€A

In Eq. (10), @(s,,a,) ~(Q+0 ")2+e(0" — 0" is
mapping function that translates interval number g ) (Se
at)Z[QtL, O U] into spot value, where ¢ is a constant and | &

| <0.5. Tis annealing temperature value and it determines
the random degree, the higher T is, the more randomness is.
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In the initial stage of learning, 7 takes a higher value, and
the T value reduces gradually in the learning process. In Eq.

), [~72 (Cl, / 8) is determined by the following equation:

m(s,,a,)

Dy(a,/s)= 11

t

In Eq. (11), m(s, ,a, ) is the times of state s, and action a;,
up to time step r; M , 1s the numbers of action set A(s).

[~72 (a, / §) calculates the emergence frequency of action a,
in the learning process. Along with D,(a,/s) increasing, it
is favorable to find out the fine strategy, and then keep it. In
Eq. (9), action a, with probability f?(a, / S) embodies the

following idea: pay more attention to the feedback of
environment at the beginning, apply stochastic choosing
strategy to expand the exploration so as to avoid partial
optimum; along with learning advancement and experiences
accumulation of learning machine itself, it gradually
translates into the integration of exploration and inference. It
is favorable to keep the fine strategy and to solve premature
convergence.

3) Learning. Observe next state sy and get immediate

~ L _ .
rewards 7, =[r, Y ], then renew the 0, value according

to the following equation :

~ (1=a)0\(5,0)+ &y [F+ 77 (s,.)Lif(5,0) = 5.,
Q(Sf’at): ~ . ’
0 (s,,a,), otherwise
12)
where, learning rate is
1
a, (13)

1+m(s,,a,)
In Eq. (10), the calculation of interval numbers is taken
according to Eq. (5) and Eq. (6); V(Sm) is defined as:

I7(‘S‘t+1) = ma} {Ql+l (Sz s a)} . (14)

In order to evaluate the Q value of all state-action
combination, according to Eq. (7) we can take comparisons
to Qt 410 a) (@EA) that is got by circle action, then
possibility degree matrix P=(P;) is gained. According to
comparison information of all Q value, we can deduce
arrangement vector v=(vi, Vv, ..., Vv,) of interval
number Q. (s, @) by using Eq. (8), and max (0,..(s,,a)}

corresponds to the maximum arrangement value.

4. THEORETICAL JUSTIFICATION

In order to prove the convergence of interval numbers
Q-learning algorithm, firstly we introduce Definition 4,
Definition 5 and Lemma 1.

Definition 4. Let @ =[d", a"] and b =[b", b"] be two
interval numbers, let

d(E,bN)z‘aL—va‘aU—bU‘, (15)

where, "\/" denotes the maximum value, and d (67 ,b)is

called the distance between interval numbers @ and b .

Definition 5. Let {CNIk } be a interval numbers

~ L U
sequence, where ak:[ak , Ay ](lFl, 2, ...). To

interval number @ =[d", 4", if any ¢ >0, there is KEN,
then when £ >K

d(a,b)<e. (16)
It is said that interval numbers sequence {67 ©  converge

tod , marked simply as a P a (k—>) .

Principle 2. Let { a « + be a interval numbers sequence,

~ L U .
where @, = [ak ,a, ] (=1, 2, ...), then the sufficient
and necessary condition of that {CNI ¢ is a convergence

L U,
sequence { @, }and {@, } isalso convergent.

Proof: Necessity. Let {67k} be a convergence
sequence, to Ve >0, there is k>0 and interval number
a =[d", a"], when k>K, then
d(@,,a)<e,

that is

akL —a" v‘akU —aU‘ <g,

it is to say

a —a"<e, |a’ —aU‘ <eg,

L U ..
so{da, },{a, }isconvergent.
L u . .
Sufficiency: If {@, }, {@, } is convergent, then to
Ve > 0, there is K;>0, when k >K ,

L /)
a, —alkeg,

and there is K, >0, when i>K, ,

U "
a, —a

<g,

so, when £>K=max {K, K,}, there is

d(a,,a)=

L U
a, —a'v‘ak -a"l< g,

according to Definition 5, { a © J converges to a.
O

Lemma I[12]. Let F, be an increasing sequence of o, o,
>0 and o, is an observable variable of F,, in the following
supposition:

(D Each state and action is involved in algorithm infinite
circle;

00 0
2
@Y =0, Y a <C<owx;
t=1 t=1

®3dy, 0<y<I1.

Then, iterative process
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O(s,,a)=(1-a)Q(s,,a)+a[7, +ymaxg,.(s,,a))]
inevitably converges to Q* .

Principle3. Interval numbers Q-learning algorithm

o
inevitably converge to optimum strategy Q .

Proof: According to interval numbers algorithm Eq. (5)
and Eq. (6), the iterative process Eq. (12) of interval
numbers Q-learning algorithm:

0(5,4)=(1-6)0.,(5,,a)+ax [T+ ymaxQ,, (s, )]
is that

0,(s,.a)=[0,"(s,,4,),0," (s,,a,)]. a7

where
0" (s,0)=(1-a)0.. " (5,.a) + a1 +ymax(@.. " (s, ) 18)

0" (5,a)=(1-a)0, " (s,.a)+a, [ +ymax(@," (s, ) (1)

Obviously, sequence {0} denoted by Eq. (13) is incomplete
geometry progression,

o0
D a, =0, o<,
t=1
and sequence {o’} is convergent, that is

0
2
ZO{, <C<o0;.

t=1
. L
Therefore, according to Lemma 1, operator sequence Qz
. . . L*
of iterative process Eq. (18) is convergent, marked asQ .
. % . .
Similarly, operator sequence Qt of iterative process Eq.

*
(19) is convergent, marked as QU . So, according to
Principle 2, interval numbers sequence Eq. (12) converge

00",
0 =[0",0"1.

5. CONCLUSIONS

Reinforcement learning is important in multi- intelligent
body system research, and it is an important machine
learning method. Aiming at the problem that environmental
uncertainty information of reinforcement learning algorithm
is hard to describe accurately, this paper proposes an interval
numbers Q-learning algorithm. In each time step, both the
utility function and the reward signal are interval numbers,
not spot-value data, so the algorithm explores the optimum
strategy on the basis of interval numbers information. In
contrast with basic Q-learning method, it broadens the
environmental application of intelligent body reinforcement
learning and it is helpful for dealing with none-spot-value
information. This paper proposes an exploration strategy
which combines Boltzmann mechanism with experiential
inference. This helps to expand effectively and solve the
premature convergence. It is favorable to keep the fine
strategy, and also to strengthen the reliability.
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ABSTRACT

Traditional neural network algorithms for stereo matching
often suffer the poor performance and slow or premature
convergence. In order to avoid these problems, a novel
Hopfield network based iterative stereo matching approach
is proposed. Firstly, the optimal search problem of disparity
map is transformed to an iterative convergence process of
binary-valued neural network, whose maximal number of
neurons is the size of image. Secondly, the disparity pre-
labeling based on local matching method is used to
initialize the weights of neural network. Moreover,
according to the implicit assumption in local matching
algorithms, two evaluation criteria are proposed to
determine the disparity range of each pixel, which can
reduce the number of active neurons in each iteration.
Experiments indicate this approach is much better than
traditional algorithms in performance and convergence
speed.

Keywords: Stereo Matching, Hopfield Network, Iterative
Approach, Energy Minimization, Disparity Pre-labeling.

1. INTRODUCTION

Binocular stereo vision problem is to recover the depth
information from two simultaneous images, which are taken
from two difference viewpoints. The key stage of this
problem is stereo matching, which can be treated as energy
minimization problem.

Hopfield neural networks have been successfully applied
to solve hard optimization problems over roughly the last
two decades. However, these applications suffer the local
minimum and convergence problems. In addition, the
complexity of Hopfield network based algorithm is related
to the size of network. Moreover, its computation time lies
on how long it will take to converge that is sensitive to
initial conditions.

There are many approaches proposed for stereo matching
based on Hopfield type neural networks. Many feature
matching models incorporated with artificial neural
networks have been proposed [1,2,3,4]. But their main
drawback is the produced disparity maps are sparse,
because the features are irregularly distributed. If a dense
disparity map is required, an extra surface fitting stage is
needed. E.Binaghi etc. proposed an adaptive neural model
related to zero normalized cross correlation (ZNCC) [5],

which fails to get rid of the disadvantages of local area-
based matching methods. The approach proposed by Hu [6]
is analogous to the method of dynamic programming.
Hence, Hu’s approach fails to incorporate the smoothness
constraints of the horizontal and vertical directions strongly.
And the number of neurons in the neural network equals the
product of the number of pixels of the left and right
epipolars. In reference [7], the global match based neural
network method has prodigious structure, where every
disparity value of each pixel is modeled as a neuron. So the
total number of neurons is the size of whole disparity search
space. Obviously, this algorithm has high computation
complexity, and it converges slowly.

This paper proposes an iterative stereo match algorithm
based on Hopfield network. Firstly, it transforms the
optimal search problem of disparity map to a repeat
convergence process of binary-valued neural network,
whose maximal number of neurons is the size of image.
Then, a local matching based disparity pre-labeling strategy
method is used to set the initial weights of the neural
network. Furthermore, to reduce the number of active
neurons in each iteration, two evaluation criteria of local
matching method are proposed, which can greatly
accelerate the convergence speed. Hence, this algorithm not
only has good performance but also converges rapidly.

2. ITERATIVE SOLUTION FOR ENERGY
MINIMIZATION

It is well known that stereo matching can be naturally
formulated in terms of energy minimization. In this
framework, not only the principle of stereo vision can be
represented clearly, but also many constraint conditions can
be added easily.

A standard form of the energy function is

E(d)= Zwi(d,-)ﬂZm,j(dﬂdj) o

iel i,jleN
Where d = {di| ie ]} is the disparity of image 7, N is

the set of all pairs of neighboring pixels, w; is a data penalty
function, and smoothness term w;; is interaction potential.
The energy function in Eq.(1) can be justified on Maximum
a Posteriori Probability estimation of Markov Random
Fields [8,9].

Therefore, the major difficulty with energy minimization
for stereo matching lies on the enormous computation cost.
Especially when the energy functions have thousands of
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local minima (e.g. in order to get good results at
discontinuities, non-convex energy functions with
discontinuity-preserving are often used), the global
minimization of these energy functions is still a NP-hard
problem even using the simplest Potts model [10,11,12].
The energy function with smoothness term described by
Potts model is used as followed. In order to minimize the
energy function in Eq.(1) by binary Hopfield network, we
need to use the method that minimizes an energy function
with non-binary variables by repeatedly minimizing an
energy function with binary variables. This is analogous to
the «a expansion move algorithm [10,11,12]. Kolmogorov
etc. have already derived and demonstrated the
convergence and graph-representable of the energy
functions involving binary-valued variables [12]. Obviously,
this kind of combination optimization problems can be
solved by Hopfield type neural network.

Same as the graph construction method of Kolmogorov, a
two-dimension neural network with the scale N,XxN, is
created. Each pixel is modeled as a neuron, which connects
only with its neighboring neurons. Let x; is the state of the
ith neuron, x; =0 represents “inactive” that means disparity
value f(x;) keep unchanged, while x;=1 represents “active”
that means to update the disparity value f(x;) as new
disparity value. Therefore, the optimal disparity search
problem can be implemented with the iterative convergence
process of a binary-valued neural network.

3. COST FUNCTION FOR HOPFIELD NEURAL
NETWORK

3.1 Energy function construction for Hopfield network

The neural network based approach need to transform the
energy function and constrain conditions of stereo matching
into the cost function of Hopfield network. The energy
function of neural network can be formulated as followed.

E__Z ch/ XjXi ZC @

i i jleN
ﬂ"lwi '(k’d')_wi,i(di’d/)J’xj =-1

¢ ;= ' ‘ 3)
2w (d.d)), x, =1

¢ = Wi(di)_wi(k) 4)

Where N is a set of the nearest four-neighbor in the image, x;
is the state of the neuron i, and % is the candidate disparity.

Let 1(;) is the intensity of the pixel i, and the disparity of
the pixel i is denoted as f(x;). Hence, a typical choice for
w; is the L2 distance.

w=[1()-1(i+ f(x,))] ©)

To achieve good results at discontinuities, it is important
that the energy function must be discontinuity preserving.
One of the simplest examples is the following Potts model,

wl.j:/1~T(f(xl.)¢f(xj» (6)
Where 7() is 1 when its argument is true and O otherwise,
A is regularization parameter.

3.2 Convergence proof of the Hopfield network

Since Eq.(2) can be reformulated as followed,

Zc, X e |x, @)
l]EN

>

And the state of the ith neuron is

1 Zc x.+¢ |20

L7
lj eN
X, = - ®)

-1, Zc x. +c |<0

Lj
lj EN
The energy functlon E always descends or keeps
unchanged when the state of the ith neuron x; changes.

4. LOCAL METHOD BASED PRE-LABELING
TECHNIQUE

It is well known that local correspondence methods are very
efficient, but they are sensitive to locally ambiguous
regions in images. Moreover, they perform poorly near
object boundaries (i.e., depth discontinuities). The reason is
that such methods implicitly assume that all the pixels
within a window have similar disparities. However, local
methods can achieve good results in the rest regions. And
the ZNCC method performs even better, because it is
relatively insensitive to radiometric gain and bias.

Since the selection of initial weights directly affects the
convergence of neural network, we use the disparity results
of ZNCC to implement the pre-labeling, and select the
initial weights. According to the evaluation of disparity
results of ZNCC, the pixels with reliable disparity are
partitioned off, and they do not need to update their
disparity values by neural network. So the size of neural
network is reduced effectively.

According to the implicit assumption in the local match
algorithm, we create a sliding evaluation window, which is
of the same size with match window, on the disparity map
obtained by ZNCC algorithm. In practice, sliding
evaluation window is often a little larger than match
window to achieve better robustness. The following two
criteria are used for evaluation.

Criterion 1: If all pixels in the evaluation window have
the same disparity value, then the disparity value of the
center pixel is assumed correct. For example, Fig. 1(a) is
the result of ZNCC, and Fig. 1(b) is the evaluation of Fig
1(a). In Fig. 1(b), the pixels in white regions can be viewed
as having reliable disparities.

Criterion 2: If all pixels in the evaluation window do not
have identical disparity value, then the average bias
between the center pixel and the other pixels are calculated.
If the average bias is smaller than the threshold, then
according to the smoothness constraint, it can be assumed
the disparity value of center pixel is in the disparity range
of evaluation window.

So the maximal and the minimal disparities in the
evaluation window are instructive for the range of center
pixel. For robustness purpose, this disparity range should be
enlarged appropriately. Apparently, criterion 1 is a special
case of criterion 2.

For pixels that do not satisfy either criterion 1 or criterion
2, it can be supposed there are dramatic disparity changes
between these pixels and their neighboring pixels. These
pixels usually locate at ambiguous regions or near object
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boundaries and their disparity values should be searched in
the whole disparity range. Fortunately, the number of these
kind pixels is only a small percent of the whole image.

(b) Evaluation of the disparity map

Fig. 1. Result and evaluation of ZNCC algorithm

5. EXPERIMENT RESULTS AND CONCLUSIONS

The standard test stereo pair “Tsukuba” is chosen for the
performance experiments. The size of images is 384x288,
and the maxima of disparity is D,,,. = 16. The size of match
window of ZNCC is 7x7, and the size of evaluation
window is 9x9. The match and evaluation results are shown
in Fig. 1.

In Fig.2, (a) is the left image of the Tsukuba stereopsis, (b)
is the Tsukuba ground truth, and (d) shows the result of the
proposed method. For comparison, (c) gives the result of
Boltzmann machine, whose structure is N, XN,X(D,,,+1).
The ZNCC results are used to initialize the weights of
Boltzmann machine, but no evaluations are made.

Experiments indicate the result of the method proposed
in this paper is much better than that of Boltzmann machine
obviously. Moreover, the speed of our method is 3~5 times
faster than that of Boltzmann machine on average. After 40
iterations, the result of the proposed method shown in
Fig.2(d) indicates this method possesses good performance
and can escape from the local minima quickly.

(a) Leftimage of Tsukuba

(b) Ground truth

(c) Re‘-sult'o'fm Boltzmann machine

(d) Result of our method

Fig. 2. Performance comparison of Boltzmann machine and
our method
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ABSTRACT

The main repair means to military electronic equipment
module is to replace the failure modules by new ones,
according to this, by analyzing the characteristics of
electronic module in the failure diagnosing process, a way
which based on Dempster-Shafer (D-S) evidential theory
And BP Artificial Neural Network was presented to fusing
the characteristics information to find the failure electronic
module. In this way, two methods and two fusing levels was
introduced in the multi-examination methods fusion course
of failure diagnosis for electronic equipment module. At last,
an instance was given to certify that the method to the
failure diagnosis for military electronic equipment module is
feasible.

Keywords: multi-examination means fusion; electronic
equipment; failure diagnosis; two level fusion.

1. INTRODUCTION

In conformity to the military electronic equipments
servicing system, the main repair means to electronic
equipment module is to replace the failure modules by new
ones, according to this, during the failure diagnosing course,
by analyzing the characteristics of electronic equipment
module, a multi-detection methods fusion means was carried
on by two fusion level. At the first level, the fusion result
was worked out by fusing the outcome of each kind of
detection methods on D-S evidence theory. At the second
level, the result from the first fusion level was regarded as
the input of an improved BP artificial neural network, by the
second fusion, the final failure electronic module was found.
At last, an instance about some kind of military computer
was given to certify that the multi-detections method fusion
based on D-S evidential theory and BP artificial neural
network on failure diagnosis for military electronic
equipment module was feasible.

2. THE ANALYSIS TO AN EXAMPLE

A certain kind of military computer is composed of 7 kinds
of molectron module as main board, keyboard board, power
transformer board, data adapter, liquid crystal screen, power
supply board, GPS board and etc. In this example, we took
two detection methods to finish the failure diagnoses, one
was to measure the voltage signal, the other was to measure
the data input and output signal. Fist, the D-S evidential
theory was applied in the fist level of the fusion course; then
according to the correlativity between the voltage detection
and the data input and output detection, the fusion results of
the fist fusion level was took into the BP artificial neural

network arithmetic as the input to carry on the second fusion
level, by this way to find out the failure electronic module.

By analyzing the 7 electronic modules of the computer, it
could be found that the voltage signal was easy to be
obtained, and the detection results was direct-viewing
without any calculation, so it was not essential to be take
into the fist fusion level. But to the data input and output
signal, the signal of the main board is difficult to be gathered,
and it only could be deduced by fusing the four detection
results about data adapter, GPS board, keyboard board and
liquid crystal screen. So to the data input and output
detection methods, we only took the detection results about
the data adapter, GPS board, keyboard board and liquid
crystal screen as the samples of the first fusion level. After
that, the voltage detection results and the data input and
output fusion results were put into the second fusion level,
then in conformity to the determinant rules to pick out the
failure electronic module. In this example, the voltage signal
is examined by a multi-meter and the data input and output
signal is measured by software.

To the voltage detection method, the reliability of the
failure state of the detection results was noted as 0 or 1.If the
result isn’t in the normal fields of the electronic module, it
was noted as 1, otherwise, it was noted as 0. To the data
input and output detection method, the reliability of the
failure state of the detection results was noted as a reliability
value in the first fusion level, the reliability value was
confirmed by experts calculation and statistic of many
failure samples. Before the second fusion level, the mapping
from detection results space to the failure modules space
was built in accordance with correlativity of the two
detection methods to the same electronic module. For the
ability of self adjustment and the disposal mapping, the Bp
artificial neural network arithmetic was applied in the
second fusion level, and all the results that were taken into
the second fusion course were noted as 0 or 1. If the failure
mode is appeared in the first fusion level, the failure state
reliability is noted as 1, otherwise, if the failure mode is not
appeared in the first fusion level, the failure state reliability
is noted as 0. Only on this basis, the multi-detection methods
fusion based on the D-S evidential theory and BP artificial
neural network could be done.

3. THE FIRST FUAION LEVEL—FUSION BASED
ON THE D-S EVIDENTIAL THEORY

3.1 The Fusion Arithmetic of D-S Evidential Theory

Some Concepts of The D-S Evidential Theory [1,2]: If
each unattached possibility answer or the supposition is
composed of a finite muster, the set will be noted as an
identification frame ® . All the possible musters of the ©

. e . .
is note as 2, if the sum of eclements are N in © , there
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will be 2"-1 elements in 2®. On the assumption that ®
is a identification frame, if the muster function is accord
with the term as:

The probabilit y of the impossibil ity case shall be

m(g)=0

The reliabilit y of all the elements in 2 shall be

> m(4)=1

Ac®
in the formula, m is noted as basic probability assignment;
VA < ©,m(A) is noted as the basic probability number of 4,

the function Bel :m :2° > [0,1] defined by

Bel(A) = BZA m(B),V4 c O is noted as the reliability of
c

A The function  pl:2® —[0,1] which is defined by

pl(A) =1-Bel(Ad)= Y. m(B),YAc ® is noted as
BnA#¢

the verisimilitude function of Bel , VA c O, pl(4) is
noted as the verisimilitude degree of 4, p/(A) and shall be

reflected as the implicit degree or credibility degree or
verisimilitude degree of 4.

3.2 The Synthesis Principle of D-S Evidential Theory [1,
3]

The synthesis principle of the D-S evidential theory is a
principle which can reflect the evidence joint action, given
some reliability function of the same identification frame
and based on different evidences, if these evidences are not
absolutely incompatible, the principles will be used to
reckon a reliability function, and this function can be
regarded as the function produced by joint action from those
evidences.

1) The compages Rule About Two Reliability
Functions: definition: in case of Bel; and Bel, are two
reliability functions of the same identification frame ® , m,
and my, are their basic probability assignment, if 4 — ® and

m(A4))0 , A is noted as the focus element. If there are some

focus elements as A4, 4,,-, 4, and Bj,B,,- B,

presume that > my (Ai ) ny (B Ji )(1 » the resultant

Al-mBj )
basic probability assignment m:2® —[0,1] will be
denoted as:

0, A=¢

> my(A;)m~ (B ;)
m(A4) = Al-mBj:A )
, A#¢
1- z my (A;)my (B )

Al.mBj:¢

The reliability function given by m is noted as the straight
summation of Bel; and Bel,, and expressed as Bel, @ Bel..
If the formula above is not exist, then the straight
summation of Bel; and Bel, will not be exist

2) The Compages Rule About Many Reliability

Functions: principle: suppose that Bell,Belz,---,Beln

are reliability functions of the same identification frame ® ,
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my,my,--+,m, are their basic probability assignment, if

Bel; @--- ® Bel,, is exist and the basic probability number
is m ,then the synthesis of n reliability functions will be

showed as: Bel = {[(Bel1 ® Bel, ) ® Bel3] D} ® Bel, ,

and the final evidence gathered from the compositive
evidence has nothing to do with the order.

3.3 The Failure Determination Rules of Evidence Theory

[4]

After acquired the reliability area lBel(F j)’ pl (F ' )J about all
the proposition of the identification frame ® from the
evidences and the incertitude m J (0) of the evidences, we

can make the conclusion according to the below rules:

(Dthe determination failure style should be the maximal
reliability function, and should be bigger than some
threshold.@ the margin of the reliability between the
determination failure style and other failure styleshould be
bigger than some threshold.®the reliability function value
of uncertain failure style must be less than some
threshold. @the reliability function value of the
determination failure style should be bigger than other
uncertain ones.

3.4 An Instance of Evidence Fusion Theory

It could be concluded from the above analysis, in this
example, the first fusion level was mainly toward the data
input and output methods about the data adapter, the GPS
board, the keyboard and the liquid crystal screen of the
military computer. The establishment of the identification
frame, the determination of the evidences, and the
assignment of the reliability was showed below:

1) The Establishment of Identification Frame:To the
data input and output detection method to the electronic
module, the identification frame will be confirmed as
0= {Fl,Fz,F3,F4,F5} by experts inference and probability
statistic of many failure samples, in it, F; expresses the data
adapter failure, F, expresses the GPS board failure, Fj;
expresses the keyboard failure, F, expresses the liquid
crystal screen failure, F's expresses the mainboard failure.

2) The Determination of Evidences:By analyzing the
failure mechanism of the identification frame ® , we choose
the detection result information parameter of the data
adapter, the GPS board, the keyboard and the liquid crystal
screen from the data input and output detection methods, we
regarded each detection result information parameter as a
evidence, so, there were four evidences.

3) The Assignment of Evidences: Thinking of the
corresponding relationship between the detection result
information parameter of the four electronic module from
the data input and output detection method and failure mode
and layers of data transmission and the uncertainty of the
detection result 0, we make a unitary disposal, the result is
showed in the Table 1., the value in the table expressed the
reliability assignment.

4) The Fusion and the Decision-Making of the
Evidences: if all the evidences in the table 1 were not occur,
it showed that the input and output of all the electronic
module was normal. If only one evidence were occurred,
and it showed that only the electronic module which
opposite to the evidence was failure, this two case were not
necessity to carry on the fusion on this level, we will go
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straight into the next fusion level. If more than two kinds of
the evidences were occurred, the first fusion level based on
D-S evidence theory would be carried on. According to the
failure determination rules of D-S evidence theory, in this
example, we choose 0=0.5, f=0.3, y=0.1, then the reliability
area and the diagnosis result of each evidence from the
fusion would be expressed in the Table 2.:

It can be seen from Table 2. , if we done the state

identification of the failure electronic module only by one or
less detection result, the reliability was low. If we do the
information fusion by more detection results, it would
effectively enhance the exactitude identification rate, so in
the first fusion level, we tried to use more detection result to
do the discursion.

Table 1. The assignment of the evidences

identification frame
serial ) GPS Main Reliability
evidences data adapter Keyboard | liquid crystal .
number board board 0 summation
failure failure screen failure
failure failure
the input and
output of the data
1 0.6 0 0 0 0.3 0.1 1
adapter
is abnormal
the input and
output of the GPS
2 0 0.6 0 0 0.3 0.1 1
board
is abnormal
the reaction of the
3 keyboard is 0 0 0.6 0 0.3 0.1 1
abnormal
The display of the
4 liquid crystal 0 0 0 0.6 0.3 0.1 1
screen is abnormal

Table 2. The reliability area and the diagnosis result of each evidence

. [Bel(Fy),pl(F;)] . .
evidences m;( 0) diagnosis result
F] F2 F3 F4 F5
0.21 0.21 0 0 0.54
1&2 0.04 Fs
0.25 0.25 0.04 0.04 0.58
0.21 0 0.21 0 0.54
1&3 0.04 F
0.25 0.04 0.25 0.04 0.58 ’
0 0.21 0.21 0 0.54
2&3 0.04 0.58 Fs
0.04 0.25 0.25 0.04 .
0.07 0.07 0.08 0 0.77
1&2&3 0.01 0.78 Fs
0.08 0.08 0.09 0.01 .
0.021 0.021 0.024 0.018 0913
1&2&3&4  0.003 Fs
0.024 0.024 0.027 0.021 0916

4. THE SECOND FUSION LEVEL BASED ON BP
NEURAL NETWORK

On the first fusion level basis, in conformity to the fact, we
could found the correlative relationship between the two

detection methods, if the voltage of some kind of the
electronic module were abnormal, the input and output of it
must be abnormal, if the voltage of some kind of the
electronic module were normal, the input and output of it
would be uncertain normal or not. According this, we should
carry on the second fusion level in this examples, an
improved BP artificial neural network was applied in the

801
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second fusion course. And the probability value of the
reliability function was noted as 0 or 1, if the detection result
were in the normal working scope of the electronic module,
the probability value of the failure subjection degree would
be noted as 0, otherwise, if the detection result were not in
the normal working scope of the electronic module, the
probability value of the failure subjection degree would be
noted as 1. In a word, except the power supply board and
power transformer board (because these two module could
be recognized failure or nor direct from the voltage
detection result), the correlation relationship about the
detection result space and the failure mode space of other
electronic modules can be expressed as: if the input vector is
(0, 0), the output vector is 0; if the input vector is (1, 1), the
output vector is 1; if the input vector is (0, 1), the output
vector is 1.

4.1 The Establishment of BP Neural Network

The Establishment of The Input Nod Sum and Output
Nod Sum And The Initialization of The Weight Value
And The Limen Value [4]: The sum of BP network layer
was selected as 3 , and the sum of the detection methods was
regarded as the sum of the input neuron units, and the sum
of the failure modes was regarded as the sum of the output
neuron units .In this illustration ,the sum of the input neuron
units was selected for N;=2 , the sum of the output neuron
units was selected for N3=1 , the sum of the neuron units of
the latent layer was selected for N,=5 .The weight value and
the limen value was initialized as any decimal fraction
among the field of (-1, 1) by random function when
calculating by the c++ procedure of this example

1) The establishment of training samples for the inputed
and outputed matrix: According to the ideas of
multi-detection methods fusion, except the power supply
board and power transformer board, the relationship
between the detection result information obtained from the
two kinds of detection methods and the training samples was
illustrated as Table 3..

Table 3. The studying samples of the second fusion level

) training samples
serial teacher
Voltage input and output )
number signals
detection detection
1 0 0 0
2 0 1 1
3 1 1 1
So, the inputed matrix of raining samples was:
00
I=|0 1

11

the outputed matrix of raining samples was:

In the ct++ procedure of the improved BP neural network
algorithm (in which a momentum item was added to the
standard algorithm), learning efficiency was selected

for m= 0.6, ny = 0.7, Momentum coefficient was selected

for ¢ = 0.2 ; the error field was selected for £ <0. 001, then take
the training samples matrixes into the procedure to do the
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training.

2) The Analysis of Identification Results: substituting the

sample into the trained procedure to make identification, the
matrix resulted shall be shown as follows:

0.0328
T =| 09671
0.9697

As the judgment principle of the failure module, it can be
found from the result of accuracy rate of the identification of
the training samples is 100%. It can be seen that a
mathematics model established on BP neural network which
can make a well disposal on the complex and nonlinear
mutuality about the detection result space to the failure
mode space.

5. CONCLUSION

There is a unique superiority on the expression and the
processing the indefinite information aspect for D-S
evidence theory, which can fetch up the indeterminacy of the
single evidence by fusing each evidence of the same
identification frame, and make the dependability of the
evidence ratiocination enhanced, so it has been widely used
in the information fusion area. Otherwise, The D-S evidence
theory doesn’t has the function of dealing with the complex
and nonlinear mutuality about the detection result space to
the failure mode space, but BP neural network can do this
better, and BP neural network also has the ability about
distributed memory, parallel disposal, self-organization and
self-studying and has the advantages about self adjustment,
contain error and robustness, so it has made wide attention
in the failure diagnosis of the electronic area. When the sum
of the diagnosis parameter and the diagnosis information is
large, the network structure of Bp neural network will be too
large to training. Because of this and under the direct of the
idea to enhance the automatization and intelligentize level of
maintain for military electronic equipment, in the failure
diagnosis course of the electronic module, we choose the
way about two level fusion by multi-detection methods
based on the D-S evidence theory and a improved BP neural
network. Proved by examples, this method can obtain a
good diagnosis result, it is feasible.
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ABSTRACT

A fault diagnosis method for analog circuits was proposed.

Wavelet neural network was used to detect the faults and
classify default patterns in circuits under test. To construct
this new network, wavelet functions were embedded in a
neural network as neuron stimulating functions, which
combined the multi-scale analysis merit of wavelet
transform with nonlinear mapping capability of neural
network. Wavelet multi-resolution decomposition was
adopted to extract fault features after sampling the
impulse response of the analog circuit. The features were
applied to train the wavelet neural network for further
fault patterns recognition. Diagnosis principle and
procedure were elucidated. Simulation results on band
pass filter circuit show that the presented approach has
good capability of fault identification and diagnosis.

Keywords: Fault Diagnosis; Analog Circuit; Wavelet
Neural Network; Fault Feature Extraction; Pattern
Recognition.

1. INTRODUCTION

It’s necessary and important for us to detect the faults by
the aid of computer in microelectronic and semiconductor
industry as the application of LSI technology grows
rapidly. The study on fault diagnosis techniques is
significant in the theory and application fields.
Comparing with variously mature fault diagnosis
techniques of digital circuits, the diagnosis techniques for
analog circuits develop slowly, although they have been
researched for a long time. As the fault diagnosis
techniques evolved, the researchers noted that some
difficulties impeded their fast development. The
following facts are the main factors affect the progress of
fault diagnosis techniques [4]: (1) It is complicated and
difficult to construct fault detecting model because of the
diversity characteristic of analog circuits, which results in
the output response and component parameters varied
continuously. (2) Many traditional diagnosis approaches
cannot achieve testing veracity and stability since some
factors will cause complex relationship between input and
output and deviation of working properties, such as
nonlinearity, component parameter tolerance and noise
etc. (3) High integration of LSI and VLSI generates
difficulty in circuit test and fault diagnosis. The actual
circuits are multilayered and encapsulated, especially for
integrated circuits, so that accessible ports and nodes are
limited for measuring. The insufficient information used
for fault detection will cause the unreliability and
fuzziness of diagnosis.

Generally, two approaches are used for analog circuit
diagnosis [1]: simulation before test (SBT) and simulation
after test (SAT), which are classified according to the
actual test occurring prior or posterior to the circuit test.
The former contains fault dictionary and pattern
recognition method, while the latter includes fault
parameter identification and fault verification method. As
the integration of analog and mixed circuits is increased
and the topology of LSI or VLSI becomes more complex,
the SBT has advantage of much less test time consuming
[2]. As a practical method, the fault dictionary was
employed in fault detection and diagnosis for a long time.
The main idea of fault dictionary is to extract circuit
features under various fault states and construct a fault
dictionary firstly, and then fault detection and location are
realized by comparing the feature of circuit response with
fault dictionary in testing stage. But it is a tough work to
construct a fault dictionary containing all faults because
of the complicated fault mechanism of analog circuits,
especially for large-scale analog circuits. Several neural
network based methods used in this field have been
proved robust, fast and suitable for real-time fault
diagnosis in recent years for its strong capability in
tackling classification and nonlinear problem [5,6,7,8].
More recently, wavelet transform is successfully
employed in feature extraction and this presents some
new approaches in fault diagnosis of analog circuits,
especially the technique of combining wavelet transform
with neural networks. Two forms of combination are
expected to deal with fault detection: (1) Wavelet
transform is used as a preprocessor to optimizing the
input features of the neural network [6]; (2) Wavelet
functions are embedded in the neural network to be
stimulating functions of neurons or weight functions
between two layers of neurons [3, 10]. In this paper, we
adopt the second form to design a wavelet neural network
(WNN) for analog circuits fault diagnosis.
Multi-resolution analysis of wavelet transform and data
normalization is employed to get optimal fault feature
vectors after the output response signals are sampled. The
WNN is trained by using the fault features as training
patterns. A filter circuit was detected by the WNN in the
simulation experiment. The results also mentioned that
the WNN has good capability of fault detection and
location in analog circuits, and high diagnosability is
obtained as well.

2. FAULT FEATURE EXTRACTION BASED ON

WAVELET ANALYSIS

Wavelet transform can provide more precise
decomposition in whole frequency band of an original
signal and is suitable for non-stationary signals. It is
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applied generally to analyze the complicated signals in
many fields, such as pattern recognition, image
processing and fault detection because of good capability
of feature extraction and localization in time and
frequency domain. The main advantage of wavelets is that
they have a varying window size, being wide for low
frequencies and narrow for the high ones, thus leading to
an optimal time-frequency resolution in all the frequency
ranges.

A family of wavelet is derived from the translations
and dilations of a single function. If ¥(z) is the original
function, referred to as the mother wavelet, the members
of the family are given by

1

> (t-b

¥, , () =al? ‘P(j,a,beR,aiO (1)
a

They are indexed by two labels a and &, where a
indicates the dilation and b the translation of the mother

wavelet ¥(z). Additionally, a scaling function, @ (1), is
used that can be translated and dilated in the same way.
The wavelets are derived from a so-called mother wavelet
by dilation and translation factors. The mother wavelet is
normalized with zero average and meets the following
admissible condition

2
o | ¥
r@!’,
(2]

Cp= <o )

The continuous wavelet transform of a given signal

1) el (R) is defined as the inner product of the
wavelet function and the signal, i.e.

W(a,b) = <f(t),\1’a’,7 (t)> = 712,? f(l)‘P:,b(%)dt
©))

where f(z) is the signal to be analyzed and ¥, (¢)is

the wavelet function.

If we select a=2 and b=k2, (j, k) €Z’ in equation (3),
W (a, b) translates into a binary wavelet transform. MRA
(multi-resolution analysis) is used to carry out the
transform of f(z) , which is divided into two parts at
different scales: the low frequency part and the high
frequency part. The low frequency part is called an
approximation of the original signal, while the high
frequency part called details respectively. The
decomposition equation is

cj_l(k)=kz 0" (k-2n)c; (k)

€z

d;4(k)=X g (k-2n)c; () @
kez

where A(k) and g(k) are two-scale series; 2*(k) and g*(k)
are complex conjugate functions of A(k) and g(k).
After getting the decomposition coefficients of the binary
wavelet transform at various scale spaces and calculating
the sum of each coefficient’s absolute value, the fault
feature vectors of analog circuit are constructed by
ranking this sum value according to the scale sequence. It
contains four main steps:

Stepl. Decompose the sampling signal using binary
wavelet transform with N level, ranging from the first
level to the Nth level, and obtain N+ decomposition

coefficients sequence {d!,d2,..., dN, cN}.

Step2. Calculate the absolute value sum of
decomposition coefficients at various levels. Suppose CN
is the absolute value sum of sequence c¢N, which refers to
the low frequency decomposition coefficient at the Nth
level; while Dj is the absolute value sum of sequence dj,
which is the high frequency decomposition coefficient at
the jth level, respectively.

Step3. Construct feature vectors {DI, D2, ..., DN,
CN}

Step4. Data normalization. In order to avoid a strong
deviation of input data, data must be normalized and
limited in area [-1, 1] by implementing some transform
processing.

3. FAULT DIAGNOSIS BASED ON WAVELET
NEURAL NETWORK

The fault diagnosis means pattern recognition of circuit
states. The artificial neural network has obvious
advantage of pattern recognition, for the capability of
associated memory, large scale parallel processing, real
time computing and easy implementation on hardware. It
is an effective method for diagnosing tolerance circuits
because of the trait of error tolerance. In recent years,
artificial neural network as a novel technique of the
information soft processing is applied widely in the field
of diagnosis. Neural networks are employed in pattern
recognition of faults to realize the completely non-linear
mapping between fault features and fault classification,
but their accuracy relies heavily on the parameter
effectiveness of fault features and parameter selection of
network’s framework. Wavelet transform is good for
extracting fault features of non-stationary and
time-variable signals for the characteristic of
time-frequency domain localization, which specify the
important information on circuit running state in details.
It can acquire the feature vectors as few as possible on
condition that it can show the fault behavior. If we
combine the wavelet transform with neural networks to
develop a new method for fault diagnosis, the veracity of
fault diagnosis will be improved.

Wavelet Output

Signal | o, | Feature | ot Neyral |—p»|diagnosis

Sampling extraction Network results

Fig. 1. Fault diagnosis flowchart based on WNN

The process of fault diagnosis in analog circuits
based on WNN is illustrated in Fig.1. This diagnosis
method identifies the fault class by the output of the
wavelet neural network trained with various fault
patterns.

The framework of WNN we proposed for fault
diagnosis is shown in Fig.2. It is three-layer feedback
architecture with wavelet functions, which allows
converging at its global minimum in a short time. A
wavelet base is employed in the hidden layer of WNN
rather than a sigmoid function, which discriminates it
from general back propagation neural networks.
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Fig. 2. Structure of wavelet neural network

The function of mapping from input vector space to
output vector space can be expressed as [9]

i
(X wyix? (1)+b1;,)=by,

VI = f| Sy (L 2, | ()
J = ay,

In equation (5), W([) and f(() are the stimulating
function of hidden layer and output layer, while W () is a
wavelet function and f(C) a tangent sigmoid function

where f(x) = . x/(t) and yj.’(z) are the ith input

1
1+e”
and the jth output at the pth pattern. b1, and 52; are
the threshold of the hth hidden layer node and the jth
output layer node, respectively. The sum square error
performance function is expected to reach minimum by
feeding information forward and feeding errors back, thus
updating the weights and bias parameters according to its
learning algorithm. A momentum factor and adaptive
learning rule is adopted to reduce the sensitivity of the
local details of error surfaces and shorten the learning
time on speculating the experience. The training
algorithm of WNN is elucidated as following steps:

Stepl. Data acquisition and fault feature extraction: The
output response voltage signals of test point are sampled in
terms of the CUT running in different fault patterns. Then
optimal features for training neural networks are obtained by
wavelet decomposing coefficients and normalization
according to the four steps described before.

Step2. Select the parameters of wavelet neural network:
The dimension of fault feature vectors and the circuit fault
pattern determines the number of input node and output
node. The output number is equal to the number of fault
classes, while input number is equal to the dimension of
feature vectors. The number of neurons on hidden layer is
set greater or equal to ~M+N +a, where M and N is the
node number of input layer and output layer and a is set
1~10.

Step3. Training of wavelet neural network: The
fault feature vectors, as input vectors of training
pattern, are used to train the wavelet neural network.
The output vectors reflect the states of CUT. The
gradient descent algorithm is employed to minimize
the error function so as to adjust the weights of
network. The error function is

1P J 0\
E=5 3 (v~ 0) ®)
p=1Jj=1 ’
where P is the total number of training patterns;

p
Y, (z) and y;’ (¢) are the desired and real output associated

with the jth feature for the pth neuron.

To minimize the sum square error function in Eq. (6), the
weights and coefficients in Eg. (5) can be updated using the
following formulas:

Wi (6 42) = wy () 4 7w, + o[ wiy (0w, (D) ]

(1)
wy, (¢ +2) = w,, (¢) + 7Aw,, + a| wy(0)-wy,; (t-1) ]
(8)

a,(t+1) = a, (t) + nAa, + | a,(t)-a,(t-1) ]
9)

b, (¢t +1) = b, (¢) + nAb, + [ by ()-b, (t-1) ]

(10)
bL, (t +1) = b1, () + nAbL, + a [ b1, (£)-b1,(¢-1)]
(11)
b2, (1 +1) = b2, (1) + nAb2 , + | b2, (1)-b2;(1-1) ]
(12)

where n is the learning rate for updating
weights/coefficients w, , w,., a, b, ,blh,sz; and o is
the momentum factor, respectively.
Note that f'(x) = f(x)(1- f(x)) , thus we can deduce the
following equations by using Eq. (5) and Eq. (6):

OF »
Awy =———=0x, (13)
6wjh
E
Aw,, = B o,x! (1) (14)
Whi
OFE
Abh == —5 = —5}’ (15)
h
OF xf b,
Aa, =——=-0 (16)
h h
6ah ah
OF
Ay = =5, a7
h
oF
Ab2j =———= 5j (18)
6b2j
where 5] = —(xj7 —;cf)xxf X (1—xf)

p_
J ap a,

Step4. Fault diagnosis: Inputting the trained WNN with
the measured data from the CUT due to the change in the
feature values, the outputs of the WNN will show the fault
pattern.
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Fig. 3. Circuit under test

4. SAMPLE CIRCUIT AND FAULT

The circuit under test chosen is shown in Fig. 3. The
nominal values of its components are given in the figure.
The tolerance of resistors and capacitors is assumed as 5%
and 10%. The simulated faults are divided into two
categories: hard faults (or catastrophe faults), which refer to
the short or open defect of components, and soft faults (or
component parameter faults), which are derived from the
component parameters exceeding permitted tolerance bound.
The hard fault model is realized by using 0.0 1Q (short
defect) and 100M Q (open defect) bridge resistors. If we
assume that R1, R3, C1 and C2 are 50% higher or lower
than their respective nominal values shown in Fig. 3. Hence
there are eight class soft faults. Additionally, open defect of
R2 and short defect of R5 are supposed also. We have the
fault classes R1T, R1l, R3T, R3{, C1T, C1{, c2T, c2l,
R2 open and R5 short. The symbol T represents higher than
nominal values and 4 lower, respectively. Considering the
no fault state, eleven fault models are achieved. To generate
training data for different fault class, we set a faulty
component in the circuit and vary the other resistors and
capacitors within their tolerances. Pspice software is used
for circuit modeling and simulating. The output response
signals of the circuit are sampled, and then 100 Monte Carlo
analyses are conducted for every fault pattern of the sampled
circuit with tolerance to extract candidate features. 70 of
them as training patterns are used to train WNN and the rest
30 are employed for simulation.

5. DIAGNOSIS RESULTS

In this section the WNN is utilized to simulate fault
diagnosis of analog circuit. A single impulse signal of height
5V and duration 10us is used as input signal, and the
response signals V, of the filter circuit are simulated to
train WNN after implementing feature extraction described
in section2. The sampled data is decomposed in four levels
with Harr wavelet to construct feature vectors. WNN
architecture of 6-H-11 is adopted to diagnose the filter
circuit. The network has 6 input neurons and 11 output
neurons. H is the neuron number of hidden layer; here we
set its value as 15 in accordance with the selection rules
elicited before. Morlet wavelet is selected for hidden layer
function because of its good difference property. The design

and training of WNN were completed in MATLAB 6.5
simulation environment.

The percentages of correct detection for each type of fault
are shown in Table 1. The no fault and hard fault class
achieves a 100% detection rate, while other fault
classification rate is satisfactory. Comparing with other
neural network diagnosis methods, it presented a higher
correctness of fault diagnosis and faster convergence speed,
although the WNN proposed in this paper is a little more
complicated.

Table 1. Diagnosis Results of WNN

Fault Class Detection Rate
No Fault 100%
R1t 90%
R1J 100%
R3t 100%
R3{ 97%
cit 100%
cul 93%
c2t 97%
cal 100%
R2 Open 100%
R5 Short 100%

6. CONCLUSIONS

A novel fault diagnosis method for analog circuits is
proposed in this paper. This technique uses wavelet neural
network, in which wavelet functions are adopted as the
stimulating functions of neural network, to realize correct
fault classification of analog circuits. The advantages of
good feature extraction and pattern recognition derived from
wavelet transforms and neural network are combined
effectively in fault diagnosis and produce high diagnosis
correctness. The simulation results demonstrated that it is a
promising method for fault diagnosis of analog circuits. The
described approach can be developed for multiple fault
diagnosis of analog circuits, although a single fault case is
considered and applied in this paper. The further work will
be focused on optimizing the training algorithm and
selection of mother wavelet to improve the network’s
performance, including simplifying network architecture,
faster training speed of network and higher fault detection
rate.
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Abstract

Since inadequacy exists in the traditional ART1 neural
network, an improved calculating method of similarity is
proposed. This method considers the corresponding position
value of the two vectors at the same time, thus avoiding
different results of similarity because of different inputting
sequence of the two vectors in the ART1 neural network. In
order to solve the pattern-drifting problem of ART1 neural
network, the principle of minority subordinate to majority is
proposed to reduce the occurrence of this type of problem,
improving the application effect of ART1 neural network.

Keywords: neural network, Adaptive Resonance Theory,
pattern classification, pattern drifting.

1. Introduction

Adaptive Resonance Theory, or ART for short [1], is a
neural network pattern proposed by S.Grossberg and
A.Carpenter of Boston University in the United States in
1976. ART instructs learning through the dynamic principle
of biological neurons’ self-excitation and lateral inhibition
and makes the input pattern realize resonance through the
identification and comparison of the network two-way link
to finish its own memorization, and realize association in the
same way. As a feedback artificial neural network for
teacher-free learning, ART network can be used for on-line
learning and is suitable for the classification of complicated
systems. ART network is classified into three types, i.e.
ARTI1, ART2 and ART3. ART1 network has a wide
application and is a closed-loop self-adaptive system. It has
the self-organizational, self-stable and self-learning ability,
demonstrating good self-adapting ability and plasticity [2,
3]

2. The Operating Principle of the ART1 Network [4, 5]

The ARTI1 neural network consists of the input layer, the
comparison layer and the identification layer. When the
network operates, it receives the input pattern from the
external environment and detects the matching level
between the input pattern and all the patterns of the
identification layer. For the patterns, which have the highest
similarity, the network needs to further inspect the similarity
between the typical vector of this pattern and the current
input pattern. If it is higher than the threshold value of
similarity, this pattern shall be put into this category. If it is
not higher than the threshold value of similarity, it shall
match the similarity among the rest nodes. If all the nodes
cannot be matched for similarity, a new pattern shall be
automatically added to match this input pattern.

1) Initialize the weight of the instar and outstar weight

vector: Suppose #; represents the outstar weight vector: the
vector from node j of the identification layer to node i of the
comparison layer. Order £; (0) =1; suppose b;; represents the
instar weight vector: the vector from node i of the
comparison layer to node j of the identification level. Order
b;j(0)=1/(1+n), in which 7=1,2,-**,n ; j=1,2,-**,m.

2) Input the external signal X
X ={x}" =(x,,x5,"*,X,) » i=12,,n, in which
xi can take the value 0 or 1.

3) Calculate the maximum matching level net o

n

netj = Zbljxi y j=12,--m, netj* :max{netj} ,in
i=I

which j* is the winner node.

n
4)Detection  of  similarity: N, = Z Z X
=l

n
Ny=) X, i=120n, j=120m.
i=1

5) Comparison of similarity: Suppose p is the threshold
value of similarity. If No/N;=p, turn to 7); If No/N;<p and
all the nodes have been matched, turn to 6); If Ny/ N;<p and
all the nodes have not been matched, turn to 3) and search
for the next node with the highest matching level.

6) Add a node, i.e. now there are m +1 output nodes. The

weight of l‘i’mJr1 and the weight of b, are the

i,m+1
initialization value, i=1,2,***,n.

7)Weight adjustment:

tnt+D)=t.()x,
1-(+1)

0.5+ 1,.(t+1)
i=1

8) Accept the new input and turn to 2).

by(t+1)=

, i=12,,m,

3. The problems and improvements of ART1 neural
network

3.1 Inadequacy and improvement of the regular
similarity judgment

The similarity of regular ART1 is to compare the outstar
weight vector T’ It of the winner node and the number of

“1” in the corresponding position of the input vector X. It
can be expressed as follows:
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N, ;tij*xi
Pr=—"=

Mooy
xi
=0

This regular similarity judgment does not consider the
role of “0” in the outstar weight vector and only takes into
account the function of “1”. On the occasions when only the
state indicated by “1” needs to be considered, this method is
feasible. In the actual applications, however, 0 and 1
represents two states respectively and they are both useful
information for judgment. They are equally important.
Therefore, this method has obvious inadequacies. The
example of identifying English letters shall be used for
comparison here.

Example 1: Fig. 1 is the model figure of English letters,
among which, (a) is the standard “E” mode signal, (b), (c)
and (d) are the noise signal, and (e) is the standard “F” mode
signal. For the calculation of similarity, the blackened part is
“1” and the blank part is “0”. The coding of each signal is as
follows:

X1=11111100001000011110100001000011111,
X2=11111100001000011110100001000011011,
X3=11111100001000011110100001000010111,
X4=11111100001000011110100001000011110,
X5=11111100001000011110100001000010000

When the signal (b) is input (X=X2) for the second time,
calculate the matching similarity between X2 and each node
of the competition layer and it is the maximum at the first
node (higher than that at other unused nodes). According to
formula (2), the value p1 from its similarity formula is 1.000,
indicating that (b) and (a) have the same signal. From the
figure it can be clearly seen that there exists difference
between (b) and (a). If the input sequence of (a) and (b)A is
reversed, the similarity p1 according to formula (2) is 17/18
=0.944. In terms of (a) and (b), different similarity is
obtained under difference input sequence. This is because in

i=12,,n

the comparison of similarity, as long as tij* is 0, X; on
its corresponding position is also 0. At this time, on the
corresponding position where i is 1, no matter the input

xiis 1 or 0, the obtained similarity p1 is bound to be 1.

shows. This method can accurately compare the two vectors,
free from the problem of which one is more important.

Z":t,.j*x,. + Zn:(l ~1,)(1-x,)
_ =1 i=l

P, =" : . =12, -

n
(€))

When using this method, the result of inputting signal (a)
is the same as the regular ART1 network. When inputting
signal (b) (X=X,), its matching level is still the highest at the
first node (higher than other unused nodes). According to
formula (3), its similarity value p, is: p,=34/35=0.971,
indicating that (b) is different from (a).

The similarity judgment of this improvement is carried out
according to the input pattern and the existent matching

mode. Since at the time of network initialization l‘ij is 1,

when the unused nodes are used for the first time, its outstar
vector is directly adjusted as the input vector, i.c.

Lye =X; i=12,---,m.

3.2 Inadequacy and improvement of the regular outstar
weight vector’s judgment

The adjustment of the outstar weight vector of the regular
ART]1 neural network is indicated as formula (1). It is the

“AND” of the outstar weight tij* and the input X;. This

tends to give rise to gradual pattern drifting at when
identifying the network pattern [6]. Namely, for a certain
winner node, its outstar weight vector becomes increasingly
away from the original pattern vector with the gradual
change of the input pattern. On this occasion, the input
pattern matches in similarity with a certain node, and there
is very small change in the input vector and the original
pattern. The weight of this node will be changed every time,
resulting in unstable representation of pattern by each node.
Sometimes they may drift into other patterns, causing
mistakes for the network in pattern classification.

The obvious feature of the ART1 neural network is that it
has only two statuses: 1 and 0.It is very difficult to
fundamentally eliminate the gradual pattern drifting and the
only practical thing is to reduce the occurrence of this. The
regular ART1 neural network will adjust the weight of the
outstar weight vector at this node once the input pattern
matches with the existent nodes, no matter it is in

conformity with our expectation or against our expectation.
Faced with this situation, we made changes in the time for
adjusting the outstar weight vector, i.e. the weight of the

outstar is no longer adjusted once the input pattern matches

X1 X2 X3 X4 X5
(a) (b) © (d) ©

Fig. 1. The mode figure of English letters
In order to compensate for this inadequacy, this paper
designs a simple, prompt and accurate computing method
for similarity. The guiding principles used here is to consider
the state of 0 and 1 at the same time and find out the number

of similar status on the corresponding position of tl.j*

and X, , i.e. the specific value between the numbers of

exclusive nor value and n the dimensions of the input vector.
The computing method of this similarity is as formula (3)

in similarity with a certain node. The method we adopted is
when there are quite a few input patterns at a certain node to
match the similarity, store the information corresponding to
these groups of patterns. When the information reaches a
certain amount, integrate the knowledge of these outstar
vectors and made adjustments to them. For example, take
three groups of vectors to conduct the adjustment of
comprehensive knowledge, i.e. adopt the 2/3 principles.
Compare the three numbers of the corresponding position of
each group of vectors and take the one which has the largest
number of similarities as the adjusted value of the outstar
weight vector. When all the three numbers are 1 or 0, the
adjusted number is 1 or 0. When two are 1 and one is 0, the
adjusted value is 1. When two are 0 and one is 