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PREFACE

The DCABES is a community working in the area of Distributed Computing and its Applications in Business, Engineering, and
Sciences, and is responsible for organizing meetings and symposia related to the field. The DCABES 2007 is the Sixth
International Conference on Distributed Computing and Applications for Business, Engineering and Sciences held on 14-17
August 2007 in the Three Gorges, Yichang, Hubei, China. It is the third time for the DCABES international conference to be
organized by School of Computer Science and Technology, Wuhan University of Technology.

As in previous conferences, the DCABES intends to bring together researchers and developers in the academic field and
industry from around the world to share their research experience and to explore research collaboration in the areas of
distributed parallel processing and applications.

In recent years, more and more attentions have been put on to the distributed parallel computing. | am confident that the
distributed parallel computing will play an even greater role in the near future, since distributed computing resources, once
properly cooperated together, will achieve a great computing power and get a high ratio of performance/price in parallel
computing. In fact the grid computing is a direct descendent of the distributed computing.

We are gratified that the DCABES 2007 has received more than 500 papers submission, which cover a wide range of topics,
such as Grid Computing, Mobile Computing, Parallel/Distributed Algorithms, Image Processing and Multimedia Applications,
Parallel/Distributed Computational Methods in Engineering, System Architectures, Networking and Protocols, Web-Based
Computing & E-Business, E-Education, Network Security and various types of applications etc.

All papers contained in this Proceedings are peer-reviewed and carefully chosen by members of Scientific Committee and
external reviewers. Papers accepted or rejected are based on majority opinions of the referees. All papers contained in this
Proceedings give us a glimpse of what future technology and applications are being studied in the distributed parallel
computing area in the world.

I would like to thank all members of the Scientific Committee, the local organizer committee, the external reviewers for
selecting papers. Special thanks are due to Professor, Dr. Choi-Hong LAI, who co-chaired the Scientific Committee with me. It
is indeed a pleasure to work with him and obtain his suggestions.

Also sincere thanks should be forward to Mr Tsui Y M Thomas, Chinese University of Hong Kong, Professor Xu W.B., Southern
Yangtze University for their enthusiastically taking part in and supporting the DCABES conference.

| am also grateful to Prof. Souheil Khaddaj, Kingston University, London, UK.; Prof. V.P. Kutepov, Moscow Power Engineering
Institute (Technical University), Russia; Prof. A J Davies, University of Hertfordshire, UK; Prof. Xiao-ChuanCai, University of
Colorado at Boulder, USA; Prof. Choi-Hong Lai, University of Greenwich, London, UK for their contributions of keynote
speeches in the conference.

Sincerely thanks should be forwarded to the Natural Science Foundation of China (NSFC), the China Ministry of Education
(MOE), without their supports the DCABES 2007 could not be held in China successfully. We would also like to thank the WUT
(Wuhan University of Technology, China), the National Parallel Computing Society of China (NPCS), the ISTCA (International
Science and Technology Cooperation of Hubei Province, China), and the CAA (Computer Academic Association of Hubei
Province & Wuhan Metropolis, China) for their supports as local organizers of the conference.

Finally | should also thank A/Professor Jian Guo for his efforts in conference organizing activities. The special thanks also
should be given to my graduate students, Mr. Shadi Ibrahim for the conference website design, Mr. YeTian Li, Liang Huang
and ZhiChao Yan for their efforts in organizing activities. It also should be mentioned that my graduate students, Mr YeTian Li,
Liang Huang, HaiXiong An, Ms LiangLiang Wang, Yang Yang, Lin Chen, PengPeng Duan, Mr. YongQin Jia, Zhen Zhou,
YuzZhong Chao of the grade 2005; Mr. ZhiChao Yan, Peng Cui, Ms JuanJuan Zhao, Mr. Lin Hu, Wei Tang, GuangYou Zhou,
YiFan Huang, Fan Yang of the grade 2006 spent a lot of time and efforts typesetting the proceedings. Without their help the
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Enjoy your stay in Three Gorges of the Yangtze River, China. Hope to meet you again at the DCABES 2008.
L

Guo, ProfessorrQingping
Chair of the DCABES2007
Dept. of Computer Science
Wuhan University of Technolog
Wuhan, China
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Laplace Transform Time Domain-Decomposition for Diffusion Problems

A J Davies, D Crann
School of Physics, Astronomy and Mathematics, University of Hertfordshire
Hatfield, Hertfordshire, AL10 9AB, UK
Email: a.j.davies@herts.ac.uk

ABSTRACT

In most processes for the solution of parabolic diffusion
problems the time derivative is handled using a finite
difference approach. An alternative approach is to use the
Laplace transform in time to obtain an elliptic problem in the
transform space. The resulting problem may be solved using
any appropriate elliptic solver. The Laplace transform
approach provides a natural time domain-decomposition for
diffusion problems and may be used for both linear and
non-linear problems.

Keywords: Laplace Transform, Time Domain-Decomposition,
Diffusion Problems.

1. INTRODUCTION

Diffusion processes are used to model a variety of problemsin
engineering and physical science. Such models occur in heat
transfer [1] [2] and mass transfer [3]. More recently such
equations have been used to model situations in biological
science [4] and finance [5]. We shall consider only problems
defined in a two-dimensional region, Q, bounded by the
closed curve T and described by the partial differential
equation
2 1aou .
Vau A +h(x,y,t) in Q D

subject to suitable boundary conditions on ' and an initia
condition of the form u(x,y,0)=u,(x,y). Eq. (1) is often

called the diffusion-reaction problem [6].

The simplest finite difference method for the time derivative
in equation (1) yields an elliptic equation of the form [7]

szkﬂ:i(Ukﬂ_Uk)jLf(x,y,tk,Uk) )

and many authors have used Eq. (2), or a variation, for the
solution of linear, non-linear and coupled problems [8] [9].

An dternative to the finite difference approach is to use the
Laplace transform and a detailed description may be found in
references [10] and [11].

Suppose that

U(x,y;ﬂ)z[[u(x,y,t)]:Te”“‘u(x,y,t)dt
isthe Laplace transform of u, theon Eq. (1) becomes

VT =b(x,y; 1) ©)
where b:é(/lﬁ—uo)+ﬁ and h=2h] . If his a

non-linear function then particular care is required for the
Laplace transform and we shall describe the approach in
Section 2. Eq. (3) may be solved by any suitable elliptic solver
to find an approximation, U ,to T . The difficulty associated
with the Laplace transform approach istheinversionof U to
find U, the approximation to u. For diffusion problems the

Stehfest inversion method [12] has been shown to provide
excellent results [11]. The method was first used with afinite
difference solver [13] then with a finite element solver [14]
and a boundary element solver [15]. The Stehfest method for
the numerical inversion is given as follows:

Choose a discrete set of transform parameters
. In 2

Aj=] T j=1,2,.. ,M (M even)
then
In2 ¥ — . (4)
U(x,y,T)= T—z wU (x,y;2)
j=1
with
w,y MU 2k )k
w, = (-1)*" (2k)

cerfmean (' = KOk (k =2)1(j = k(2K - j)!
The attraction of the Laplace transform approach is that we
obtain the solution at time T without the necessity for
intermediate values as required by the finite difference method
and this gives an inherent domain-decomposition approach [16]
[17] [18]. Also, there is no stability problem as there is
associated with the finite difference method [19].

2. THE LAPLACE TRANSFORM BOUNDARY
ELEMENT METHOD

The boundary element method is now well-established as a
solver for elliptic boundary-value problems [20] [21] [22]. The
essence for the approach is to replace the partial differentia
equation boundary-value problem by an equivalent integral
equation. Frequently this integral equation is defined on the
boundary thus reducing the number of space variables. The
technique requires a fundamental solution [23] and the use of
Green's theorem to obtain the integral equivalent of equation
) as
¢l + [qUdl - [T'qdr + [bT dQ =0 (5)
r r Q

where i is some fixed point on the boundary, q =Z—u and
n

u =—2iInR , the fundamental solution for the Laplace
TT

operator, V2. The boundary, T, is divided into a number of
elements defined by a set of N nodal points and a relationship
is set up between the unknown nodal values U; and Q. If
b=0 then the domain integral in Eq. (5) is zero and the
problem is defined only on the boundary. If b0 then the
domain integral may be transformed to a boundary integral by

the use of the so-called dua reciprocity method [24]. In this
approach we introduce a further set of L internal points and the

function b(x,y,U;4) is expanded in terms of a set of
interpolation functions as

b= 3 a,1,(R) ©)
The funcj[itl)ns in Eq. (6) are usually taken from the family of
radial basis functions [21]. The values of the coefficients «;
are found by collocation at the N +L points. The functions,
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f., are chosen in such a way that they may be related to

j?

particular solutions, T, , of Poisson’s equation, V20, = f, .
The effect of the dual reciprocity approach is to obtain a
system of algebraic equations of the form

HU-GQ =R ()

where the vectors and Q contain both the unknown

u
vauesof U and Q and the known values according to the
prescribed boundary conditions. For properly-posed problems

[25], at each point on the boundary only one of U, or Q

can be specified and we have in Eq. (7) an NxN system
comprising N unknowns which may be written in the form
Ax=y [11].

For the transformed Eq. (3) the unknown U occurs in the
domain function, b, and so the vector R in Eq. (7) dso
depends on the unknown vector U . The details of the dual
reciprocity method lead to a relation of the form
R=R,+R,U where R, and R, are vectors which

depend only on the geometry and once again we have alinear
system of theform Ax=y [11].

Non-linear problems require a linearisation prior to the use of
the Laplace transform and Zhu [10] suggests a variety of
approaches. The approach which has been found to be
successful is a direct iteration approach in which we write Eq.
(1) intheform
2 1au,
vV, ot +h(x,y,t,u, )
and use the Laplace transform as described above. The process
is started with u, =u, and iterated in Laplace space until

convergence to within a suitable tolerance is reached. The
inversion is then effected in the usual manner.

A natural domain-decomposition for the Laplace transform is
obtained by associating each time value with a given
processor and then obtaining the solutions in parallel.

3. APPLICATIONS OF THE
DECOMPOSITION APPROACH

DOMAIN

Computational finance

The Laplace transform approach is attractive because it
provides an environment in which the solution may be
obtained at any given time value without the need for earlier
values. Problems associated with derivatives and options are
modelled using the Black-Scholes equation [5]. Problems such
as these in the financial sector are particularly relevant
because they seek values at one time only, the time of expiry
of the option [26] [27] [28]. The applications show the
scalability of the Laplace transform approach and its
advantage over the finite difference method.

Diffusion problems

The boundary element method has been shown to be very
well-suited to a space domain-decomposition approach [29].
The so-called multipole method is currently very successful
[30] and these approaches exploit an inherent parallelism in
theintegral formulation of boundary-value problems.

The versatility of the Laplace transform boundary element

method was shown using an implementation on a sixty-four
processor nCube machine [31] where the authors show perfect
linear speed-up as would be expected because there is no
inter-processor communication, except for an initial broadcast
and a final gather of data. It is interesting to compare the
boundary element solution with a finite difference technique
in the space variables [32]. The finite difference approach uses
an iterative technique for the solution of the linear equation
and the convergence depends on the time, T. Consequently
speed-up islessthan linear as T increases.

Non-linear problems

Problems with time discontinuities in the data are handled
very efficiently using the Laplace transform approach [32]
[33]. Problems involving periodic boundary conditions,
although strictly not non-linear, exhibit similar properties to
those for discontinuous data and can be handled in a similar
manner [34]. The Laplace transform is used to find the
solution up to the discontinuity and this solution is used as the
initial value for the post-discontinuity solution. Problems with
material non-linearisation such as temperature dependent
thermal properties are also handled effectively [35] [36].

An interesting non-linear problem occurs in the isotherm
migration method [37] which is particularly useful for the
solution of Stefan problems in which we have a moving
phase-change front. The Laplace transform approach has been
seen to be appropriate for such problems [38] and may be
applied in a time domain-decomposition manner. Again the
approach leads to linear speed-up.

Coupled problems
Some models of ocean mixing problems involve the

biharmonic diffusion equation, V*u = EZ—L: , and this may be
o

written as a pair of coupled diffusion problems [39] in a
similar manner to that for solving coupled electromagnetic
heating problems [40]. The Laplace transform can aso be
used for such problems.

Hybrid problems

A recent application of the Laplace transform method has been
to alow a time domain-decomposition in a hybrid sense. A
coarse-grained solution is developed over a set of time slabs
and this solution is used as the initial condition for a
fine-grained solution in each dab [41]. A finite difference
scheme is used in each slab and since there is no
interprocessor communication it yields linear paralel
speed-up. [42].

4. CONCLUSIONS

The Laplace transform approach provides an excellent time
domain-decomposition for parabolic diffusion problems. The
solution is developed at each time-value with no requirement
for the knowledge of intermediate values thus providing an
independent set of solutions. The process may be applied to
linear and non-linear problems. The resulting elliptic problem
in transform space may be solved using any appropriate solver
and the boundary element method has been shown to be
particularly suitable.
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ABSTRACT

The paper examines various transformation methods and their
roles in the parallelization of time integration of an unsteady
problem in science and engineering.

Keywords: Non-linear problems, Paralel and Distributed
Computing, Time marching

1. INTRODUCTION

Many engineering and applied science problems require the
solutions of nonlinear diffusion equations where the nonlinear
feature usually comes with the material properties or the
conductivity. In the case of unsteady problems a
time-marching scheme, usualy with time step length

restrictions, is employed in any temporal integration procedure.

These restrictions are usually due to stability criteria of an
explicit scheme or the truncation errors of an implicit scheme
in approximating the temporal derivatives. Computing time
of such numerical methods inevitably becomes significant.
On the other hand fine grain paralelization of time stepping
becomes difficult and it is amost impossible to achieve a
distributed/parallel  algorithm that is able to yield a
de-coupling of the origina problem. There are aso many
problems which require solution details not at each time step
of the time-marching scheme, but only at a few crucia steps
and the steady state. Therefore effort in finding fine details
of the solutions using many intermediate time steps is
considered being wasted.  Such effort becomes significant in
the case of nonlinear problems where a linearisation process,
which amounts to an inner iterative loop within the
time-marching scheme, is required. It would be a significant
save in computing time when the linearisation process and the
time-marching scheme can both be done in paralel. The
main objective of the present work is to remove the time
stepping and to combine it with parallel/distributed computers.

2. TRANSFORMATION METHODS

A number of transformation methods and their relations to the
possibility of providing concurrency in the solutions of partial
differential equations are to be discussed at the presentation.
These transformation methods include the Boltzmann
transformations, general stretch transformations, Fourier
transformation, and Laplace transformation. Severd
examples related to these transformations are discussed,
including diffusion-convection and image processing
problems.

The idea of using a Laplace transform is further explored in
the context of its numerical inverse for nonlinear problems in
flow through porous media [1] and financial computing [2].
This paper examines the idea as a time-domain parallel
agorithm suitable for nonlinear parabolic partia differential
equations. It involves two levels of tempora mesh. First the
numerical solutions of a nonlinear time dependent parabolic

problems, using the concept of a Laplace transform and its
numerical inverse, are obtained on a coarser temporal mesh.
This is essentially an application of the work proposed in [2].
The Laplace transform is applied to a linearisation of the time
dependent non-linear parabolic equation leading to a
distributed agorithm of solving the resulting set of linear
differential equations in the Laplace space. Solutions of the
non-linear parabolic equation are then retrieved by means of
an approximate inverse Laplace method. A time dependent
non-linear parabolic problem is used to illustrate and compare
the inverse Laplace method and a temporal integration method.
The novel two-level time-domain is then introduced by
combining the use of the inverse Laplace method and a
temporal integration method. Numerical experiments are
provided to examine the efficiency and accuracy of the new
agorithm. Finaly, discussions and conclusions are
presented.
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ABSTRACT

Scalability is one of the most important issues in parallel
computations when the size of the problem is large and when
the number of processors is large. Domain decomposition
methods are very useful for the partitioning of a large problem
into many independent subproblems and for solving the
problems on large scale parallel computers. The scalability of
the methods are well-studied for scalar elliptic equations. In
this work we investigate these methods for solving the coupled
nonlinear system of equations arising from the discretization of
multiphysics problems.

Keywords: Scalability, Nonlinear System

1. INTRODUCTION

Many nature and physical phenomena can be simulated on
computers by solving partial differential equations which
describe the interplay of the physical variables such as pressure,
velocity, energy, etc. The physical variables are often coupled
in the sense that if one of them changes at a given time and a
point in space other variables change at the same time.
However, due to the limitation of computing resources, the
physical variables are often simulated separately using
techniques such as operator splitting or separation of variables.
Using such splitting techniques, each field variable is solved
individually. Subiterations are required between the subsystems.
The subsystems are easier to solve than the global coupled
system, but the iterations between subsystems are sequential.
The focus of this report is to investigate a fully coupled
approach without splitting the system into subsystems. Such an
approach is more parallel than the splitting method, but
imposes a lot more pressure on the linear and nonlinear
solution methods. We will show that with a powerful domain
decomposition based preconditioner the convergence of the
iterative methods can be obtained even for some difficult cases.
We will report the performance of the algorithms for solving
three classes of rather difficult problems.

As the first example, we study the two-dimensional
steady-state incompressible Navier-Stokes equations in the
primitive variable form [10]:

{u-vu-2vv . gu)+Vp=1f inQ, (1)
V.u=0 in Q,

Where U =(u,,u, )" is the velocity, p is the pressure, V is
the dynamic viscosity, and

e =2 [Vu)r o) ]

is the symmetric part of the velocity gradient.
One of the popularly used techniques is the projection
method which solves the pressure equation and velocity

*This work was partially supported by DOE DE-FC02-01ER25479,
NSF ACI-0305666, ACI-0352334, and CCF0634594.

equation separately. In our approach, the two variables p and u
stay together throughout the entire computations [3, 13, 14].

As the second example, we consider the numerical
simulation of a magnetic reconnection problem described by a
system of resistive Hall magnetohydrodynamics equations. The
system of equations we model can be derived starting from the
momentum transfer equations. Following [1, 12, 18], we can
write
L (S (VL Y)V) - 2)
—-Vp,-ne(E+V,xB) +VvV,V2V_+nenj,
for the species of electrons and

nmi(%uv,-vw,): 3)

—Vp,+ne(E+V,xB) +Vv,V?V, - ne 7j,

for the species of ions. In (2) and (3) the plasma is considered
to be quasi neutral, ions are singly charged, ion/electron
number density is n, the resistivity is 7} , the ion/electron

viscosity is given by V;

i E is the electric field strength,

B is the magnetic induction, jis the current density, M, is

the ion/electron mass, V.

i o 1s the ion/electron velocity, and

P; . is the ion/electron pressure. Additionally, we introduce

ne(V,-v,)=j. 4)
Maxwell’s equations enter the picture via the following three
equations:

V-B=0, ®)

VxB=u,j (6)

vxE-_28B 7)
ot

(2) — (7) provide a full description of the plasma, given certain

assumptions on  [); . . The incompressibility condition
V-V, =0 (®)
is added if the plasma is considered incompressible.

As the third example, we consider an inverse elliptic
problem [4, 16]: Find the coefficient function p(X) in the
system

-V (pVu)= f,xeQ O]
u(x)=0,xe 0Q.
A widely used approach for solving the inverse
problem is the output least-squares Tikhonov
regularization method, which formulates the ill-posed

inverse problem into different stabilized optimization
problems, depending on the type of data available [7, 15,

16]. For example, when the measurement of U(X) is
given, denoted as Z(X), the inverse problem can be
transformed into the minimization problem:

minimaize j (5 y) = ;—jﬂ(u —2)%dx + %Jﬂ vplax, (10)

which is often referred to as the “ L* least-squares problem”
which is subject to the constraint (9) satisfied by the



DCABES 2007 PROCEEDINGS 7

pair ( o U) , and the [ -term is called the regularization term.
The constant f is the regularization parameter. Instead of

solving the constraint optimization problems (10), we turn to
solving the saddle-point problem associated with the
Lagrangian functional L :

1 )
L(p,u,A)= Ejg(u - 7)%dx
—J‘Q(V<qu+ fyiadx (11)
B
+7jQ‘Vp‘2 dx

Hence the solution to the minimization problem can be
obtained by solving the corresponding optimality systems: Find
(p,uU,A) such that
—BAp+VU-VAi=0
-V (pVA)+(Uu-2)=0
-V (pVu)-f =0.
With a finite difference discretization for the steady state

problems or an implicit finite difference for the unsteady
problem, we obtain a large sparse system of nonlinear

(12)

equations
F(u)=0,
which we will solve using inexact Newton’s method:
U, =U-A4KU)'FU,k=0,1,.. (13)

Where y , s an initial ~ approximation to the
solution, (U,)=Fu,) 1s the Jacobian aty L and A, 18

the steplength determined by a linesearch procedure [8,11]. The
inexactness of Newton’s method is reflected in the fact that we
do not solve the Jacobian systems exactly. The accuracy of the
Jacobian solver is determined by some 7, e [0, 1) and the

condition

IFUO+KUDs ] <m[FU]- 14
We use a right-preconditioned GMRES to solve the linear
system [20]; i.e., the vector S, is obtained by approximately

solving the linear system K(E,)B,'(B.s,)=-F(E,) >

-1. . e
where Bk is an overlapping Schwarz preconditioner to be

discussed in the next section.

2. OVERLAPPING DOMAIN DECOMPOSITION
METHODS

We briefly introduce the multilevel Schwarz preconditioner [19,
21,22]. The multilevel preconditioner is applicable to general
linear systems arising from the discretized PDEs on a mesh

using finite element or finite difference methods. Let Q < R ?
be a bounded open domain on which a PDE is defined and a
discretization is performed with a mesh , of characteristic

size h > 0. To obtain the overlapping partition, we first divide
Q, into non-overlapping subdomains Qj ,j=1, ... ,Ns. We

then expand each qjtoqj', ie.Qjc Q j' .The 0verlap5
> 0 is defined as the minimum distance between 50
1
and 5 , in the interior of Q . For boundary subdomains we
]

simply cut off the part outside 2. Let H > 0 denote the
characteristic diameter of { Qj }.

Let N and NJ- denote the number of degrees of

freedom associated to 2 and Q) ']. , respectively. Let N be a

N x N sparse matrix of a linear system
K, =b (15)
generated during the Newton iterations. Let d be the degree of

freedom per mesh point. For simplicity let us assume that d is
the same throughout the entire mesh. We define the N; x N

matrix Rf as follows: its dxd block element (R }" ) is either

[/

(a) an identity block if the integer indices 1<1 <N;/d and
1<1, <N /d are related to the same mesh point and this mesh

point belongs to Q'j or (b) a zero block otherwise. The

multiplication of g ¢ with a N x 1 vector generates a smaller
]
N j %1 vector by discarding all components corresponding to

mesh points outside Q. Let Kﬂj be defined as
- ) v
K,=R°kR?) >
that is, as the N i X N jmatrix related to a subdomain problem

having zero Dirichlet boundary conditions at regions of

GQIJ- not coinciding with 6Q . We assume K, to be
nonsingular and denote by Bii" either the inverse of or a

preconditioner for K“,- The one-level classical additive

Schwarz preconditioners for K is defined as [9]
1 o 5 ’ Nl 5
B, = (R}) Bj'R-
=1

For the description of multilevel Schwarz preconditioners
[23], let us use index 1 =0, 1, . . . ,L—1 to designate any of the
L>2 levels. All previously defined entities using the
subindex “j” will now wuse double subindexes “i,
' 5
P, Q5 N L R
defined entities using no subindex will now use the subindex
“i”:hi,N;,Ng;,H;, 6, B, 35, B; ', and K, with the eventual

notation K, _; = K. The L meshes are not assumed to be either

Ki,j and B}"J . All previously
s,i2

nested or structured. Let |,
fori>0, let

RN — R

i
denote a linear restriction operator from levell to levell —1
and let

denote the identity operator and,

I :RY > RM
denote a linear interpolation operator from level i —1tolevell .
Given the iterate used for the computation of K, , the

(e, 0<i<L-2)

proceeds recursively from the finest coarse level i=L—2
until the coarsest level i = 0 by simply first restricting or
injecting the finer iterate and then computing the Jacobian.
Multilevel Schwarz preconditioners are obtained through the
combination  of  one-level Schwarz  preconditioners

computation of coarse matrices K;

Bi_1 assigned to each level. Here we focus on multilevel

preconditioners that can be seen as multigrid (MG) V-cycle
algorithms [2] having Schwarz preconditioned Richardson
working as the pre and the post smoother at each level i > 0,

with Bit:)re ,pre preconditioning the £ >0 pre smoother

iterations and B[éost ,post preconditioning the v; 20 post

smoother iterations. In a general MG V-cycle algorithm with
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L>2 levels, given the current iterate p(“) for the solution of
(15), the next iterate is computed as p(M) = AlgV (b, L, p(/)),

where the procedure v; = AlgV (b;,i,v;) consists of the
following steps:

if i=0
Solve K, v, =b,;

else
Smooth U; times K;v; =b;;
b, = Iil_] (bi - Kivi);

v, = AlgV(b, ,,i—1,0);
Vi=Vi t Iii—lvi—l;
Smooth V; times K;v; =Db;;

end
In this report we consider multilevel Schwarz preconditioners
with coarsest correction computed as

-1
Vo =By by,
where B " might denote either a Schwarz preconditioner or

an exact solver.
When classic Schwarz preconditioners are applied to
symmetric positive definite systems arising from the

discretization of elliptical problems defined in H (Q), the
condition number K of the preconditioned system satisfies

k<C(l+H/8)/H* for
K < C(l +H/ 5) for two-level methods, where C is

one-level methods and

independent of h, H and & . The factor1/H % associated to
the number of subdomains on the fine level, relates itself to the
increase on the number of iterations (needed for the exchange
of information among distant subdomains) with the increase in
the total number of subdomains. The use of a coarse level helps
the exchange of information. The necessity of information
exchange among distant domain regions can be understood
through the expression of the solutions of elliptic problems in
terms of Green’s functions: although the solution value at a
point strongly depends on surrounding values, there is weaker
dependence w.rt. the entire domain [21]. Regarding the
application of two-level methods to indefinite model problems,
the study in [5] suggests that the coarse mesh needs to be
sufficiently fine for the multilevel Schwarz preconditioner to
perform well.

Theoretically, however, these results may not be directly
applied to systems of PDEs that are not elliptic. This includes
the cases mentioned in Section 1. Let | be the average
number of linear iterations per Newton step. We then look for
the following scalability properties when applying a multilevel
preconditioner:

®  The processor scalability: For fixed h and H/S, is
not very sensitive to H decreasing,

®  The mesh size scalability: For fixed H andd, |is not
very sensitive to the mesh refinement.
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A Parallel Block SPP Solver for Multidimensional Tridiagonal Equations
With Optimal Message Vector Length*
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ABSTRACT

The paralel strategy of solving multidimensiona tridiagonal
equations is investigated in this paper. We present detailed
implementation of an improved version of single parallel
partition (SPP) algorithm in conjunction with message
vectorization, which aggregates several communication
messages into one to reduce the communication costs. We
show the improved SPP can achieve very good speedup for a
wide range of message vector length (MVL), especialy for the
problems when the number of grid points on divided direction
is large. Instead of only using the largest possible MVL, we
adopt numerical tests and modeling analysis to determine an
optimal MVL, and even better speedup is achieved.

Keywords: Tridiagonal Equation, Single Parallel Partition,
Message V ectorization, Message Vector Length

1. INTRODUCTION

The tridiagonal system plays an important role in
computational sciences. A large number of direct parallel
algorithms for solving a tridiagona system of equations were
developed in the past four decades, e.g. the transpose strategy
[1], the pipelined method [2], and the message vectorization
[3].

In terms of generality and simplicity, the so-called P-schemeis
very attractive for solving a very large system on a parallel
computer [4]. However, it requires large data transport, which
takes too much time in communication. Later on a
modification from Wang's partition method [5], named Single
Parallel Partition algorithm (SPP), was introduced in [6]. This
algorithm leads to a big reduction in data transport, without
any significant increase of the number of operation for
executing the complete algorithm. However, it could not
achieve satisfying speedup compared with the pursuit method
on a single processor. This is because the computational
counts of SPP are far more than those of pursuit method.

When many unrelated (or, multidimensional) tridiagonal
equations are considered, the shortcoming of SPP mentioned
above can be overcome with the idea of message vectorization
adopted, which aggregates data sending instead of “one by
one”’ sending. Wakatani combined message vectorization with
his new parallel tridiagonal solver, the P-scheme [3], to solve
two-dimensional ADI equations with a wide range of problem
sizes, and the super-linear speedup was observed when the
size of the problem was 16386 X 16386.

Although message vectorization has proved useful when

* This project is supported by NSF of China (G10502054,
G10432060) and CAS Innovation Program. LY is supported by
NSF of China (G10476032, G1053108)

applied to P-scheme, there is still no effort so far to combine it
with SPP scheme. In this paper, we applied SPPin conjunction
with message vectorization. Section 2 briefly describes the
original SPP algorithm, and its computational complexity is
also presented. Section 3 first provides the implementation of
SPP with message vectorization, and then presents the
description of the improved SPP agorithm. In the later part of
section 3, we analyze the parallel efficiency of the improved
SPP and its performance on local paralel computers. We have
found that the best speedup does not correspond to the
maximum MVL, and the improved SPP is more suitable for
the problems when the number of grid points on divided
direction is larger than that of other directions. Conclusions
are given finally.

2. THE ORIGINAL SPP ALGORITHM

2.1 A Brief Description of SPP
We considere the tridiagonal system of equations of order n:

d ¢ ) (B
& 4 ¢ % | |b
b=t |=h, @)

1 G G| %] [Ba

& d)\x%) (b
and we consider the situation when there is a unique
solution X existing for given right-hand side b and nonsingular
coefficient matrix A. The matrix A is subdivided in p (the
number of processors available) groups of k rows, and we
assume n=p*k. All processors have a loca memory and the
data have been spread over the local memories. The local

memory of each processor contains only the matrix- and
vector-elements of the k rows of the ith group.

Axe

SPP algorithm can be described as follows:

1. Each processor (denote as Ny , Ny, ...
own data.

2. ForN;, i=0,-+, p-2, reduce di+1 to 1, then eliminate aj.»,
then reduce dj., to 1, and go on until a;, i=2,-+*, n-k are
all eliminated;

3. For N;, i=1,-++, p-1, reduce djy. to 1, then eliminate Cix.1,
then reduce dix+«.1 to 1, and go on until ¢;, i=k+1,--, n are
al eliminated.

4. For Npi, send apiye1 and bpayss to Npoo For N;,
i=p-2,---,1, receive elements sent from N1, eliminate
ag+1k+1 0N Nj, reduce the resulting dgiiqye1 to 1 using the
elements of (i+1)kth line, and then eliminate c;.; on the
first line. Send the new a1 and b1 to Ni_;.

5. For Ng, once recelving element a.; sent from Ny,
eliminate a,; on N, and then reduce dsqy+q to 1 and
eiminate c,. After the communication of data, eliminate

» Np.1) reads its
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Cj Ieft on N]_,"', Np-2-
6. For Ng, send b, to N;. For N;, i=1,-:-, p-2, receive

elements sent from Ni_y, ag+1), and then send b,y tO Nis1.

For N, receive elements sent from N,,, and then
eliminate Ap-1)k+1-

7. When communications are completed, eliminate the
nondiagonal elements remained on each processor. b,
i=1,---, n, are the answersto Eq.(1).

The 2) and 3) parts of the scheme can be readily parallelized.

2.2 Computation and Communication Counts
The total time (Tqm) for each processor can be expressed as
following:

Tom =T +T =T +T

sum comp comm comp sendrecv + Tdelay ’ (2)
where Teon, IS the sum of the computation time and Teomn the
communication time. Tmm Can be divided into two parts:
transmission time (Tsendrecy) @Nd latency time (Tgeiay) (€.0., SEE
[7]). From [6], we can get the total time on multiprocessors for

SPP
n n
Tspp = (12p _14p2]tc + 6( p _1)tsendrecv + 4( p _1)tdelay p> L (3)

Here, t. is the per-element computational time in a single
Processor, tsendreey the time to transmit an element between
processors, and tgeay the latency time for a message passing.

It should be noticed that the total time for the classic pursuit
method on one compuiter is

Tpurs = 5Nt (4)

It is clear that although the operation counts in SPP are
smaler compared with other agorithms such as the
P-scheme[ 3], they are still larger than those in pursuit method.
It is hard to reduce the computation time of SPP, so the only
way to make SPP efficient is to lower the communication
costs.

3. THE BLOCK SPP ALGORITHM

In this section, we will try to use modeling analysis and real
application on supercomputers to reduce Tegmm ON
multidimensional system. Since the total data to be transferred
in SPP is very few, Tenareev 1S €Xpected to be very low and
Telay Should be reduced to make SPP efficient.

3.1 Message Vectorization

For multidimensional system, SPP can be applied aggregately
to several data instead of the “one by one”’ approach. Severa
data sent in one time can reduce the frequency for message
passing, and the latency cost can be reduced dramatically. By
aggregating m data into one message, the communication cost
for m data is reduced 1O tgeay+tMisengrecy iNStead of
M(tgelayHsendrecy) [3]. 1IN this paper, we denote SPP with
message vectorization as the block SPP algorithm.

Without losing the generality, we assume that only one
dimension of arrays is distributed among processors, and the
SPP scheme can be implemented in the divided dimension.
We adopt the general used three dimensional cases as the
example, and (igm, jgm» Kam) denote the number of pointsinx, y
and z coordinate directions, respectively. If x direction of the
grid is divided across the number of processors, the size of
message transmitted from one processor to another in one
communication (MVL) can be from 1 t0 jgm X Kgm.

3.2 Description of Block SPP

In the following description of program structure of block SPP,
we assume that the size of the MVL ism and the x direction of
the grid is evenly divided by p processors:

If 1<m< . the processing of block SPP involved is given

by:
for K=1,---k,, do

for L=1,--,j4,/m do
for J=m(L-1)+1,--,mL do

{{
Cis1,0 K o
gik+1,J,K(_d71 |—0:"'|p—2
ik+1,0 K
b, )
bik+1,J,K dll(J(&, |:0,...’p_2
ik+1,0 K
a
L i=1,p-2
Qi1
for j=2,--k do
{
Afice o < i ok = i jorok XQiejoxs 1=0,p=2
Cikr .3 K .
Oisjok < i=0,,p-2
e Aok
b, ,.—b . xa,
bik+j,_]‘}< ik+jJ K dl::ﬂ—l,J,K ik+jJ K , | :01.”] p_2
ik+,J K
—f. xa,
fik+j,J,K &W, i=1-p-2
ik+,J K
}
a
fieaa <_d|k+ﬂ| i=p-1
ik +k J K
f.
fik+k,J,K I i=1-,p-2
Qs
b B o
kekak <5 i=1---p-1
Qi
Gieka k 3”“&. i=1---,p-2
ik+k J K
for j=k-1,--1 do
{
Aok < Dicsjon =Ciejox X ficgaons  T=p-1
a, .
fik+',J,K M, i=p-1
: Aok
bik+j,J « bik+i‘J‘K _l;il;jﬂ‘J,K X OQiksjok Ci=p-1
ik+.J K
ficiok < ficion = fipnak X Giejokr  T=1p-2
bikﬂ'J K (_bikH"J‘K _bik+j+1..1 K Xgik+j,J‘Kl i :1,---,p—2
Gikrjak € “Gicejok X Qiksjsra ko i=1---,p-2
b
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{
receive f(i+1)k+1,J,K'b(i+1)k+1,J,K from N;,;,J =m(L-1)+1:--m
i= p_2"0
for J=m(L-1)+1,--mL do
{

df(i+1)k+1,.] PR f(i+1)k+1,J K XGgka ko

b(i+1)k+1,J,K _b(i+1)k,.l K% f(i+1)k+1,J,K

b( i+1)k+1,d K df
(i+1)k+1,J K

- f(i+1)k,J KX f(i+1)k+1.J.K

, i=p-2:--1

f(i+l)k+1,J K< df
(i+1)k+1,J K

i= p_z’;]_
i=p-2,--1

bik+1,.] K< bik+1,J K _b(i+1)k+1,J K X Gikiag ks
fik+1,J,K <~ fik+1,.l K™ f(i+1)k+1,J,K XQii1a k0
Besk < Besk ~Berik XYy i=0
}
Send fi sk Byyx 0 Ny, J=m(L-1)+1.--m
i=p-1.--1
for J=m(L-1)+1,---,mL do
for j=2,--k do
{
bik+j,J,K (_bik+j,J,K _b(i+1)k+j,J,K Xgik+j,J,Kl i =l,--~,p—2
fik+j,J,K <~ fik+j,J,K - f(i+1)k+j,J,K Xgikﬂ,J,K’ i =1,~~,p—2
H}
do the latter from N, to N
{
Recv by, from N._,,J=m(L-1)+1--m, i=1---,p-1
for J=m(L-1)+1,--mL do
{

b(i+1)k,J,K <_b(i+1)k.J.K _bik,J K X f(i+1)k,J Ko

}
Send B3,k 10 Niyy,J =m(L-1)+1,--m, i=0,--,p-2

}

for J=m(L-1)+1,--,mL do
for j=1,--k-1do

{

bik+j,J,|< (_b|k+j‘J‘K _b(i+1)k+j,.1 K% fik+j,.] Ko

b
for J=m(L-1)+1,--mL do
for j=1,--k do
{
bik+j.J.K (_b|k+j,J,K _bik+j71.J.K X fik+j,J Ko
s
b

1 ONe by one

When ju<m< jgnXKqy, the procedureisall the same except
changing the circulation from

K=1--kg,
L=1---, jdm/m
J=m(L-D)+1---,mL
to

L=1 Ky X j /M
K=m(L-1/ ], +1-mL/ j,,
I=1

In the following, we will try to follow the structure of the
program described above to analyze the parallel character of
block SPP. The speedup of a paralel agorithm is affected
by many factors, and what we are doing here is to smply
employ an approximate parallel model which has been used
beforein the block pipelined method [2].

The number of iterations for all the message vectors to be sent:

| = Jom % kdm . (5)
m
In the data propagation process of the block SPP algorithm, all
processors except the first one must wait for the data to be sent
by the previous processor, and the time for the last processor
to receive the message will be the time for the first processor
to begin its pth iteration sending. The job is done until al
processors finish their own iterations. Therefore, the whole
number of sending iterations throwing off the overlapped ones
is I+p-1. In general, we can get the total time used for solving
al jgm x kgm Scalar tridiagonal matrix equations in the x
direction:

Tsum = ( I+ p- 1)|:6 Jdmlkdm tsendrecv + 4tde|ay +8 Lo Jdlmkdm gtc:|

+{|dmldlmkm (1;?8}5@ (6)

=all+b-l+c,
where
a==6 jdmkdm( p- l)tsendrecv + 8idm jdmkdm( p- 1)gtc
b = 4tdelay
c=6 jdmk

dm tsendrecv + 4( p- 1 )t

+idm jdm I(dm (1;2 - ];Jé‘tc !

and ¢ <1 is afactor representing the influence of the cache
hit rate on computational time. For the time being, we assume
& is constant. Then there is an equilibrium | that makes Tsum
minimal:

L =% - ®)

Thus we have the optimal message vector length:

. b
mopt = Jdm X kdm\/;

2 JymKgmt
_ Jdm -dm delay ) ( 9 )
(3tsendrecv + 4|dm€tc )(p - 1)

The idea of message vectorization gives people the feeling that
larger MVL will lead to better parallel efficiency. However,
thisis not always the case since normally we have

2tdelay

(3tsendrecv + 4idm gtc )(p - l)
and1< Mopt < Jam X Kam-

delay

< jdmkdm !

Moreover, from Eg. (9), we can easily get the following

conclusions:

1. For the fixed p and jgm X Kgm, Mqpt is Smaller when igy is
larger.

2. For the fixed ignX jam X Kam, Mope IS SMaller when p is
larger.
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3.3 Experiment with the Block SPP and Optimal Message
Vector Length
We apply the parallel strategy above with MPI FORTRAN on
Lenovo DeepComp 1800 cluster. We measure the wall time
for executing only the x direction sweep. The speedup factor is
the wall clock time of the pursuit method divided by that of
the block SPP agorithm in the same resolution. Three
different kinds of solutions are used: 64°, 256 X 642 and 1024

X 642, and the possible values of MVL are from 1 to 4096.

10

—— 2 Processors
—— 4 Processors
—6— 8 Processors
8r---——"-"-"-"- - - - - |deal Speedup(2) f
- - - ldeal Speedup(4)
- - ldeal Speedup(8)

G W

1 4 16 64 256 1024 4096
Vector Length
Fig. 1. Speedups of the SPP with message vectorization for an

64° problem.
10 : :
—— 2 Processors
—— 4 Processors
—— 8 Processors
8r----—-"-""-"-"-"------- - - - |deal Speedup(2) n
- - |deal Speedup(4)
- - |deal Speedup(8)
Q 6
=]
S
o}
o}
Q
N fr------—— - m oo
2 ,,,,,,,,,,,,,,
0 | | |
1 4 16 64 256 1024 4096
Vector Length
Fig. 2. Speedups of the SPP with message vectorization for a
256X 642 problem.

Table 1. The values of optimal MVL for different resolutions
and processor numbers.

2 Processors | 4 Processors | 8 Processors
64x 642 MVL=4096 MVL=512 MVL=512
256 x 642 MVL=2048 MVL=512 MV L=256

1024 x 642 MVL=2048 MVL=256 MVL=64

10 w w
—— 2 Processors
—— 4 Processors
—— 8 Processors
8r--—-—---------------- - - Ideal Speedup(2)
- - Ideal Speedup(4)
- - |deal Speedup(8)
Q
=
e}
[}
[}
Q
)]
0 1 1 1 1 1
1 4 16 64 256 1024 4096
Vector Length
Fig.3. Speedups of the SPP with message vectorization for a
1024X 642 problem.

From Fig. 1, we can see that although the speedup of the block
SPP is better than the original SPP without any message
vectorization (or MVL equals to 1), it is far away from the
ideal speedup even for the some small-size problems. This is
due to larger computational complexities of SPP compared
with the pursuit method. For the 256x64% problem, the
speedup is only dlightly better than that in the 64° problem

(Fig. 2).

The situation is quite different when igy, is larger. For a
1024 x 64% problem (Fig. 3), we see super-linear speedup is
achieved for MVL in the range of 2 ~ 4096 on 2 processors
and 64 ~ 256 on 4 processors. When the size of array is large,
the effect of the computational complexity is counteracted by
the improved cache hit rate. Although there is no super-linear
speedup achieved on 8 processors, the parallel efficiency of
1024 x 64%is much better than that of the 256x 642 problem.

As predicted in the previous subsection, the maximum
speedup does not aways occur at the largest MVL but rather
at some intermediate MVL. In the case of the 64° problem, the
optimal MVL is 4096 only in the case of 2 processors. For 4
or 8 processors, the optima MVL is 512. In the case of
the 256x64° and 1024x 64> problems, the optimal MVL
never appears as the largest MVL. Moreover, as predicted by
our model, the value of optimal MVL decreases when p
becomes larger. In the case of 1024x642, the value of
optimal MVL will be divided by four when p is doubled each
time.

Table 1 shows the relation of p and optima MVL for three
resolutions, and myy is smaller when igy, is larger for fixed p
and jgm x Kgm- This also fits the conclusion drawn from Eq. (9).
Our anayzing model, athough simple, is effective in
explaining the parallel character of our simulations.

Fig. 4 shows the optimal speedup of our code vs. different
CPU numbers. The values adopted here are the speedup factor
when optimal MVL is applied for certain P and resolution.
Good parallel efficiency is obtained with the optimal MV L.
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Speedup

4.

—— 64*64*64 -
—— 256*64*64 -
T{| —o— 1024*64*64 e

- - - Ideal Speedup e

12 3 4 5 6 7 8

Number of Processors

Fig. 4. Optimal Speedups.

CONCLUSIONS

In this paper, we have presented an improved version of the
SPP algorithm with message vectorization, and demonstrated
that good speedup for 3D problems could be got with the
improved SPP scheme. Super-linear speedups can be obtained
when the number of grids on the divided direction is large
enough. We have also developed a simple parallel model
which can forecast the existence of the optimal message vector

length.

The implement of optima MVL leads to good

speedup in our numerical experiment on the supercomputer.
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ABSTRACT

Parallel verification of programs is a relatively new research
area. In this paper, we first introduce our modeling approach to
Hoare’s logic, and then present an algorithm for parallel
verification. The result indicates: Hoare’s logic and model
checking techniques can be thoroughly combined within finite
state automatons. Besides, the obtained model has a potential
for parallel verification of programs over arbitrary granularity.

Keywords: Program Verification, Parallel Verification,
Hoare’s Logic, Model Checking, Finite State Automaton.

1. INTRODUCTION

Program verification is classically considered difficult and
resource consuming. To cope with theoretical complexity
results [1-2], much attention has been devoted in recent years to
parallel verification techniques and combinations of different
approaches [3-5]. This paper follows the same direction. It first
introduces our modeling approach to Hoare’s logic [6-8], and
then illustrates how to parallelize verification process. Since
Hoare’s logic and model checking [2, 8-10] are of different
kinds of formal approaches, this work, as one might imagine,
helps preserving their advantages. Although there are many
other works [11-20] dealing with this topic, they differ from
ours in either methodology or functionality. For instance, our
work pays more attention to proof reusing and organizing
methodology. Besides, it also provides a potential for parallel
verification of programs over arbitrary granularity. Of course,
this work relies on theorem-proving.

The paper is organized as follows: We give a presentation of
related work in section 2. Sections 3 and 4 describe both our
verification task and method, respectively. Section 5
demonstrates our approach, and finally section 6 states the
conclusion.

2. RELATED WORK

Recently there has been increasing interest in parallelizing and
distributing verification techniques [11-16]. Debashis Sahoo et
al. have shown and explained in [11] why a naive
parallelization of POBDD-based reachability analysis has no
significant improvement on verification performance. To
address this problem, the major concern of their paper is to
improve the parallelism. The two crucial techniques involved in
their approach for SMP architectures are early communication
and partial communication. In [12], Hubert Garavel et al. deal
with parallel state space construction. Their method can be
described as two parts: parallel computing of local LTSs and

* This work was supported by the National Natural Science
Foundation of China under Grant No. 60473081.

merging of them into a global LTS. Paper [16] is devoted to
improve verification performance using technique like parallel
assignments to reduce state space. For example, it first
compresses single assignments into parallel assignment blocks
in the circumstance of weakest precondition computations, and
conducts the abstraction and modeling steps subsequently. Up
to now, advances in parallel verifications are mainly reported in
area of model checking. And the properties of interest in these
approaches are all expressed by some kind of temporal logic.
For details about model checking, one can refer to [8-10].

Contrary to them, our work is based on Hoare’s logic. In
Hoare’s system, a Hoare’s formula is of the form {P} S {Q},
where both P and Q are logic formulae, called pre/post
condition; and S represents a program segment. {P} S {Q}
means given that P holds, if the execution of S terminates, then
Q will hold. Hoare’s logic includes 5 proof rules [6-8]. Based
on them, we can carry out verification. However, we often use
proof tableaux [8] in place of tree-like proof styles in practice.

Roughly formal verification methods include proof-based
approaches like Hoare’s logic, Dijkstra’s approach [21] and
model based checking techniques. The former kind has
advantage of powerful expressiveness over the latter, but lacks
automation. For example, “Hesselink”, let’s cite it here from
[22], “regards Hoare triples as the most adequate way to
specify systems.” Thus combining theorem proving and model
checking in a way that preserves their advantages while each
compensates for the deficiencies of the other becomes a very
attractive idea. John Rushby, Edmund M. Clarke and Jeannette
M. Wing, to name only a few, all take sides with this [2, 17].
There are many works, e.g. [16-20], dedicated to the
combination of these frameworks. Typical systems are PVS,
SteP, etc. Bernhard Beckert, et al. proposed and commented on
several approaches in [19]. These are global abstraction,
construction, replay, similarity guided methods and his own
method. Common to all of them is the use of various
techniques for proof construction. For instance, his method
relies strongly on what was called the similarity assessment.
Apparently, this differs from our recent results covered mainly
in [20] and the present paper. Although we deal with proof
reusing, our focus are particularly on the proof relating and
organizing methodology. As one can see in sec.5, once the
model is established, we can verify programs by checking
passages possibly within it, and enjoy comforts forever.

In paper [20], we deal with theoretical result. The present paper
centers on its parallel application. Based on some partitioning
strategy for verification task, we can easily design a parallel
algorithm. To our knowledge, our work is the first to combine
them within automatons [23-24]. Moreover, this approach
provides a potential for parallel verification of programs over
arbitrary granularity.
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3. STATEMENT OF TASK

This section will define the verification task, a set TP* of
Hoare’s formulae, under a closed environment. For the sake of
brevity, our discussion adopts functional form in place of
assignment statement.

Definition 1. A generalized Hoare’s formula (generalized
formula for short) is of the form: P{f}5Q, where f is a

program fragment, and P, Q , called the generalized pre- and
post-conditions of f, are such sets of logic expressions or
predicates that for each g e Q, there exists at least one element
p € P satisfying {p} f {q} ( a Hoare’s formula, also named as
an instance of that generalized formula), and vice vesa.

So, for a given set H of Hoare’s formulas, say {{P;} f {Q1},{P,}
f {Qz}, {Ri} g {Wi}.{Rp} g {Wo}}, we can group them in
accordance with program fragments, therefore getting the
corresponding set of the generalized formulas, denoted Gy
={{P,P} {f}c {Q1,Qa}, {Ri,Ry}{0}c Wi, Wy} }. We
also call Gy the generalized representation of H. It should be
pointed out that the generalized representation of a given H is
unique.

Definition 2. Given a set H of Hoare’s formulae. A Hoare’s
formula {A S} f {A\ R} is an instance of a generalized
formula P{f}5 Q under H, if S, R are two nonempty subsets of

P and Q satisfying that: for each r € R, there exists a Se S such
that {s} f {r} e H. Here /\ X stands for a conjunction of all
elements in X.

Definition 3. Given a set H of Hoare’s formulae, Gy its
generalized representation. TP* is such a set of Hoare’s
formulae that whose elements are those obtained by using the
construction rules below, and only those, finitely many times.
And an element in TP* is also called a generalized sequent of
H, or provable under G, , a generalized closed environment.

(1) {AS}e{/AS}in TP* for each nonempty subset S of a
generalized (either pre- or post-) condition P of some
generalized formula in Gy . Where & stands for the
empty statement;

(2) Any instance of some generalized formula in Gy under H
is also in TP* ;

3) {AP}f;0{AW} in TP* , if {AP}f{AQ} and
{AR}g{/\W} are elements in TP* satisfying that: for
each r in R, there exists an element q in Q such that
|-q—r . Note that when in need we also omit the
compositional operator “;” between “f ” and “g”.

4. PARALLEL VERIFICATION

This section first introduces our recent theoretical result [20],
and then deals with parallel verification.

4.1. Model for Task

Definition 4. Given H, Gy as described above, and a finite
state transition graph G = <V, E> whose vertices of V are
generalized (pre-/post- )conditions or sets of logical
expressions, and edges of E are labeled either by f, a program
fragment of some generalized formula in Gy , or bye. A
possible path, say V; f; V, f, ... f,.1V,, in G is called a passage,
if it satisfies the following two conditions for some nonempty
set P(cV,). Where Vis are the vertices of the graph. In this

case, we also call the string a (= fl f2 ... fn-1) concatenated

from edge labels along the passage a generalized body, and m

(Vi) the maximum expansion of f1 f2 ... fi-1 on P. The two

restrictions are:

(1) mV)=P =I;

(2) For each i(2<i<n), if Vi1,V is linked by ¢, m(V)=
{ xeVj|FpemVi_))(p—>Xx) }#J; and otherwise if
linked by f, then m(V) = { xeV;|Ipem(Vi )

({pifi{xieH)} 2.

Definition 5.  Given H, Gy, and a finite state transition graph
G=<V, E> as described above. The graph G is called a
generalized model of TP* under H, denoted GM(H), if for
nonempty subsets P and Q of some two vertices (generalized
conditions), {/\ P} f {\ Q} € TP* < there exists a passage in
GM(H) with f as the generalized body and Q a subset of the
maximum expansion of f on P.

Definition 6. Given two sets P , Q of logic expressions or
predicates, they satisfy the generalized p-implication, denoted
PT>Q , if there exist two nonempty subsets S; c P and

S, <Q suchthat S, ={qeQ|IpeS(p>P}=J.

Theorem 1. Given H, Gy as described above, there exists a

generalized model GM(H) for TP*.

Proof. Without loss of generality, assuming the set of

predicates involved in H is {Py, Py,, ..., Py, Q1, Q2 , ..., Qn},

and Gy = { R; { fi }o Wi | 1<i<m}. We first construct the

model, and then present the proof.

Step 1: Constructing the generalized model GM(H).

(1) Drawing node for each set of
in{Rj [1<i<mpu{W; [1<i<m};

(2) Drawing an arrow identified by f from R to W, if
R{f}cW eGy ;

(3) Drawing an arrow identified by & from Xjto Y, if

predicates

Xi —p)YJ- . Where X, Y are either R or W.

The obtained directed graph is the model GM (H) .
Step 2: Proving that for nonempty subsets K, L of some
generalized conditions, {\ K} f {A L} € TP* < there exists
a passage in GM(H) with f as the generalized body, and L a
subset of its maximum expansion on K .

=>: By induction on the composition.

(1) Basis: for rules 1 through 2 in def. 3, it is trivial.

(i) Inductive step: supposing {AK} {AP}, {Q}f{A
L} € TP*. By induction hypothesis, we have two passages, say
Ri€1Rz€;...80.1Ry , W1 01W2 Gz...0naWh, in GM(H) with f; = e,
€5...4.1, f,=01 02...0n1 as their generalized
bodies, d=m(Rj) cR; (I<i<u) , =
mW;)cW; (I<j<n) as the corresponding maximum
expansions of €; €...6, 01 0,..0; on K and Q, ie.
K=m(R;) , Q=m'(W,) respectively, and Pc
m(R,),Lcm'(W,). Thus if the two Hoare’s formulae can be
combined into {A K} f;f, {A L} e TP*, i.e. for each q in Q ,
there exists a p in P such that |-p—>q , we
have J=Q=m'W;)c{weW,]| IpeP(pow)} c
=m(W,) . By definition 6 and
the picturing rule for GM(H), it follows easily R, —p)Wl,

{weW, | 3pem(R,)(p - w)}

and therefore existing a& arrow leading from Ry to Wj.

Consequently, we can construct a new maximum expansion
mW;) of (0192...g.1) on mW;) which satisfies:
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Gem'W;)cmW;) for I<j<n. So combining them

with those (m;’s) of f;, and again by induction hypothesis,
we get the proof of the path Ry e; R, e ... ens
Rm & W1g;W50; ... gnaW, being a passage with m(R;) =K and

L cm(W,) . This is the desired result.

<=: By induction on the number of the edges along the
concerned passage.

(1) Basis: when a passage contains only one edge, the
proof is trivial.

(i) Inductive step: let Vi ejVo e, ... en1Vy XV be a
passage in GM(H) with f = e; e, ... ey,1X as the generalized
body, and m (V)= K= ,0 =L cm(V,,;). Where Vs stand

for generalized conditions, and e;s along with X for edge labels.
By induction hypothesis, we have {/\ K} ee, ... ep1 {A m(Vy)},
{A m(Vyix {\ L} e TP*. Again from definition for TP*, it
follows {A K} f {A L} e TP*, the desired result. [

4.2. Parallel Algorithm

Theorem 1 provides a model suitable not only for verifying but
also for generating reliable programs. Now let’s discuss how to
verify programs with components from a given set H in parallel
style.

Algorithm 1 Given H={{X} f;{¥;}11< j <k}, Gy, GM(H)

as above. Let the goal to be verified be {P }a {Q }, where

a=ffyf, e{f, -, fk}* . The parallel verification

algorithm is as follows.

(1) Solvem(Z;)= {xeZ;| (P ->x)}forZ {fi}cW, €
Gh. Because there exists only one edge in GM(H) with
label “f,”.

(2) Calculate the maximum expansion of o using the

algorithm of Fig.1.

CalculateExpansion(goal, H, GM(H))
Begin
Let |goal| be the length of « ;

Divide « into 2 halves: IHalf and rHalf;

LetZi {fi}G Wi € GH(lﬁlﬁk );
Solving R = {(t,e)|t € Zjgoai2 +1, € is the maximum
expansion of rtHalf on {t} € Zgeu2+1 }-
//if the path corresponding to rHalf doesn’t form
//a passage, return {“No”’}
Solving R’= (P, Ep). Where Ep is the maximum expansion
of IHalf on P;
//if the path corresponding to 1Half doesn’t form
//a passage, return {“No”’}
ifthereisno & arrow linking Wieoa2 and Zjgeqiy2 +1
then return( {“No”})

else
begin
IfEp R # &  then
Begin
Solving Ep’= {X € Zigoay2+113Ip € Ep (p > %)} ;
Solving Q’= Uet
teEp 'A(t,e)eR
End;
else Q= J;
Return(Q’)
end
end,;

Fig.1. Parallel computation of the maximum expansion

(3) Check the returned result. If {No}, then the goal to be
verified is incorrect with respect to Gy ; if |— AQ'->Q ,

then {P}a{Q} is partially correct; otherwise, the goal is

unprovable under Gy . (I
Note that the solving processes for both R and R’ can be
parallelized. In fact, the parallelism rooted in the model
provides convenience to define the relational property of each
component (or even compositional component), therefore
supporting parallel computations over arbitrary granularity. To
be understanding, we can visualize step 2 as follows.

Expan. of o onP

Solving Q’

AN

Expan. of [Halve

Relation Description

. Solving of R
Solving of R’, Ep’

Fig.2.Composition of expansions

4.3. Parallel Verification of General Programs

The principle for applying linear model to cases like both

branching and iterative structures is: verifying program

fragments level by level, i.e. first some inner level and then its
outside. The sketch of the method forms the following
algorithm.

Algorithm 2. Given a GM(H), to verify an arbitrary program

p with components from H, we can proceed incrementally, and

level by level as follows.

(1) Collecting all iterations and if-statements in p, denoted
I B(p).

(2) Invoking algorithm 1 to verify elements in | B(p) of k
levels based on the present GM(H).

(3) Maintaining GM(H) by adding the verified results of step
2 as either new generalized formulas or properties into the
present GM(H);

(4) k := k+1. If there is some element of k levels in IB(p)
remaining untouched, back to 2);

(5) Verifying p based on the ultimate GM(H). O

Clearly, verification proceeds in parallel in each level. Of

course, we should regard “if” and “while” statements as the

same grammar unit when defining the concept “level”. By the
way, apart from theorem proving, all algorithms are effective.

For example, to count the complexity of step 2 in algorithm 1,

we need just take notice of the three “solving” sub-steps and

definitions 3 through 4. Def. 6 is also compatible with them.

5. EXAMPLE

This section will demonstrate our approach by verifying two
programs constructing from a given set of components
(Hoare’s formulae). Since this method is a component based
approach, we also assume the implementations of components
are transparent.

Example 1. Given two programs and H of Hoare’s formulae
as shown in Fig.3 and Table 1. Asking whether they are
partially correct. Where all the involved variables are
nonnegative integers.
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Program 1: {P;/A\Ps} while u#0do beginfl; f4;f2end {P;/APs/Au=0 }
Program 2:  {P;} whiler >zdo beginfl;f3;f2;f4end {P;Ar<z}

Fig.3.The two programs to be verified

Table 1. The set H of Hoare’s formulae. Here

each row stands for a Hoare’s formula.

Pre-condition Function Post-condition
P, | y+tuz=xz fl y+Uu-1z=xz Py
P, | u>0 fl u>0 P,
Ps | x=r+qzar>zaz>0 fl X=r+0zAr=2zaz>0 P3
Py | y+(u-Dz=xz 2 y+uz=xz Py
P, u>0 2 u=0 Ps
Ps | x=r+(q+1)zAar=0Az>0 2 X=r+(q+D)zZAr=0Az>0 Pg
Ps | x=r+qzar=zaz>0 3 X=r+(@+10)zar=20Az>0 Pe
Py | y+(u-Dz=xz 3 y+Uu-Dz=xz Py
P, | u>o0 f3 u>0 P,
Ps | x=r+(@+DzAr>0Az>0 f4 X=r+QZAr>0Az>0 P7
P, | ytuz=xz f4 y+uz =xz P,
Ps u=0 f4 u=0 Ps

Fig.4.The generalized model GM(H) for TP* under H.
Where GC;s stand for the generalized conditions, and arrows without labels for ¢ edges.

Verification.  Constructing both the generalized model
GM(H) (fig.4) as done in theorem 1 and goals to be verified.
By step 1 of algorithm 1, we can transform original problems
into such ones as whether {\ m(GC,)} f1; f4; f2 {A\ X} and {A\
m’(GC))} f1;13; £2; f4 {A\ Y} for some subsets X, Y of GC,
are in TP* satisfying |[-AX > (R APF), |-AY > P
respectively. If there is no problem for some of the two goals,
it follows from iteration rule of Hoare’s logic that goal is
partially correct. Because (P; APs) — Am(GC))and P; —
A m’(GC;) hold. Now let’s demonstrate our approach based
on the GM(H).

Step 1: Solving m(GC;) and m’(GC,), we have m(GC,)=
{xeGCy| (P AN Ps N u#0) —>x} = { P, , Py}, and
m’(GCl) = {XEGCI | (P7/\ r= Z) 4 X} = {P3}

Step 2: Invoking CalculateExpansion({\ m(GC,)} fl; f4;f2
{ P1 A Ps}, H, GM(H) ) and CalculateExpansion({/\ m’(GC,)}
f1;£3; £2; f4{ P;}, H, GM(H) ), we get {“No”} and Y = {P;}
respectively.

Step 3:  Obviously, the first goal is incorrect. Since applying

algorithm 1 to it returns {“No”}. However the second program
is correct. Because {\ m’(GC;)} f1;f3;f2;f4 {A Y} e TP*,
i.e. it is correct. Again |-AY — P; holds. This means
m’(GC))} f1;f3; f2; f4 {P;} holds. Again by step 2 : (P; A\
rxz) - A m’(GCy), we have {P; N\ r=>z} fl1;f3;£2;f4
{ P; }. By Hoare’s logic, it follows the result. O

Besides, we can also see from theorem 1 that while z <=r do
begin (f;;)* f3; (f,; )* fy end is equivalent to program 2
(fig.3) with respect to their corresponding pre- and
post-conditions given in fig.3. Because the passage (GC; f;
GC,5)'GC, f; GC; & (GC; f, GCs ¢ )" GCs f, GC, satisfies
and verifies : (P, Ar>z)—>P; , {Ps: X=r+qzarxz

AzZ>0Y (f3) fy (f) fu { P; €TP". So, we have { P; A
(r=2)} (1) 55 (f5) £, { P53}, ie. { P;} while r>z do
begin (f,;)" fa; (f5;) fsend { P,Az>r}, the desired result.
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6. FUTURE WORKS

This paper introduces our recent advances in both modeling
problems about Hoare’s logic and parallel verification. If well
equipped with modern ATP (Automated Theorem Proving)
techniques [25-27], the novel approach may possibly become
an alternative way to face software reliability. Our future work
includes: merging boolean expressions with existing models,
investigating both new verification tasks and modeling
methods, implementing an experimental environment, etc. We
believe the structure of Gy together with its operators has a
great influence on the automation.
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ABSTRACT

Parallel solving tridiagonal linear systems is the bottleneck to
parallel deal with most of scientific and engineering problems.
In this paper, we develop a new parallel agorithm of
tridiagonal linear systems. The parallel algorithm only needs
O(13n) float operations and one global communication round

with a pretreatment. The amount of data transmitted in
communication round is equal to the number of processors and
independent of N . In addition to showing its theoretical
complexity, we have implemented this algorithm on a red
distributed memory parallel machine. In theory it can be use to
solve arbitrary tridiagonal linear systems correctly and
efficiently.

Keywords: Parallel Algorithm, Tridiagonal Linear Systems

1. INTRODUCTION

The original motivation for this paper are some intriguing
questions arising in the parallel solution of tridiagonal linear
equations. Nowadays, many direct factorization methods
fitting for parallelization have been developed, including the
Stone’'s  “scan-based”  agorithm[1], "odd-even cyclic
reduction”[2] and “partitioning”[3] [4]. At the first glance,
these methods seem to be efficient. But for distributed
memory paralel computing, they may cause great
communication overhead with high communication
requirements. In parallel computing, the time used by these
methods is even more greater than that of some optimal
sequential methods such as LU factorization method because
of the communication time is usually much greater than
computation time. We point that the reason of this is that the
special structure of the matrix has not been fully used. In
fact, the effort to reduce communication is centered on
reducing the number of communication rounds. In this paper,
we take account of the special characteristic of the tridiagonal
matrix, and present an efficient parallel algorithm for solving
tridiagonal systems. The new agorithm needs o @3n) (N is
the scale of the problem) float operations and one global

communication round, by using a pretreatment to get N o

directions which is the number of the processors used to
parallel compute. We also demonstrate how to implement the
method on a parallel computer to obtain high efficiency. It
should be emphasized that in this paper we adopt a purely
algebraic viewpoint for the reason that our intention is to
illuminate the algebraic structure that enables parallelism.
Other numerical behavior of the new method, such as stability,
will be discussed in future work.

The paper is organized as follows: In section 2 we will present
the paralel agorithm. Algorithm analysis and computational
complexity will be discussed in Section 3. Numerical
experiments are given in section 4. In Section 5, we finally get
aconclusion and some remarks for the new parallel agorithm.

* Thiswork was supported by National Nature Science Foundation
under grant number 40505023.

2. DERIVATION OF THE METHOD

2.1 Problem
A tridiagona linear system of equations is described by the
tridiagonal matrix A with coefficients shown below,

al bl
CZ aZ b2
A= C, a; .
by
c, a,
The system of equations associated atridiagonal matrix A is
AX =T 1)

X,reR" ae column vectors and matrix A is

nonsingular. In order to describe the paralel algorithm we
denote N, as the number of the processors for paralel

computingand isan even number.

2.2 Data Partition
Assuming that the tridiagonal linear system is distributed on a
number of processors, so that each processor owns a
contiguous part of rows. There are two kinds of data parts just
likefig 1 andfig 2.

Fig.1.Data Part Fig.2.Data Part

All data can be arranged in a sequence of data partition like fig
3 that the first part is like figure 1 and the last part is like fig 2
which is an alternating sequence of the two kind parts.

12/3_\_./—\\ """ l/\\ - h&alﬁn
o{oeo-~eoso0 "@@)v'@\fv v@

Fig.3. A Sequence of Data Partition

The parallelism of the partition is N o which is the number

of the processors. In parallel computing, every part will be
assigned to one processor. Each processor will compute one
point which is not in the red circle and al points in the red
circle which were alocated to it. The points can be arranged
two sets, one is in the red circles and the other is not. We
denote the pointsin the red circlesas set | and the points not
in the red circles as set 3 . Obvioudly, if we have known the
value of the points which are not in the red circles the value of
the points in the red circle can be computed directly and easily
just using forward or backward substitution. This is the basic
idea of the parallel algorithm and how to compute the value of
the points not in the red circle is the key of the pardlel
algorithm. Next in section 2.3 we will introduce how to
compute them.

2.3 Compute the Value of the Points Not in the Red Circles
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Let matrix Ais nonsingular, if p;,p,, -, p,eR" are linearly
independent vectors, then ap,Ap,, - Ap, e®" Must are

linearly independent vectors. The solution X of the system
(2) can belinearly expressed as follows:

X = Z a;p;- 2
i=1
The vector p;,i=12,---,n is caled the direction. of the
solution can be decomposed.
Therefore we can get
A = A(Y @,p) =3 a Ap, = b
i=1

i=1

from (1) and (2) just by some simple linear algebra knowledge.

That's to say if we can find the right term b 's linear
expression about the linearly independent vectors
Ap,, Ap,,, Ap, e R"
b = Zn: a;Ap ;' ©)
i=1
we can obtain the solution of the linear system (1) directly
by using the formula (2).

Choosing a set basis of the space R" just like
€ eR"ielad pjeR", jed, sdtisfying

IO
and
(Ae i, Ap [)=0,iel, jed 4
the formula (2) can be transformed to
X = ZlflieiJr,ZJfliPi ’ ®)

We can see the value on the points which are not in the red
circles only have relations with the vectors P;, j€J . So
the problem to compute the values on the points not in the red
circlesis equivalent to computing the values of ¢, Jdel.

In fact from (4), (5) and the property that there are only one
group «;,i € l,ied saisfying (3), we obtain

[(ZajAej'Aei):*(b,Aei),ieI (6
jel
V,ZjaiApi,Apj):—(b,Apj),jeJ_ @

It's obvious that (6)—«7) can be cut into two different
independent linear systems, one is (6) just having the variables
aj,i el and the other one is (7) just having the variables
aj,i€J . Inorder to compute the value of the point which is

not in the red circles we only need to solve the second linear
system (7). There are only ) points which are not in the

red circles that is as many as the number of the processors for
parallel computing, it's clear from figure 3. That's to say the
linear system (7) only has o variables.

If N . is large we can use some suitable parallel methods to
solve (7). Usualy N , << n,sowe don't care about how to

solve the linear system (7).

After solving the linear system (7), we can get the points’
value which are not in the red circles using the following
formulary
x'=> a;piied’ (8)

jed

where X' denotes the i th point’s value and pij denotes the

i th position’s value of vector p;. By this time we could
depict the parallel algorithm completely.

2.4 Description of the Parallel Algorithm
Suppose we have got the directions pjand Ap jieds the

parallel agorithm consists of the following five steps:
(1) Each processor computes the right term_ (b, Ap ) of

the linear system (7) about the point what was allocated
toitandisnotinthered circle.

(2) Communicate to each other in order to get al the right
term of the linear system (7) on every processor.

(3) Each processor uses suitable method to solve linear
system (7).

(4) Each processor uses (8) to compute the needed data X'

(5) Each processor computes the points vaues in the red
circle of it's own just using forward or backward
substitution.

By now we have obtained the new parallel agorithm, but we
must choose a group basis of the space R" just like
gjeR"ieland p;en”, jeJand these basis satisfy (4).

We call the process to get the group basis and to get the
coefficient matrix of linear system (7) as pretreatment.

2.5 Pretreatment
The only thing we should do is to construct the group basis
and get the coefficient matrix of linear system (7). Firstly, we

choose a group basisof R" which are e,i=12,---n. Since
A is a tridiagona matrix, it has an important specia
characteristic that

(Aei,Aej) =0[i-j|>2ij=12-,n. 9)
In order to get a group basis which satisfy (4), we choose
ej,iel asbeforeandpj,jeJ asthefollowing formulary

pj=ej+2ﬁiei,je.]- (10)
iel

AX isalinear transformation, it's obvious that
Apj=Aej+_ZlﬁiAei,jeJ ' (11)
Forevery jeJ \;ecan get
(3 Bihe; Aey) = —(Ae |, Aey) ke | (12)
accordi:gl; with (4).

From (9), it's easy to conclude that for every jeJ thelinear
system (12) is made up by two independent parts which
contain the values at the points in the two left or right
neighbor red circles, and they are five-diagonal equations. For
every jeJ that pi=0k=jk, jed ad pj=10.
When the group of basis are structured by this method, the
solution of linear system (7) a; is the solution of linear

system (1) for every x) j € J . Therefore the 4™ step of the
parallel agorithm needn't do at al. After getting the
directions P jed and Ap Iy jeJ . the coefficient

matrix of linear system (7) can be computed directly.

3. ANALYSIS OF THE
ALGORITHM

PARALLEL
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3.1 Analysis of the Pretreatment
The pretreatment can be dived into two parts. One isto obtain
P jeJ ad Ap Iy j e J , the other one is to compute

the coefficient matrix of linear system (7). In order to analysis
the parallel algorithm conveniently, we suppose that N b isan

even number and n/N p isaninteger.

Every processor has contiguous number of n/ N, rows that
n/N p —1 pointsarein thered circle and oneis not. For every
jeJ, the linear system (12) is consisted of one or two
five-diagonal linear system with 2(n/N, -1) unknown
elements. The first and last processor have one, others have
two. That's to say we should solve 2(N, -1) five diagonal
linear systems. Using LU factorization method every five
diagonal linear system only needs O(38(n/Np—l)) float
operations. Pj.jed needs
O(76(N —1)(n/ Np-1) float operations. Computing the
coefficient matrix and right term of (12) need O(9n) float

operations. That's all getting and solving the linear system (12)
only needs O(85n) float operations. From the process we

known every pj,jeJ a most has 4n/Np—2 nonzero

Therefore to  obtain

contiguous elements and every Apj,jeJ a most has
4n/ N, nonzero contiguous elements. To compute
Apj,jed a most needs 5(4n/Np)Np float operations.

Computing the coefficient matrix (7) a most needs about
O(20n) float operations. The pretreatment just needs about

0O(125n) float operations.

The analysis for the pretreatment is just to estimate that the
pretreatment can be done at an acceptable cost. What's more,
the pretreatment can be paralleled directly, because the
computations for each p;,jed and Apj,jed are

independent completely. Therefore the pretreatment can be
done at an acceptable cost.

3.2 Analysis of the Parallel Algorithm
From the analysis 3.1, every pj,jeJ a most has

4n/ N, -2 nonzero contiguous elements and every
Apj,jed a most has 4n/N,
elements. For the first and the last processor, p only has
2n/ N, -1 nonzero contiguous elements and Ap only has

nonzero conti guous

2n/ N, nonzero contiguous elements. So the first step every
processor at most heeds 2(4n/ N,)-1 float operations, but
for the first and the last processor need 2(2n/N p)—1. The

second step just needs an ALLGATHER operation. At the
third step the number of float operations of solving the linear

. . L. . . 3
system (7) using Gaussian elimination method is O(2N p/3) .

In fact we can get the inverse of the coefficient matrix of
linear system (7) firstly and then get the solution directly that
only needs (2N, —1)N , float operations. we needn’t do the

4th step at dl using our method to construct the directions
Pj.jed actudly. The last step needs 5(n/Np—1) float

operations for each processor. Excepting the third step, the

whole paralel agorithm needs 13n—8n/Np—7Np float

operations. This result is more less than 21N [3] and 17N [4].
The big advantage is only need one global communication
round. Therefore the communication time will be more less
than other methods.

4. NUMERICAL EXPERIMENT

In order to show the correctness of the parallel agorithm, we
take a tridiagonal linear system (1) that the coefficients are
aj =2,bj =1¢c; =1i=12---,n , the true solutions are

X; =1i=12---,n and all real numbers are double precision.
Two quantities are used in error analysis, one is the classical
Euclidean scalar product of the difference between the
solutions and the true solutions

d=x-x)"(x=x"), (13) the
other one is the largest difference of the elements between the
solutions and the true solutions

f= max abs(xj —x;) (14y
i=1,2,--n

Table 1 The correctness of the parallel algorithm

processors | n d f
2 12 | 1.458160079494464E-029 1.776356839400250E-015
4 24 | 1.289294541970591E-029 1.332267629550188E-015
6 30 | 3546176288001330E-029 1.554312234475219E-015
8 48 | 3.454964245835150E-028 4.440892098500626E-015

The correctness of the parallel algorithm is shown in table 1.If
we don’'t taken into account the communication overhead, the
running time of the paralel algorithm should be
proportionable to the scale of the solving problem. Table 2
give running times for the parallel agorithm on 4 processors
in different scale problems. In fact, the parallel algorithm has
been run 10000 times for different scale problems. The
different cases used the same number of processors and
communicated the same size datum, so the communication
time should be kindred. The difference of the running time for
the two neighbors in table 2 is ailmost same, that's to say the
running time of the parallel algorithm is proportioned to the
problem scale. We can see that the proportion of the
communication time is too high from table 2 and table 3.
Because of the overal computation speed is considerably
larger than the overall communication speed, if the problem
sizeis not enough large the proportion of the computation time
is not high although only needs one global communication
round.

Table 2 Running times for the parallel algorithm

20000 40000 60000 80000

n
time(s) 6.2862 10.0513 15.8209 | 19.8307

Table 3 The proportion of the computation time

n2-nl 40000-20000 | 60000-40000 | 80000-60000

time(s) 3.7651 5.7696 4.0098

There are some factors what affect the performance of this
parallel algorithm. Using more processors we need to compute
more vectors pj,jeJ and Apj,jeJ and the scale of
linear system (7) is increasing. As the increasing of the
problem scale, the scale of linear system (12) isincreasing too.
It is more difficult to solve (12) and (7) with high numerical
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precision. +-That's to say it's hard to guarantee that the
condition (4) is satisfied with high numerical precision. Some
experiments have shown that there are some problems as the
increasing of the problem scale and the increasing of the
processor number that may because of in the 5" step it is
difficult to control the error accumulation. Till now, we have
implemented the paralel algorithm correctly, and we will
continue to investigate the performance of this paralel
algorithm in afuture paper.

5. CONCLUSIONS

In this paper, we presented a parallel algorithm for solving
tridiagonal linear systems with a pretreatment. The agorithm
can be used for the direct solution of an arbitrary tridiagonal
linear system in theory. We have analyzed in detail the
implementation of our paralel agorithm. It's more useful for
solving the tridiagonal linear system with the same tridiagonal
coefficient matrix repeatability. From the analysis, the parallel
algorithm at most needs 13n float operations and one global
communication round that gain an advantage over most
parallel agorithms for solving tridiagonal linear systems. At
the same time we must do some pretreatments to get the
directions p;,jeJ , the vectors Ap;,jeJ and the

coefficient matrix of (7). The process is time consuming than
solving (1) directly though it is proportioned to the problem
scale. But it is worthwhile to do when we need to solve
tridiagonal linear systems repeatly which have the same
coefficient matrix which is usually the case in practice.

In the future, we will continue to improve the performance of
this agorithm. Our am is to adopt our algorithm, to
implementation on large scale paralel computers, by
increasing the adaptability, dependability, and scalability of
the solution methods.
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ABSTRACT

This paper proposes a procedure for the optimum design of
composite laminates with initial imperfection under
probabilistic considerations. Based on the last-ply failure
criterion, a probability progressive failure mode of composite
laminates is proposed to evaluate the structura reliability.
Ply-level failure probability is evaluated by the first order
reliability method (FORM) and system reliability is computed
based on the last-ply failure criterion. A structural optimization
problem is solved with the fiber orientation and the lamina
thickness as the design variables, the system reliability as the
objective, and genetic algorithm is used to search for the
optimum solutions. The solutions on the last-ply failure are
compared with those on the first-ply failure, and indicate that
the former take full advantage of the material behavior than
the latter.

Keywords: Laminated Composites, Reliability, Optimum,
Last-ply Pailure, Genetic Algorith

1. INTRODUCTION

Laminated composite materials have become important
engineering materials for the construction of automobile,
machine, space and marine structures, and the optimum design
of composite structures have been studied widely [1-2]. But
most of them yield the optimum laminate configuration under
a deterministic condition where the design variables and loads
are assumed to have no variations. A humber of experiments
and studies have shown that composite materias exhibit wide
scatter as a result of the inherent uncertainties in the design
variables. Traditional deterministic methods generaly use
experience-bases safety factors to account for uncertain
structural behavior. To take full advantage of the uncertainly
of composite material behavior, a probabilistic optimum
design method is required to incorporate the uncertainty in the
structural analysis and design.

A number of researchers have studied the reliability of
laminated composite plates with first-ply failure criterion.
That is, the structure will be failure if each of the ply has been
failed. But in fact, the structure may have the carrying capacity.
Based on the last-ply failure criterion, Mahadevan et a. [3]
and Chen et a. [4] recently have proposed a probabilistic
progressive failure mode of composite laminates to estimate
the ultimate strength failure probability. The overall failure of
the laminate is caused by a series of ply-level failure events.
There exist many possible failure sequences of the ply-level
events that lead to overal laminate failure and the system
failure probability is estimated by the dominant ply-level

* Supported by Hubei Key Laboratory of Roadway Bridge and
Structure Engineering (2005)

failure sequence.

On the basis of the last-ply failure criterion, this paper
develops a method to estimate the composites structure's
reliability. A structural optimization problem is solved with the
fiber orientation and the lamina thickness as the design
variables and the maximum system reliability as the objective.
A numerica example is worked out to demonstrate the
necessity and validity of the method.

2. STRUCTURALANALYSIS

Consider a simply supported symmetric laminated composite
plate with initial imperfection w, and with an in-plane

bi-axis compression loading {N } , & shown in Fig.l. The
governing equation of the plate can be expressed as [4,5]:

LSS

— jzw(xv) b/ <—

AN
Fig.1. A laminated composite plate with an initial
imperfection
o*w o*w, o*w,

D1 e +2(D12+2D66) (3'y + 22?2

%Z(Wo + Wl)} @)

where N, and Ny are in-plane forces, AN, and lNy

62
/I{NXaXZ(WO +w)+ N,

the critica values of these forces, A is the initia
imperfection, A the deflection due to the forces, and D".
the flexura stiffness. The condition D, =D, =0 is

assumed. Suppose w, and w, can be expressed as series of
bi-sinusoidal functions:

W, (X, y) = ZZemnsm—sm% @)
w, (X, y) = Zmensm s Zy ©)

where m is the haIf -wave number in x direction, and n the
half-wave number in y direction. Substituting Eqgs.(2) and (3)
into Eq.(1), one obtains:

{Z?[Dym* + 2(D,, + 2Dg)M?n?R? + D,,n*R*] b,

— fa2AIm?N, +n?R?N, b, =a2[m’N, +n’R°N Je,, (4)
where R is the aspect ratio of the plate, R=a/b. From Eq. (4),
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we can show that the following relation holds:
Do = 280 /(A — A) ©)
2 Eﬂz[Dum"+2(D12+2D66)m2n2R2 +D,,n*R*] (6)
" a’[m’N, +n’R°N,]
For a symmetric laminate, by utilizing the above relations and

the lamination theory, stresses for the jth ply in the material
principal directions are calculated as[4]:

oL G, HM(xy)
orp =44G; +Zii/fe'i1/1x H™(x,y) 0
Os ) Gs i me e H"(x,y) ;
with
G, N,
ol I Ay @
G, J, 0
HM(xy) 2
H™ (x, ) :(;J [Q][Tg];
Hs" (¥},
m? sin(mzx/a)sin(nzy/b)
x{ n?R?sin(mzx/a)sin(nzy/b) ©
— 2mnR cos(mzx/a)cos(nzy/b)
c® s cs
[Tg]j: §2 c? —cs (10)
—-2cs  2cs 02—52j
C=cosg, , s:singj (12)

in which [Q] represents the reduced stiffness matrix, [A]

the tension stiffness matrix of the laminate, and 0, the fiber
angle of jth ply.
In-plane failure of the ply can generally be classified into two
major failures: matrix failure and fiber breakage. For fiber
breakage failure, the limit state function can be stated as [6]:
G, =1-(F o2 +F.o,) (12)
For matrix failure, the limit state function based on the
Tsai-Wu criterion [7] is:

G, =1-(FL o2 + Fro? + Fyo? + 2F 0l0? + Floy +Frop ) (13)

3. RELIABILITY ANALYSIS

3.1 Component Reliability

The first-order reliability method (FORM) is used to evauate
component reliability. In the reliability evaluation, the initial
imperfection e, and the strength parameters X+, X¢,, Y1, Yc
and S are considered as the basic random variables. These
basic random variables (totally m,) are expressed as a vector

X :{xl‘xz,...,xm }T. In FORM, X is firstly transformed to
Y, the vector of equivalent uncorrelated standard normal
variables. Then the component reliability index is computed as
B=(y" ey )2 where y' is the point on the limit state
G(Y)=0 with minimum distance from the origin. A geometrical
illustration for a limit state involving only two random
variables is shown in Fig. 2. The failure probability is
computed as P(G go):cp(_ /3) , where @ is the
cumulative distribution function of the standard normal
variable.

In Fig.2, y* is referred to as the design point, or the most

probable failure point (MPP), which can be found using the
following iterative formula:

ot G(y) | + (14)
Yia —{Yi a; ‘VG(in a,
where VG(yi) is the gradient vector of the limit state

functionat Y;, and «; is the unit vector normal to the limit

state surface away from the origin.
F 3
Fa

Gy

Ge=0

0 L

Fig.2. Geometrical illustration of the reliability indexﬁ

3.2 System Failure Probability

As mentioned earlier, a laminate can be treated as a system
and ply groups as components. The failure of the laminate
system may be assumed to occur using one of the two
definitions: first-ply failure (FPF) and last-ply failure (LPF).

In the FPF, the failure of any of the component is defined as
fallure of the system. System reliability index has the
following form:

B2 = Brin (15
In the LPF, it is defined that the system failure can only occur
when al of its components have failed. Its failure is
characterized as a progressive failure, and the system failure
probability is computed through the significant failure
sequences, which are determined by the branch and bound
technique [3].

According to this method, reliability indices of components,
including matrix failure and fiber breakage in the ply-level,
and the corresponding failure probabilities are computed in the
first step. Next, suppose the component, which has the

maximum failure probability P! ., fails. If the event is

corresponding to matrix failure, this ply’s modulus E, and Gy,
will be reduced to zero. If the event is corresponding to fiber
failure, this ply’s modulus E; will be reduced to zero. The
laminate stiffness is modified and computation is repeated.
This proceeds are repeated until the system failure occurs. The
significant failure sequence is thus identified.

The system failure probability p, (or system reliability

index 3°) may be evaluated by the failure sequence. And the

second-order upper bound method is used to estimate the
failure probability of the significant failure sequence. Noting
that a failure sequence is a parallel system and suppose there
arem events in the sequence, then

(PE NE,) (169

P, = P(ﬂ”j”:l Ej)g min,.;
P(Ei ﬂEJ)=<D(—ﬂ, ’_ﬂj’le) (16b)
where E, is the j th basic failure event in the failure sequence

under the condition that the first (j-1) basic failure events
have occurred, @ is the bi-normal distribution function, B



DCABES 2007 PROCEEDINGS 25

B, ae reliability indices, and P is the correlation
coefficient computed as

Mo
Pij = Zairajr an
=)

where m is the number of basic random variables, o,
and a, ae the components of the unit gradient vectors of

thelimit statesi and j, respectively (Fig.3).

For nonlinear problems, the two limit state functions are
linearzed with respect to their intersection, which is found
from the constrained minimization problem:

Minimize \YTY, st G,(Y)=0i G,(v)=0 (18)

0

Fig.3. Two intersecting tangent plane

4. RELIABILITY-BASED OPTIMUM

An optimization problem has three components: (1) objective
function; (2) congtraints; (3) algorithms. In this paper, the
reliability-based optimum design is to use the system
reliability index as the objective function, the fiber orientation
and the lamina thickness as the design variables. Genetic
algorithm is used to search for the optimum solutions. The
optimum problems are expressed in the example.

For the optimum design, we seek an adequate value of the
design variable, which satisfies the constrained condition and
makes the objective function minimum, namely to seek the
optimum solution.

Table | Loading conditions and the mechanical properties

Units Value
Nx KN/m 600
Eq GPa 181.0
E; GPa 10.7
G2 GPa 7.17
1% -- 0.28
Table 2 Random variables
Uniits Mean Standard Distribution
Deviation Type
en mm 0 0.6 Normal
e mm 0 0.06 Normal
e mm 0 0.02 Normal
en mm 0 0.006 Normal
Xt MPa 1500 150 Normal
Xc MPa 1500 150 Normal

Yt MPa 40 4 Normal

Xc MPa 246 24.6 Normal
S MPa 68 6.8 Normal

5. NUMERICAL EXAMPLES

As shown in Fig.1, a simply supported symmetric laminated
plate subjected to a bi-axis compression load N and N, @

load ratio is defined to be k =N /N,. aXb=20X125 cm?,

The stacking sequence is [45,(+6),, (01 of— 49 ], the
thickness of the 45°, —45° ply is n X p , +¢° ply is
mX 1 ,—°ply is (10- m-n) X p_, ph =0.1mm, and the total
thickness is 24X p =2.4mm. The composite material is a

typical graphite/epoxy (T300/5208). The loading conditions
and the mechanical properties of the material are listed in
Table 1. The datistica characteristics for the initia
imperfection (m=1,2,3,4; n=1), and strength parameters are
given in Table 2. All the random variables are assumed to be
normally distributed variables, for the sake of illustration. It is
assumed that these random variables are uncorrel ated.

Denote the system reliability index as g (s is that based

onthe FPF and p: the LPF). Consider the optimum problem
asfollows
Minimize f(g,m)= — p° (or Maximize g°) (19)
Subject: 0<9<90,1<m<7
Where ¢. marethedesign variables, and n=2.

Firstly to demonstrate the validity of the Genetic algorithm,
consider the system reliability based on the FPF criterion. One
is optimized by genetic algorithm, and the other is done by the
sequence quadratic programming (SQP) method. The results
are compared in Table 3. It shows that the optimum solutions
with two different algorithms are very closely, which confirms
that the genetic algorithm to be effective.

Table 3. The optimum solutions with two different algorithms

Genetic algorithm SQP
gy m f 6y m p
1.0 48.2 4 0.542 48.2 4 0.545
0.8 425 4 0.798 42.6 4 0.787
0.6 40.1 3 1.108 40.1 3 1.104
0.4 385 4 1.420 384 4 1.427
0.2 25.7 4 1.986 25.7 4 1.976
0.0 0 3 2.559 0 4 2.560

Now to optimize the problem (19), the system reliability
indices are computed in two cases, one is in the FPF and the
other is the LPF. The optimum solutions are showed in Fig.4
and Table 4.
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Fig.4. The optimum reliability indices-k relations

Fig 4 shows that, as the load ratio k increase form 0 to 1.0, the
system reliability indices are decreased in both of the two
cases. When k=0, B:=2.959, pf =5.021,and when k=1.0,

B =0.542, ﬁf=1.123. The difference of two cases as k=0 is
larger than that as k=1.0. It shows that the objective p¢ is
larger than = while k=0 to k=1.0. So it shows that optimum

design based on the L PF istaken full advantage of the material
behavior than the FPF,

Table 4. the optimum solutions of FPF and L PF
FPF LPF

K 010 m 10 m
1.0 48.2 4 46.1 4
08 425 4 406 4
06 401 3 396 4
04 385 4 296 4
0.2 25.7 4 155 4
0.0 0 3 0 3

Table 4 shows the optimum ply numbers m are close as k
takes different values. But the optimum fiber orientations ¢
are different as k takes from 0 to 1.0, when k=0, for the two
cases ¢ aresame, equal O, and as k takes other values, ¢ of
FPF islarger than that of LPF.

$4.0
ﬂF —@—two design variables
3.0 —l— three design variables

00 1 1 1 1 k
0.0 0.2 0.4 0.6 08 1.0

Fig.5. The optimum reliability indices-k relations of FPF

If we take the ply number n as the design variable, so the
design variables arethree: ¢ .m.n. Figure 5 and Table 5 show
the optimum solutions based on the FPF. Fig 5 shows that the
system reliability indices decrease as k takes from 0 to 1.0. as
k takes from 0.0 to 1.0, p: optimized with two design
variables are larger than that with three. Table 5 indicates the
optimum solutions for the two cases are much different.

Table 5. the optimum solutions of FPF

Two design variables Three design variables

‘ gy M n Gy M n
1.0 48.2 4 2 521 4 3
0.8 425 4 2 485 3 3
0.6 40.1 3 2 41.8 3 3
0.4 385 4 2 29.2 3 3
0.2 25.7 4 2 0 5 2
0.0 0 3 2 0 7 2

Fig 6 and Table 6 express the optimum results based on the
LPF. From Fig. 6 we can see that the g: optimized with
three design variables are amost equivaent that with two.

Table 6 shows that the optimum orientations with two design
variables are less than that with three design variables.

56
L

—@—two design variables
—l— three design variables

k
.0 0.2 0.4 0.6 0.8 1.0

c O = N W A O

Fig.6. The optimum reliability indices-k relations of LPF

Table 6 the optimum solutions of L PF

Two design variables Three design variables

‘ a1 m n 010 m n
1.0 46.1 4 2 46.1 4 2
0.8 406 4 2 36.1 3 3
06 396 4 2 26.9 3 3
04 296 4 2 252 3 3
0.2 155 4 2 102 4 3
0.0 0 3 2 0 3 2

6. CONCLUSIONS

In this paper, we first developed a method to evaluate the
system reliability of laminated composites. Then an optimum
design problem is formulated and solved.

Since properties of the constitutes may differ from the nominal
ones owing to statistical variations, and the geometry of areal
structure will be different from the design because of the
manufacturing error, etc. the reliability-based optimum design
can be very impartment in practice. The optimal solutions
based on the LPF are compared with those on the FPF, And
the optimum design based on the LPF takes full advantage of
the material property than the FPF. Numerical examples are
given to show the necessity and the advantage of the
reliability-based optimum design.
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ABSTRACT

This paper comment on the lower efficiency shortcomings of
representative both series algorithms for finding convex hull
(for example: Gift wrapping convex hull algorithm, Graham
scan convex hull algorithm, and Algorithm for finding convex
hull based on coiling with a minimum lever pitch) and parallel
algorithms for finding convex hull(for example: Half-dividing
convex hull agorithm, Rapid convex hull agorithm ,Grid
convex hull agorithm),and based on the isomorphic
fundamental theorem of the convex hull construction, a more
efficient new parallel agorithm to find a convex hull based on

COW is given. The general characters of the new agorithm are:

1) its COW is combined with two sub-clusters; 2) its domain
sub is divided into two sub-domains; 3) its seeking direction is
aong with two ways (i. e clockwise direction, and anti
clockwise direction).

Keywords: Isomorphic, COW, Convex Hull, Pardlel
Algorithm, Two Sub-Clusters, Two Sub-Domains, Two Ways

1. INTRODUCTION

Since the 20th century 70's, the 2D Convex Hull problem’s
complexity and its application importance had caused the
domestic and foreign experts quite to pay attention to the
convex hull agorithms, and many documents explain the
important meaning of researching, improving and enhancing
the efficiency of the algorithm of 2D point set and line
segment set. Up to the present, there are a lot of series
algorithms for finding convex hull (for example: Gift
wrapping convex hull algorithm, Graham scan convex hull
algorithm, Algorithm for finding convex hull based on
coiling with a minimum lever pitch in single domain and
single direction) [1-4] ,and parallel agorithms for finding
convex hull (for example: Half-dividing convex hull
algorithm, Rapid convex hull agorithm ,Grid convex hull
algorithm) [*®!. But these parallel algorithms based on series
algorithm, and they use recursion, so the efficiency is not
high. Then a new more efficient algorithm to find a convex
hull based on COW (abr. from Cluster Of Workstation) is
given by us according to the isomorphic fundamental
theorem of the convex hull construction.

2. THE DESCRIPTIONS OF THE PROBLEM OF
2D CONVEX HULL AND THE CONVEX
HULL ALGORITHM

DEFINITION 1: Suppose that Q is the polygon in given
plane, Q (x;, v1), Q:(xs, v2), -+, Q.(x,, va) are the spots
of Q. If any linesegment QQ; (i#j, 1<i<in, 1sj<ssn<+
) jsall not outside Q, then Q is called a convex polygon.

DEFINITION 2: Suppose that the 2D point set S={P,(x;,yi)
| 1<<i<<m, 3<<m<+<=} is composed by the spots which are

in the given plane. If the apexes of polygon Q belong to S,
and Q isthe least Convex Polygon which coversal pointsin
S, then Q is called the convex hull of the 2D point set S.

DEFINITION 3: How to seek the convex hull of the given
2D point set S= {P(xi,y)) | 1<Xi<<m, 3<<m<+=} is called
2D Convex Hull problem.

DEFINITION 4: An agorithm which could produce 2D
convex hull of the given 2D point set is called 2D Convex
Hull algorithm.

3. THE SUMMARY OF
ALGORITHM

PARALLEL

The method of parallel program is different from the method
of series program, and the difference is the attitude to the
problem: the method of series program regards the change of
affair as single-track. Any two of the affair may exist
causality, and then regards a series of correlative affair as an
inseparable whole. To the cognition of affair, structure
programming especially the object programming make
bresking evolvement (namely: they decompose a
complicated affair to many simple affairs, indeed regards a
system as composed by many relative entities); but both with
aview to the affair’s the relation of static state construction
and the action’s pattern of surface layer, and had not achieve
that cognize and decompose affair from the relation of
dynamic state construction and the action’s pattern of deep
seated. As a result, from the essence of action mode, the
affair is taken for coherent or one after the other, it doesn’t
exist the phenomenon of subsequent interfere, and doesn’'t
exist coincidental actions which happen at the same time.
The basic viewpoint of the method of parallel programming
is taken the action of one affair as the result of reciprocity of
many sub-affairs (series or parallel). Thisis the fundamental
change of conception of programming. The core method of
paralel programming which it leads is the affair's parallel
partition and algorithm mapping. The foundation of exoteric
is the module of parallel computing. The module of parallel
computing decides the semanteme of paralel, the
semanteme of parallel decides the rule of parallel executing,
consequently decides the principle of parallel partition.

DEFINITION 5: Pardlel algorithm is an aggregation of
many courses which could finish the problem at the same
time with reciprocity, harmony, uniformity, and consensus.

DEFINITION 6: The parallel algorithms which adopt the
method of synchronization (the execution of all algorithm’s
threads must wait each other), the method of
asynchronization (the execution of al algorithm’s threads
could not wait each other), the method of distribution (many
sizes or nodes which are connected by corresponding link
finish the problem) are caled synchronized algorithm,
asynchronized algorithm, distributed algorithm respectively.
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According to the universality and dominating of distributed
algorithm, so the implementing method of parallel convex
hull agorithm which is discussed in this paper adopts
distributed convex hull algorithm.

4. THE SYNOPSIS OF THE CLUSTER OF

WORKSTATION

The cluster of workstation is called COW for short. It
connects a set of high-powered workstation according to
topological structure by high speed universal net, and with
the help of paralel programming and the compositive
exploitation's environment of man-machine aternation
which is viewed, we attempter unitive, dispose harmonious
and implement high-efficiency high-powered computation’s
parallel system. Every node of COW has integrated
operating system. From the view of system’s structure and
the way of communications between nodes, COW is the part
of distributed storable MIMD’s parallel computer structure.
It implements the correspondence among each of host
computers by the way of information impressing. The
environment of parallel programming which is based on
commonly operating system has finished the system’'s
management of resource and collaboration each other. At the
same time it shields the isomerism of workstation and net.
So to programmers and users, the system of COW is a
unitary system of parallel management. The host computer
and net which are in the system of COW may be isomorphic
or isomeric. The general system structure of COW is shown
asFig. 1.

workstation, workstations

workstation. .
O orkstation,
workstation, workstations

workstationg

workstationy.; workstation;

Fig. 1. The sketch map of the cow’ s structure of system

In the system of the COW, each of the workstations has its
own memory and I/O eguipment, its structure as shown in
Fig. 2.

The characteristics of the system of COW are:

Workstation, I I
|_storages || /0,

Workstation,

Workstation,

~ ® 3> -S® —~+ 35 —

| I
| Storages || 1/0,

Fig. 2 . The sketch map of basic structure
of aworkstation of COW
1) The adoption of environment is strong, and the period
of development is short. The emphases of development

is communication and the environment of parallel
programming, it needn’t to research nodes over again,
and needn’t to design operating system and compiled
system, so it saves a great deal of time.

2) Therobust of system is good and the risk of investment
is little. The system of COW is not only a paralé
system, every node of it is also an absolute workstation,
even though the parallel efficiency of the whole system
is not high, but the node of it is still a workstation.

3) The ratio between property and price is good and the
development of system’s cost is low. Because of the
little batch, the cost of traditional huge computer or
MPP is high, and the price is high (millions to
multimillions dollars at every turn). But the workstation
belongs to volume-produce, so the cost and price is low
much.

4) The utility ratio of system is high and it saves the
resource; it could use existing equipment
plenitudinously, so only see from the utility ratio, the
utility of the system of COW is much higher than the
utility of the system of stand-alone.

5) The ductibility of system is good and the expansibility
of system is strong. From the scale, the system of COW
amost uses general net. The expansibility of system is
easy. From the capability, the parallel application of
most middle or coarse granularity has high efficiency.

6) The ratio of repeating is high and the whip of
programming is concise. In the system of COW, the
parallel of program aways insert corresponding
communicating language, and we make little
modification to the resource base of series program.

Therefore, this paper adopts the COW to research and
implement the parallel of convex hull algorithms.

5. A NEW PARALLEL ALGORITHM FOR
FINDING CONVEX HULL BASED ON COW
WITH 2-CLUSTERS, 2-DOMAINS AND
2-DERECTIONS

DEFINITION 7: The distributed domain of every point in
2D point set S={Pi(xi,yi) | 1<i<m, 3<m<+<0} is called
the S distributed domain.

%
LIeftup, o ® ! -
n rigntup
Querepod. 4 .
i H E ° * 3 ° ._-. ° Qrightup
. @ .
J P . .SRir.a'ht
- L | ] -
Dol . o :
. » ® [ Y r e .
P oo " . :Qrightlo
e &I = "Teee .e
Pl Qe f : > X
- 0 - ¢
H FE PV <> L.
. - rightlow
n § Qri{htlowl
Lieftiow, Qlowo Lrigntiow

Fig. 3. The sketch map of initial Poles and sub-domains of
convex hull

DEFINITION 8: In 2D point set S={Pi(x;,y)) | 1<i<m, 3
< m<+ o } the outsideemost points which have the
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maximum or minimum y-coordinate are recorded: Ppy(X1,
yi=mir{y; (1<ism=3)}), P(z)(Xz, yo=max{y; (1<i<m=
3)}); The outside-most points Py, Pyare caled initia poles
of convex hull Q and recorded as Q p0,Qiono (it Means: Q o is
the right high initial poles of sub-domain Sign,Ser as the
same as Qiowo). The line segment Q,p0Qiowo iS called the line
of demarcation of the convex hull (called baseline for short).
The line of demarcation divide the origina distributed
domain into two sub-domains which are sub-domains
Signt:Sert called as sub-domains of 2D point set (shown asin
Fig 3).

DEFINITION 9: Do not loose universality, in 2D point set
S={P(xi.y)) | 1<<i<m=3} the initial poles of convex hull
Q ae QuoQown and they ae aso recorded as
Qrightup,OuQrightlow,O or QIeftup,Ou Qleftlow,()- In the sub-domain of Sx
Siighe make radias Q rigniow,L righiowj @ Q righwpil rightup;
which across the current new poles Qrighiiow,j»Qrightupj (0] <
mright) of the sub-convex hull Qgigy respectively, and
paralel the positive direction of X-axes. The radias are
called positive radials. The angles £P.Qiightiow,jLrightiow,j» <
P QrightupjLrighupj Which is formed by positive radials
Quightiow,j L rightiow,j Qrigntupj L righwup;j Which are coiled to the point
Pi(x.y;) €S according to anticlockwise (that is called A
direction for short), clockwise(that is called B direction for
short) are called the A direction angle of the point P(x;,y;) to
positive radial Qyighiow,jLrighiow,and B direction angle of the
point Pj(x;.y;) to positive radial Qyighwp,Lrightup;-

The first author points out the isomorphic direction of the
convex hull algorithm’s improvement and optimizing. In
document [3~6], the improvement to document [2] is
clarified (where: document [5] is the improvement of
document [3~4]). On the basis of document [5], the paper
brings forward a new parallel agorithm for finding convex
hull based on COW with 2-clusters (it means the COW is
divided into two sub-COWSs), 2-domains (it means the
domain is divided into two sub-domains) and 2-directions (it
means the direction for finding the poles of convex hull is
divided into clockwise and anticlockwise). The algorithm’s
thought may be structured as follows:

Step 0: Paralléel Initialization Processing.
(1) 2-clusters parallel processing of  “finding the maximum
and minimum of y-coordinate in domain S” :

1) Record the two sub-clusters as COWigh, COW,g,
and record the sum of the processor which is
belonged to sub-clusters COW,gy, COW ¢ &S
Niight.Mieit- Record the processor which is belonged to
sub-clusters COWright,COW|eft as Prightj(lgj <nright),
Pt k(1 < k < nig). Suppose the maximum and
minimum of X-coordinate are Xpax:Xmin 1N initidizing
domain S={P(x;y;) | 1<i<m=3}.

2) Every processor Pign j(1 <] < Nygy) Which is
belonged to sub-cluster COW,igx make the zonal
partition according to the initial bandwidth Wsg
width(=(Xmax-Xmin)/ (NiescHNeigre)), 1 the initiad domain is
not null, then find out two outmost points of the
maximum and minimum of y-coordinate of Signinitia j»
and find out two outmost points of the maximum and
minimum of y-coordinate in right sub-domain Sgy
inita Which is composed by each of Sigytinitia j from all
outmost points of initial domain Signt initia j-

3) Every processor P j(1<xj<ni«) which is belonged
to sub-cluster COW, make the zona partition

according to the initid  bandwidth Wsg
width(Z(Xmax-Xmin)/ (NiegcHMrigny)), if the initial domain is
not null, then find out two outmost points of the
maximum and minimum of y-coordinate of St initiaj,
and find out two outmost points of the maximum and
minimum of y-coordinate in left sub-domain St initia
which is composed by each of St iniia j from al
outmost points of initial domain Sett initia j-

4) As the sub COW(shown as in Fig 3), both COW/jgy
and COW,gy find out two outmost points of the
maximum and minimum of y-coordinate of initial
domain S among the four outmost points of the
maximum and minimum of y-coordinate of right
sub-domain Siign initia @Nd left sub-domain Set intia;
and recorded Ppy(Xp,y:=max{y; (1<ism=3)}),
Po(X2 y=min{y; (1<i<m=3)}). The outmost
points Pyy,P are the initial points of convex hull Q
of S, and recorded Q,0,Qiowo-

(2) The 2-cluster pardlel processing of conforming two

sub-domains of domain S:

1) Connect theinitial points Qupo,Qiowo iN Order to create
the dividing baseline in the sub-COW
COW,ign,COW,¢; respectively. The baseline could
plot the two sub-domain S;gy.,S of the domain of 2D
point set, which is disposed later.

2) Choose and hold the points’ data of sub-domain Sigy,
St in the sub-COW COW igry, COW ¢ respectively.
Work out the bandwidth of sub-domain Sign; (1<
<Niign), Sert (1] <Miert) Wiight wian=(Max{X; | X €
Signd- MIN{X; | Xi € Siignt )/ Niight Wiest wiaen= (Max{ x;

| X € Sert- min{X; | X € S} )/ Nyest-

3) Every processor Pignj (1j<Nign), Peick (1SK<
Ne) Which is belonged to sub-cluster COWj;gy and
COW,¢; divide the initial domain S into sub-domain
Signtj (1) <Mign), Sertk (1Sk<nery) according to
the bandwidth Wright widthy Wieit width- The sub-COW
COW,igne and COW,; prepare the points which are
decided by the sub-domains Sign, Set and except the
initial points Q. Qiowo-

Step 1: The parallel processing of sub-COW COW,;gy
and COW,«; generate the vertexes of sub-convex hull
Qrights Qiert IN the sub-domains Siigry, Sert.

Step 1-1: The parallel processing of the sub-COW,gy
finding the vertexes of sub-convex hull Qg based
on coiling with a minimum lever pitch in double
direction in the sub-domain Siigx.

Step 1-1-1: The paradld processing of the
Sub-COW,ig finding the next couple of new
vertexes of sub-convex hull Qg based on
coiling in double direction in the sub-domain
Sright~
Step 1-1-1-1: Record the initial domain Sigy as

the current sub-domain S;gy, record the initial
vertexes Qupo, Qiowo 8 the new couple of
vertexes Qright ups Qrightlovv- SetrbeO.

Step 1-1-1-2: Every processor Pigy j (1)<
Nigr) Which is belonged to sub-cluster
COW,igy divide the initial domain S into
sub-domain Sign j (15j<<njgn) according to
the bandwidth Wiigy.

Step 1-1-1-3: Every processor Pigy j (1sj<
Nigw) Which is belonged to sub-cluster
COW gy work out the least points Pigy j a,
Pignt j 8 based on coiling with a minimum
lever pitch in double direction of A-direction
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and B-direction in their own sub-domain S;gy

i (1sj<inygy) respectively. Find out the least
points Pigy a, Pign 8 Of A-direction and
B-direction among the least points Pyigy: j A,
Prightj B (1<j<nright) of A-direction and
B-direction. Set r be r+1, and regard prign A,
Prignt s 8s the next couple of vertexes Qiignt up,r
and Qyignt 1ow, r Of SUb-convex hull Qyigp.

Step 1-1-2: The process of deleting the points of the
sub-convex hull Qright up,r-lQright Iow,r-lQright low,r
Qright up,» Which is composed by the couple of
vertexes Qiign upr-1» Qright low,1 @nd the couple of
vertexes Qright up,r Qright low,r-

Step 1-1-2-1: If the fresh couple of vertexes Qign
up, 1 Qright low, r 1S different,

Then: every processor Pigy j (1<j<snright)
which are belonged to sub-cluster COW gy
divides the domain Q into sub-domains
QQiignj (1<<j=<niign) Where the sub-convex
hull Qright up, r»lQrightIow,r-lQrightlow~ rQrightup,r
located with the bandwidth  Wigy
wigh=(max{x; | x; is the point in sub-convex
hull Qright up,r-lQright Iow,r-lQright low,r Qright
wpr}-Min{x; | X; is the point in sub-convex
hull Qright up,r-lQright Iow,r-lQright low,r Qright
up,r })/nright-

Otherwise: switch to execute Step 1-1-3.

Step 1-1-2-2: Every processor Pignj (1) <Nyign)
which are belonged to sub-cluster COWjigy
delete al points of own sub-domain QQign:; (1
gjgnright)-

Step 1-1-2-3: Record the primary sub-domain S;;gn:
which is deleted all the points in QQygy as the
current sub-domain Sgy.

Step 1-1-3: The process of all vertexes signing in
sub-convex hull Qg sign all the vertexes of
convex hull Qg Which have been worked out.

Step 1-2: The same to Step 1-1, the parallel processing
of the sub-COW,4 finding the vertexes of
sub-convex hull Qe based on coiling with a
minimum lever pitch in double direction in the
sub-domain Seft.

Step 1-2-1: The paralel processing of the
sub-COW,; finding the next couple of new
vertexes of sub-convex hull Q. based on coiling
in double direction.

Step 1-2-2: The process of deleting the points of the
sub-convex hull' Quett up,r-1Qieft 1ow,r-1Qiest 1ow,r Qrest up,rs
which is composed by the couple of vertexes Qe
upsr-1,Queft lowsr-12 @0 the couple of vertexes Qiert up
Qleftlow,r-

Step 1-2-3: The process of all vertexes signing in
sub-convex hull Qe sign al the vertexes of
convex hull Qg which have been worked out.
(Annotation: the principle, method, step and
operation of Step 1-1, Step 1-1-1, Step 1-1-2 and
Step 1-1-3 are same. So change the “right, left,
A-direction, B-direction” of Step 1-1into “left,
right, B-direction, A-direction” of Step 1-2, and
the operation of Step 1-2, Step 1-2-1, Step 1-2-2
and Step 1-2-3 are omitted. )

Step 2: The process of fit together the vertexes of
sub-convex hull Qygnt, Qv Which are gained by
sub-COW COW,igqy, COW, . Namely: the convex
polygon Q which is composed by the line segments
which link the apexes orderly in sub-convex hulls

Qiighr Qirt must be the convex hull Q in 2D limited
point set S.

6. CONCLUSIONS

The agorithm that is proposed in this paper not only in the
running time and space complexity but also in the efficiency,
obviously surpasses the Gift wrapping convex hull algorithm,
Graham scan convex hull algorithm, Half-dividing convex
hull agorithm and so on. Moreover, it is very easy to be
transformed into new parallel algorithm for finding convex
hull based on COW with m-Clusters, n-Domains and
p-Directions where m>2, n>2, p>2 (we shall discuss them in
other papers). Therefore, it will enhance the speed of
constructing 2D convex hull effectively, and could improve
and enhance the application level and the working efficiency
of the 2D convex hull in the imagery processing, the writing
decomposes, the pattern recognition, the object classification,
the computation graph, the fingerprint recognition, the
telemeter remote control, the thing recognizes, the
geological prospecting, the space & sky using, and so on.
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ABSTRACT

The Fluent software is a popular CFD software package now, it
can use parallel multi-grid method to solve the large-scale
problems. In order to find out the suitable scale and parallel
granularity of the Fluent software while it makes the solution,
and make the best of the software and the hardware, this article
analyses the multi-grid method and domain decomposition
method of the Fluent software and tests again and again. This
article mainly discusses the influence of the different multi-grid
cycle method, domain decomposition method, the scale of
sample and the number of computing nodes on parallel
efficiency. The results from the theories analysis and the
experiments show that the Fluent software has favorable
parallel performance and the PEM Fuel Cell Model and HPCC
could have better performance by upgraded well.

Keywords: Fuel Cell, Multi-grid, Domain Decomposition,
Parallel Computing, Fluent

The Fluent software is a CFD (Computational Fluid Dynamics)
solver, which can solve all kinds of complex flows, including
incompressible flow (low subsonic), to weak compressible flow
(transonic) and strong compressible problems (supersonic),
Fluent software has a variety of solutions, providing the
multi-grid method to speed up the convergence, meanwhile,
parallel computing can work well. So it can provide the optimal
and efficient solution to flowing problems on the speed wide
range. This article introduces the parallel multi-grid algorithm
used in Fluent software, tests and analyzes its parallel
performance.

1. MULTI-GRID METHODS IN FLUENT
SOFTWARE

The multi-grid method (MGM) is a highly effective serial value
computational method. The fine grid relaxation, the coarse grid
adjustment and the set of iterative technique are three props of
multi-grid method. Its basic idea is using the residual error
adjustment characteristic of the coarse grid to eliminate the low
frequency component of iteration error, simultaneously using
the flaccid smooth characteristic of the fine grid to eliminate
the high frequency component of iteration error, the wrapped
iterative technique is responsible to solve the same problem
through the limit and the interpolation operator to connecting
all grid level [1].

The multi-grid method has three basic forms as follows[2]: 1)
two-layer V cycle methods, 2) multi-layer V cycle method , 3)
full multi-grid method. Fig.l take the four layers as the
example, the graph represents above three methods. In the chart,

*QGranted by the Special Scientific Research Foundation for College
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“o” represents relaxation and iteration; “\” represents restrict;

“/” represents interpolation and “O” represents accurate

solution.
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Fig.1. Three Basic Multi-grid Cycles

The multi-grid cycle may be defined as a recursive procedure
used in the grid plane when each grid plane passes the grid
level, which expands to the next rough grid plane through
completing the sole grid cycle in the current plane. The Fluent
software has four kinds of multi-grid cycles: V, W, F as well as
Flexible cycle. The V and the W cycle can be used in the
Algebraic Multi-grid (AMG) and the Full-Approximation
Storage (FAS) Multi-grid, the F and the Flexible cycle can only
be limitedly used in the AMG method.

Fig.2(a) is V-cycle:

S,smooth — restrict — Vcycle — prolongate — f#,smooth
Fig.2(b) is W-cycle:

S,smooth — restrict — Wcycle — Wcycle — prolongate — f,smooth
F-cycle:

S,smooth — restrict —»Wcycle — Vcycle — prolongate — f,smooth

As to the V and the W cycle, each plane transformation is
controlled by three parameters: ;. B, and B;. B; is used to
assign the steps in the current grid plane to carry on the
pre-flaccid iteration (in Fig.2 with circular expression),to
reduce the high-frequency unit of the local error. In AMG
method , The accepted value of B, is 0 (i.e.: Not pre-relaxation);
B, is used to assign the type of the multi-grid cycle, takes 1 and
2 Corresponds the V cycle and the W cycle separately, which
can reduce the error of the thick grid (to express with
quadrangle in Fig.2); B; is used to assign the step of carrying
on relaxes iterative (to express With the triangle in Fig.2),
which can reduce the high frequency error arising in the
multi-grid cycle. in AMG method, The accepted value of B; is
1; in FAS method ,the accepted value of B3 is 0.

The Flexible cycle causes the realization of the coarsening grid
computation by the logical control multiple grid procedure,
such logical control can guarantee the transference to the rough
grid computation when the current plane grid residual error’s
reducing speed is slow enough .When the current rough grid
level’s adjustment iterative solution is fully restrained and
therefore it should change to the next fine grid, the multi-grid
control will deal with it suitably.
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Fig.2. Multi-grid Cycles

The main difference between the Flexible cycle and the V and
the W cycle is: The Flexible cycle can determine when and in
which frequency to deal with each grid through the satisfactory
condition of the common difference of reducing the residual
error and the termination criterion; but the V and the W cycle
has clearly defined the transforming pattern between each
plane.

2. PARALLELALGORITHMS IN FLUENT
SOFTWARE

Parallel computation in Fluent software uses many computation
nodes simultaneously to deal with the same duty. The parallel
computation must divide the grid into many subfields, the
quantity of subfields is integral times of the number of
computation nodes. Each subfield can “dwell” on the different
computation node. Besides supporting the parallel computation
of single CPU & multi-CPU, Fluent also supports the parallel
computation of network distribution. In the Fluent software has
been set MPI (Message Passing Interface) parallel mechanism,
which largely enhanced parallel performance of parallel
computation of the network distribution.

The division form of Fluent software adopts dichotomy
principles to carry on, but has no limit to the number of
division, and may have the same division number to each
processor. The Fluent software provided many kinds of
methods to divide the grid, and the most effective division
method is related to the problem solved. When grid is divided,
the division method to produce grid needs to choose, division
number need to be established, the region and the optimized
method need to be chosen and so on.

The parallel procedure grid division has three main targets:
producing the same quantity unit grid regions; minimizing the
division contact field; minimizing neighborhood field of
division.

Parallel computing performance can be expressed by the
speedup ratio. The general method to calculate the speedup
ratio is : In the case of a processor operating a procedure, T; as
implement time , and P nodes in the parallel machine running
the same procedure, if Tp as implement time, then the speedup
ratio S=T/Tp, parallel efficiency n=S/P [3].

3. ENVIRONMENTS AND PROCEDURES OF
PERFORMANCE TESTS

3.1 Test Environments

Hardware environment: High Performance Computer Cluster
(HPCC). The master node is DELL POWEREDGE 2650,
matches one Intel Xeon 2.8GHz/533MHz FSB CPU,
2G/DDR266 memory, collection with 2 milliard fold network
card, 584G SCSI hard disk; The system includes 8 computation
nodes named DELL POWEREDGE 1750, which configures 2
Intel Xeon 2.8GHz / 533MHz FSB CPU, 2G/DDR266 memory,
integrated milliard fold network card, 73G SCSI hard disk;
Information exchange between the master node and the
computation node completes through the milliard fold Ethernet
switchboard.

Software environments: Red Hat Enterprise Linux3.0,
Fluent6.2.16 for Linux.

3.2 Test Procedures

What the simulation test is the list straight flow channel proton
exchange membrane fuel cell. It employs the Fluent software
PEM Fuel Cell module to compute and uses Fluent internal
command "Benchmark" to alternate 100 steps, and record the
CPU utilization ratio and Elapsecl-time. According to the multi
grid cycle method, domain decomposition method and the
problem solving scale, there are three kinds of plan tests:

Test 1: The grid scale is 1,000,000 units, using the Fluent
accepted main axle symmetrical grid broken method and
different multi-grid cycle method to test, each computation
node assigns a duty.

Test 2: The grid scale is 400,000 units, using the multiple grid
cycle method which has the highest Parallel efficiency in Plan 1,
and adding 2 computation nodes, each computation node is
assigned a duty, adopting different domain decomposition
method to carry on the parallel computation. As a result of the
fuel cell model geometry characteristic symmetry, this
experiment has only adopted Principal X-Coordinate, Principal
Y-Coordinate,  Principal ~Z-Coordinate and  Cartesian
X-Coordinate, Cartesian  Y-Coordinate, Cartesian the
Z-Coordinate region fission method. In order to facilitate the
record, using the short form, such as Principal X-Coordinate’s
short form is P X-C.
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Test 3: The grid scale has two kinds : the 400,000 units and the
100,000 units, the multiple grid cycle method with highest
parallel efficiency is adopted in the plan 1 and the area
broken method in plan 2, has 1 to 8§ computation nodes,
each computation node is assigned a duty.

The master node’s participation in the computation can cause
the load unbalanced and reduce HPCC’s speedup
performance[6], therefore in above plans the master node does
not participate in the computation, in order to test the accuracy
of the result, one test should duplicates three. Because
duplication of the test result is extremely good, therefore the
experimental result uses the arithmetic mean value of three
tests’ results.

4. RESULTS AND DISCUSSIONS OF
PERFORMANCE TESTS

4.1 Effects of Multi-grid Cycles on Parallel Performance
The one computation node operating time in Test 1 respectively
are, V cycle-4786 seconds, W cycle- 37504 seconds, F cycle-
5121 seconds, Flexible cycle-6870 seconds. Obviously, the V
cycle operating speed is the highest , the W cycle operating
speed is the lowest. The analysis thought it is because of the
minimum of V cycle operand and the maximum of W cycle
operand.

Parallel speedup ratio of various computation nodes of Test 1
are shown in Fig.3. Different methods of computation and
communication account for different speedup ratio and
computing speed. For the V cycle, the F cycle and the Flexible
cycle, computation nodes CPU has high utilization up to more
than 90%. So for the three cycles, different test results mainly
due to different calculation. But when the W cycle is adopted,
the CPU utilization is very low, only up to 10%, and the
computing speed is very slow. When the W cycle parallel
computation is adopted, communications were considerablely
big, which is a major factor.

Fig.3 also shows that the parallel speedup ratios of the four
cycle methods are almost the same when computation nodes
are less than 5, and the V cycle parallel speedup ratio is
significantly greater than the other three when computing nodes
continue to increase. With the increase of computing nodes, all
growth rates of cycles’ speedup ratios gradually become
smaller.

5.0

45—

—m—V-cycle "
40 —e— W-cycle _
F-cycle e

a5 —v— Flexible P —

Speedup Ratio

1 2 3 4 5 6 7 8
Number of Computing Nodes

Fig.3. Speedup Ratio of multi-grid cycles

4.2 Effects of Domain Decompositions on Parallel
Performance

The test result of Test 2 is shown in table 1. Different domain
decomposition computing methods have different time, or even
a big difference. Because different domain decomposition
generates different interfaces. Different exchange volume of
data required by parallel computing causes different
communications, and different computing speed. The smaller
the Neighborhood fields and segmentation contacts are , the
faster the computing speed is. Different models of Solution are
suitable for different networks splitting methods, which is in
order to compute fastest. In this paper, the best method of
splitting the network is Cartesian X-Coordinate.

Table 1 Test results in different domain decompositions

PX-C PY-C PZ-C CX-C CYC CzZC

Intercell 1.0 1.0 0.9 0.2 0.9 0.7
Ratio(%)

Interface 4.8 4.8 5.3 1.0 5.3 43
Ratio %

Time 2659 2661 2739 2120 2331 2159
(s)

4.3 Effects of Problem Scale on Parallel Performance

The test result of Test 3 is shown in Fig.4. The same multi-grid
cycle method (V cycle) and area splitting method (Cartesian
X-Coordinate), and different scale of examples cause different
parallel performance. From Fig.4(a) we can see when the
computing nodes are few, the different scale of examples
basically have same speedup ratio; With a further increase of
computing nodes, computing speed and speedup ratio increase,
but the growth trend became smaller; the smaller the examples
scale are, the smaller the parallel speedup ratio is.

Fig.4 (b) shows that, with the increase of the number of
computing nodes, the parallel efficiency reduced; Different
sizes of examples have different parallel efficiency. This is
because in the message passing model of parallel
processing, the amount of computation and communication and
relationship between them plays a vital role [4]. With the
increase of CPU in computing, CPU utilization and the
corresponding computing load on it reduce, but communicating
expense on parallel computing increases. Therefore, with the
increase of computing nodes, parallel efficiency reduces. For
examples of different scale, the relationship between the
amount of computation and communication is different and
therefore parallel performance is different too.

Fig.5 shows the Comparison of PEM Fuel Cell module speedup
ratio, basic modules accelerate ratio[3] in Fluent and ideal
highest speedup ratio when they are in the same multi-grid
cycle method (V cycle) and grid splitting method (Principal
Axes). PEM fuel cell module parallel speedup ratio is smaller
than the speedup ratio without that module in Fluent, moreover,
both less than ideal speedup ratio, and with the increase of
computing nodes the difference increase. The ideal situation
has overlooked the influence of the data communications, and
PEM Fuel Cell module increase the equation, so computation
and communications are greater than the basic module in
Fluent.
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From the comparison of the test results with the Benchmark
data[5] provided by FLUENT, we find the parallel efficiency of
The test is below Parallel efficiency of DELL
POWEREDGE 1750 which the company releases. It shows
that further optimization of the test environment is needed.
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5. CONCLUSIONS

1) The V cycle has the highest computing speed and best
parallel performance in the multi-grid cycles of Fluent
software.

2)

3

4

The best way for domain decomposition is trying to
produce minimum interfaces between the divided regions,
so the shortest time will be needed for communication to
solve the problem.

Since more unknown variables and communication occur
in PEM Fuel Cell module, its parallel performance is not
as good as basic modules of Fluent.

In order to achieve greater parallel speedup ratio and
solving speed, further optimization of the communication
between nodes and expansion of DELL HPCC are
needed.
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ABSTRACT

In shallow water costal areas, to enhance bottomed targets
detection performance, a computationally efficient adaptive
beamformer based on inverse QR and recursive least-squares
(RLS) is developed under Fourier transform framework, for
standard hexagonal array implementation. The IQR-RLS
algorithm has good numerical stability and can be mapped onto
coordinate rotation digital computer processor-based systolic
arrays, which is suitable for real time applications. Using the
proposed scheme to construct beamformer, which reduces
computational complexity significantly and offers better
converge rate. The simulation and test results demonstrates
the algorithm improves reverberation suppression ability. It
improves SNR about 2dB of bottom target detection in
reverberation limited area.

Keywords: Active Sonar, Hexagonal Array, Beamforming,
Hexagonal FFT, Inverse QR-RLS Algorithm

1. INTRODUCTION

Active sonar involves transmitting an acoustic signal from a
source and receiving reflected echoes from the objects of
interest, and uses the acoustic signals propagated through the
water to detect, classify and localize underwater objects, even
to classify marine sediment [1]. Beamformer is the core
component of sonar signal processing system. Recently
implementing beamforming efficiently becomes an important
problem especially in large aperture sonar systems, hexagonal
planar array, and 3-D array. The implementation of adaptive
beam forming algorithms turns out to be a challenging
computational problem due to the high data rate requested and
to the ill-conditioning of the interference covariance matrix in
typical sonar scenarios. Not surprisingly, the problem
motivated the development of systolic algorithms and the
investigation of mapping strategies on different parallel
computing architectures[2-3].

These sonar array technologies face difficulties, such as low
fault tolerance due to computational complexity not readily
supported in real-time conventional means that may be
overcome with the use of parallel and distributed computing
(PDC) technology[4-5]. These challenges in achieving critical
levels performance and reliability are particularly difficult to
overcome for systems employ high-fidelity beamforming
algorithms and must process data from a large number of
sensor nodes.

A systolic array for MVDR adaptive beamforming based on
inverse QR(IQR) is presented to implement with CORDIC
(co-ordinate rotation digital computer) cells [6]. Li proposed a
blind beamforming algorithm based on high-order cumulant

* the project supported by China Jiliang University(XZ0513) and
partially National Natural Science Foundation of China (No.
50676088)

and neural network, and neural network can operate in parallel
structure[7].

Since beamformer is a computation intensive algorithm, some
research has concentrated on exploiting constructing fast
processing techniques necessary to meet computational
requirements of real-world applications[8]. The RLS algorithm
offers better convergence rate, steady-state mean square
error(MSE), and parameters tracking capability over the
adaptive LMS based algorithm. But, RLS filters have been
impeded by unstable numerical performance and high
computation cost[9], and its performances will seriously
degrade due to finite-word-length effects[10]. To circumvent
the above difficulties, a numerically robust and
computationally efficient procedure to compute the adaptive
filter output is known as QR- decomposition. A further
advantage of the QR method is that it has a high degree of
inherent parallelism which can be exploited to speed up the
computation. The triangular systolic array for space-time
adaptive processing(STAP) is called IQR and promises an
additional decrease of the required computational power[3]. It
achieves greater improvement of reducing the computational
requirements of the triangular systolic array. Then, RLS based
on IQR (IQR-RLS) algorithm is also presented[11], which is
the most promising RLS algorithm because it possesses
desirable properties for parallel processing.

In this study, a novel hexagonal array(HA) adaptive
beamformer using IQR-RLS algorithm implementation under
Fourier framewrok is proposed. The algorithm performance is
tested by simulated test and lake trial data. It owns high
parallelism, suppress the reverberation and meets computation
cost requirements of real-time implementation

2. HEXAGONAL ARRAY BEAMFORMER

The motivation of designed HA for the deployment of broad
active sonar system is their potential to enhance bottom and
buried object detection performance in ocean costal areas. The
HA has the best steerable characteristics, and it is the optimal
sampling strategy for circularly band limited signals.
Hexagonal sampling allows for 13.4% fewer samples than
rectangular sampling. Moreover, HA owns vertical spatial
resolution[1][11].

2.1 HA Conventional Beamformer
The conventional beamformer(CBF) under Fourier transform
framework supplies a quickly, efficient method for real-time
implement in practice. In Fig.1, we show a finite area sequence
corresponding to one of hexagonally periodic sequence.
Discrete fourier transform of hexagonal sampling signal (HDFT)
and hexagonal fast Fourier transform(HFFT) were firstly
proposed in reference[11]. The discrete hexagonal Fourier
transform is shown as Eq. (1):

o (2m -0, )2k, wn%wm)}

X(kl,kz):ZZx(nl,nz)e[ 3N
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where u,=cos0, u, =cos®, 6 is incident signal elevation angle,
@ is incident signal azimuth angle, 4 is wave length.

The CBF of regular HA is written as:

y= z z x(n,,n,)exp {_jZH%[g nu, +(n, - %)ux]} @)

To wid.e-band signal, we modify the narrow band model and

use correct terms to guarantee the beam with different

frequency f'and wavenumber & point the same bearing angle.

Slmzkl.(fm_f;;)//;;, sZmsz(fm_fp)/.fp

where p means reference frequency. To a random frequency f,,

(k1,k>) directs the same spatial cosine u,,, u,,. The Eq. (1) is

written as:

X(kk) = g HDFT(x(m)) +%
3N

. - 3)

HDFT(GXP{_J.[EQM —m)(28,, = S,,)+ N”zszm]})

where ** denotes hexagonal two-dimension convolution. So
there exists a fast algorithm HFFT to improve computation
efficiency. The array beamforming response V can be expressed
in vector form as:

_ o dA3 n,
V("p”z)—exp{jzﬂz[TnzupL(nl 2)%]} “)

From Fig.1., the HA element coordinates in non- orthogonal
axes is (ny,nm;). The V(ny,n,) has the similar structure with
HDFT.

3. ADAPTIVE BEAMFORMING OF HA

3.1 MVDR Beamformer

The objective of beamforming is to resolve the direction of
arrival of spatially separated signals within the same frequency
band. The sources of the signals are located far from the sensor
array. Therefore, the propagating wave is a plane wave and the
direction of propagation is approximately equal at each sensor.
We also neglect the effect of multipath propagation caused by
reflection. The sensor outputs are multiplied by the weights and
summed to produce the beamformer output. The beamformer
output is a spatially filtered signal with an improved SNR over
that acquired from a single sensor: minimum variance
distortionless response (MVDR)[1].

The signal model as receiving array data include: desired signal
s(n), interference i(n) and w(n) white Gaussian noise. It is
presented as:

X(n) =8(n) +X,..,(n) = V(K,)s(n) + Y V(K )i(n) + W(n) (5
MVDR stems from minimizing the array’s overall output power
(i.e. variance) whilst preserving the target signal impinging
from the desired look direction.as measured in the direction of

the wanted signal, may be described simply as a measure of
signal-to-noise-plus- interference ratio (SNIR).

H 2 2| H 2
lc”s(n) o2l v(k,)
SINR,, = =
Ellc"x,,,m[ 1 CRwC
2. . . . .
where o5~ is signal power, R, is covariance matrix of

interference plus noise.

3.2 Sequential MVDR Algorithm and Performance
The adaptive beamforming with MVDR is divided into three
tasks. The first task is the averaging of the CSDM. The second
task is matrix inversion, which inverts the exponential average
of the CSDM. The third task is steering, which steers the array
and calculates the power for each steering direction[5].

The averaging task consists of n° complex multiplications and
additions followed by »’ divisions, to compute the estimate of
the CSDM, which results in a computational complexity of
O(n’). The number of operations required in estimating the
CSDM could be reduced by making use of the Hermitian
property of the CSDM. However, the computational complexity
of this task would still remain at O(#’)[14]. The inversion
algorithm we use for the matrix inversion task is IQR-RLS. The
steering task is responsible for steering the array and _nding the
output power for each of the steering directions. The main
operation in the steering task is the product of a row vector by a
matrix then by a column vector, which results in O(n?)
operations. This operation must be performed once for every
steering direction, which increases the execution time linearly
as the number of steering directions increases.

3.3 HA MVDR Beamformer
The MVDR beamforming outputs of HA is:

v (uu,
() = Cx(m) = — (u,ilul)
v (u,u )R V(u,,u,,)

i+n

R..X(n) (6)

Covariance matrix R, is positive define Hermite matrix,
Cholesky decomposition is used to gain Eq. (7):

P. =R =[RLR, I =RLR ()
Then weight vector C of HA MVDR s written as :

__ RORIMwow) _RLRGV@W) o
VI DRRENVG ) N ()R

Based on Eq.(6), the hexagonal FFT MVDR is concluded,
v (ur,uy)lfi’1 fi;’ix(n) _ v (u,,u,)Z(n)

— it"_ = — )
V”(ux’u_v)RilnRif»[xV(uxr”y) ‘V]-I(u',(,uy)F(l ?

y(n)=

i+tn

3.4 Adaptive Beamforming Based on IQR-RLS

To RLS adaptive beamformer, its weight vector C is written as
R En)li’fi (n)v(n) (10)

VI (R (MR (m)v(n)

Iterating weight vector ¢ to update R7'(n) or R(n) with

numerical stability is the key point. Conventional RLS
algorithm becomes numerically unstable when R(n) losses its
Hermitian symmetry. We need not calculate inversion of matrix

R7'(n) . There exists a unit orthogonal matrix Q(K) meets Eq.

Crls (n) =

(11) requirement.
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The Eq. (11) shows, to update R™"(n) from R (n—1), we
need to search unit orthogonal matrix Q(n) and make
elements of Q’H(n—l)x(n)/\/z are zero. The IQR-RLS
initial value is R™(~1)=87"l . The IQR-RLS is used to
implement optimum beamforming.

|

Fig. 2. RLS-IQR array structure

The RLS-IQR array is schematically represented in Fig. 2.
where ¢ is least squares residual. The triangular array computes
the matrix-vector v=—R"x* from right to left and passes the
resulting vector vV to the left-hand column[3], [6]. The latter
generates the rotation parameter and feed back to to the
triangular array to update —R”. Similarly, the bottom row
calculates the predicted residual e=y-x"w , and pass it to the
processor in the lower-left corner, which generates the
parameter &0 and feeds it back to the bottom row for weight
update, according to Eq. (12).
w(n) =w(n—1)—&(n)eu(n)/ 5" (n) (12)

Note that therc are two computational steps taking place on the
RLS-IQR array: matrix-vector multiplication, which proceeds
from right to left, and triangular update, which proceeds in the
opposite direction. The IQR array still offers pipelined weight
extraction using roughly half the number of processors but with
more complicated interconnections owing the presence of
contraflow[3].

A novel fast algorithm: combined HFFT-RLS with IQR-RLS is
proposed in this study. Because using IQRD-RLS algorithm
directly update R'(n)’ s Cholesky decomposition Ril(n).
Therefore, output of HFFT IQR-RLS adaptive beamforming is
_ HDFT(Z(n))

B |HDFT(F~2’1(n))|2 ()

where Z(n) =R (n)X(n) . Using IQR-RLS algorithm to
update covariance matrix R™'(n), the R(n) satisfy positive
definite Hermite characteristic. This method owns good

numerical stability and high computation efficiency, compared
with HFFT CBF.

3.5 Complexity of HFFT IQR-RLS Algorithm
Most of the computations in beamforming consist of vector and
matrix operations with complex numbers. The number of

complex multiplication of beamforming involved has main
effect on computation speed. To narrow-band signal, a regular
HA at horizonal direction has maximum element N,, the total
elements of array is N=1+3(N,>~1)/4, each side of hexagon
owns elements is Ni=(N,+1)/2.

To form 3N? beams, CBF needs real number multiply
operations 3N**3N*=9N*, this is a most intensive stage with
O(N*) complexity, while HFFT beamforming algorithm just
needs Nlog,N operations. The number of multiplication
operations required to generate the beamforming output
increase rapidly.

If RLS beamforming to form 3N,” beams, it will require N° +
N 43N, (N*+2N) complex multiplications. ~While, HFFT
IQR-RLS just needs N° + N° +3N,>+(9N,*logoN,+8N,?) (N +1)
complex multiplications. To 91-element HA(N,=11), number of
complex multiplications is reduced about 60%.

4. SIMULATION TEST

To evaluate the proposed method of nulling-steering and
interference suppression capability of beamforming algorithms.
In simulation, a standard HA with 91 elements (interelement
=0.1m), input signal is sine signal, cosine of DOA is u,=0, 1,0,
and SNR=20dB. The received signal in each hydrophone
consists of a desired signal in the presence of a interference
from incident angle ©,=0.5, 1,=0.5 and white Gaussian noise.
interference and noise ratio(SINR) is 60dB. Consider a
narrowband array with N isotropic receiving sensor elements.

After 1000 times iteration, the beampatterns of HFFT CBF and
MVDR is shown in Fig.3 (a-b). From the simulation test, it
turns out MVDR beampattern keep the high main beam and
low side—lobe spatial response. It has the good null-steering
capability. But HFFT CBF beampattern exists high grating lobe,
mean weight vector w doesnot converge and loses numerical
stability.

Beampattern(dB)

e T
uy

(a) HFFT CBF beampatteﬁl

To examine the capability of interference suppression, the
results in terms of nulling capability, are shown in Fig. 4. The
HFFT IQR-RLS algorithm outperforms the HFFT CBF. The
simulation condition is the same as the Fig. 3. The SNR=20dB,
and a stochastic interference incident angle (1,~0.46, 1,=0.51),
SINR=60dB. HFFT IQR-RLS BF can identify the target signal
and disturbance(in the dashed circle), while HFFT CBF is not
able to differentiate target and disturbance signals, target source
is covered by strong interference.
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(b) Hexagonal array MVDR beamformer
Fig. 3. HFFT CBF and MVDR of HA
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(a) 91-element HA HFFT IQR-RLS BF results

9

(b) 9l-element HA HFFT BF results
Fig. 4. Comparison of HFFT-IQR-RLS and HFFT CBF

Uy,

5. ANALYSIS WITH REAL DATA

During a recent lake trial, data were gathered for off-line
beamforming analysis. The equipment used consisted of a
receiving hexagonal array(91 hydrophones) within the circular
area (radius is 0.5m). Bottomed target conducted in
reverberation-limited condition. Transmitted LFM signal: band
width 5-10kHz, pulse delay is Sms and sampling frequency is
50kHz.

The outputs is normalized cumulative energy, and axis of
abscissa is u, (after sampling conversion), vertical coordinate is
uy. The true target location(0,®) is (67°, 333°). The Target is
marked in the dashed ellipse area. The Fig. 5(a) presents HFFT
CBF results and Fig.2(b) presents HFFT IQR-RLS
beamforming results. From Fig. (b), the target signal is
seriously interfered by bottom reverberation. The target

location is not obvious, while in Fig. (a), the target location
area’s energy is enhanced, the corresponding location exists
bright speck. The bright spot outside of the circle area caused
by the reverberation in the main beam bin of beamformer,
because test is conducted in reverberation-limited area. The Fig.
5(a-b) shows output presentation for the bottom target echo
HFFT IQR-RLS. The bright spot out of the dashed epplise is
caused by the reverberation in the beamformer main beam.
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(b) Outputs of HFFT CBF
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(b) Output of HFFT-IQR-RLS beamforming result
Fig. 5. HFFT-IQR-RLS results comparison with HFFT CBF

On the whole, MVDR beamforming based on IQR-RLS gains
high space resolution to improve the target localization
accuracy and effectively suppress strong reverberation. The
SNR is improved about 2dB of the proposed adaptive
beamforming algorithm, compared with CBF.

6. CONCLUSIONS

An adaptive beamforming algorithm based IQR-RLS under
Fourier framework for hexagonal array is presented. In the
iteration decomposition, the sequential workload is divided into
the number of processor stages and these stages are overlapped
in execution by pipelining. Including its simulated and lake test
results. The authors concluded:

(1) Expressed adaptive beamforming of HA under Fourier
framework, and their computational efficiency improved
and easy to perform in parallel algorithm.

(2) Beamforming IQR-RLS algorithm under HFFT which
reduces computational complexity significantly as well as
guarantees numerical stability to implementation in
practice.

(3) It enhances detection performance in reverberation-limited
area, The SNR of beamforming outputs improves about
2dB. By taking advantage of the proposed algorithm
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parallelism for in-array sonar processing, the techniques
can be applied to more advanced beamforming algorithms
such as match-field processing.
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ABSTRACT

In many real-life problems, objectives under consideration
conflict with each other, and optimizing a particular solution
with respect to a single objective can result in unacceptable
results with respect to the other objectives. A reasonable
solution to a multi-objective problem is to investigate a set of
solutions, each of which satisfies the objectives at an
acceptable level without being dominated by any other
solution. In this paper, an overview and tutorial is presented
describing genetic simulated annealing agorithm (GSAA)
developed specifically for problems with 0/1 knapsack
problem. Experimental results have shown that GSAA is
superior to genetic algorithm (GA) and simulated annealing
(SA) on performance.

Keywords: Multi-objective Optimization, Genetic Simulated
Annealing Algorithm, Genetic Algorithm, Simulated
Annealing

1. INTRODUCTION

The objective of this paper is present an overview and tutorial
of multiple-objective optimization methods using GSAA. For
multiple-objective problems, the objectives are generaly
conflicting, preventing simultaneous optimization of each
objective. Many, or even most, rea engineering problems
actually do have multiple-objectives, i.e.,, minimize cost,
maximize performance, maximize reliability, etc. These are
difficult but realistic problems [1]. GSAA is an optimal
algorithm combing GA with SA that is particularly well-suited
for this class of problems. GSAA are customized to
accommodate multi-objective problems by using specialized
fitness functions and simulated annealing to promote solution
diversity.

In this paper a GSAA for solving complex multi-objective
optimization problems precisely and efficiently is presented
based on GA and SA. The experimental results show the
superiority of the QGSAA in terms of optimization quality,
efficiency. The organization of the remaining content is as
follows; in section 2 is the definition of multi-objective
optimization problem, in section 3 GSAA is proposed, in
section 4 is the feasibility analysis of GSAA, in section 5
simulations on 0-1 knapsack problem is carried out to
investigate the effectiveness of the GSAA. Finaly we end
with some conclusions in section 6.

2. THE DEFINITION OF MULTI-OBJECTIVE
OPTIMIZATION PROBLEM

In the multi-objective optimization scenario there are m
incommensurable and often conflicting objectives that need to

*This paper is supported by National Natural Science Foundation of
China (Grant No. 60473085)

be optimized simultaneously. We formally define the MOP as
follow [2]:

Definition 1(Multi-objective Optimization Problem (MOP)).
An m-objective optimization problem includes a set of n
decision variables X = (Xyr Xy X)) » & St of m

objective functions F = (f,, f5,..., f,,) . ad aset of k
congtraints C = (¢,,¢,,...,c,) -The objectives and the
constraints are functions of the decision variables. The godl is

to:
Maximize/Minimize: 7 (X ) = { £,(X), f,(X)s.es fo (X)} 5

Subject to the constraints: (X) ={¢,(X),¢,(X),.¢, 9} <@..,0.

The collection of decision variables (X) constitute the
decision space. The set of objective values (F) form the
objective (solution) space. In some problem definitions, the
constraints are treated as objective functions, the objectives

may also be treated as constraints to reduce the dimensionality
of the objective-space.

3. THE GENETIC SIMULATED ANNEALING
ALGORITHM

Genetic algorithm (GA) is efficient heuristic search methods
based on Darwinian evolution with powerful characteristics of
robustness and flexibility to capture global solutions of
complex optimization problems [3]. Although GA has a
powerful quality of global search, it is liable to raise the
problem of prematurely convergence in the practical
application, and has low search efficiency in the late evolving
period [4, 5]. SA originations from the method of the
statistical physics and first employed by Kirkpatric to solve
the optimization problem, on the other hand, has a more
powerful local search ability, but it depends more on
parameter. GA is weak in local search but powerful in global
search while SA isweak in global search but powerful in local
search. Thus, GSAA can greatly enhance the running
efficiency of algorithm and its solution quality by fully
combining the advantages of GA and SA.

The Solution Process of GSAA as follows:
(1) Generate the initial annealing temperature 7. , the

population scale M , =0;

(2) Encode and generate initial population p(s) randomly;

(3) Conduct the operations as follows at the current
temperature T ;

(4) Edtimate the fitness value of each individua in
population P (¢) ;

(5) Make a reproduction process of P (t) to generate the
father population F'(¢)

(6) Make a crossover process of F'(f) to generate the
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crossover population C (t ) ;

(7) Make a mutation process of C(f) to generate the
medium population M (¢) ;

(8) Generate the new population P(t+1)=F(@) U

M (t) . By combining the father population F'(¢) with

the medium population M (¢) ;
(9) When the terminal condition is coincident, the annealing
process  will natural end; otherwise, t=t+1,

T,

t+1

=T x (1-L),go back to (3);
M

4. THE FEASIBILITY ANALYSIS OF GSAA

The following theorems can be achieved by proving the
literature [6] and [7]:

Theorem1.: the well necessary condition for the convergence
of GAGA (Globa Annealing Genetic Algorithm) is to allow
the father population to participate in the competition

Theorem2: if the annealing temperature T, of GAGA

meetsi e'%n < +o » Well the3n, , when nzn,,
n=1

f(p,) isplus limitary below saddle sequence and converge

to global optimal solution, namely

p{lim /(p,) =/} =1.p{lim[p, e M]} =1.M is the

global optimal solution. £ (p ) is the average fitness value

of the population P, f " is the maximum fitness value of the

minimum  subtract value of different fitness value.

Lemma 1: GSAA can converge to the global optimal solution

Proof. In the process of solution, GSAA combines the father
population F, and the medium M, into the next population

Pc:, namely P=F U C. which is a typicd GAGA

algorithm. Hence GSAA can converge to the global optimal
solution.

5. EXPERIMENT AND RESULTS ANALYSIS

The knapsack problem, a kind of combinatorial optimization
problem, is used to investigate the performance of GSAA. The
knapsack problem can be described as selecting from various
items those items which are most profitable, given that the
knapsack has limited capacity. The 0-1 knapsack problem is
described as that given a set of m items and a knapsack; select

asubset of the items so as to maximize the profitf(x) :
S =X e,
i=1
Z , xie{O,l},lﬁiSm

w . x, < C

i i
i=1

Wherex =[x, x, .. x,], p;is the profit of itemi,

W, is the weight of itemi, and C is the capacity of the
knapsack.

For the purpose of comparison, we test the GA, SA and GSAA
on the knapsack problems with 300,500 items, respectively.
the population size consider for GA, SA and GSAA isequd to
100.the initial annealing temperature To=1.

To better evaluate the quality of the algorithm, Em is set as

the relative error which is used to measure the optimal degree
of the agorithms to the problem, and the idea is that the
smaller the value is, the better optimal quality the algorithm

has, E 8 the fluctuation rate which is used to measure the

approach degree of the algorithm with the random initial value
and the idea is that the smaller the value is, the higher
reliability is.

G=C o &

C,-C*
d YT A

E, = x 100%

In the formula, C1 is the actual optimal value attained in the

running process of the algorithm; C* is the anticipant
optimal value of problem. C2 is average value attained by
multi-operation of the algorithmg[8].

Tab.1-2 shows the experimental results of the knapsack
problem found by GA, SA and GSAA within 500 generations
over 10 runs for 300 and 500 items. The major parameters
employed in the agorithm such as the population scale
M =100, the initid annealing temperature 1, =1, the
terminal annealing temperature is O, the crossover and
mutation probability are 0.85 and 0.05 respectively. The
comparisons of best profits and average profits of
population are shown in Fig.1-4.The result show that GSAA
performs well in spite of small size of population, which
yields superior results as compared to GA and GSAA.
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Fig.1. The comparison of average profits (300 items).
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Average profits

Best profits

Table 1. Experimental results of the knapsack problem on Profits
Number of items Profits GA SA GSAA
best 1476.7 1510.2 1523.1
300 mean 1356.5 1385.1 1432.3
worst 1132.1 1268.2 1270.5
best 2720.1 2973.7 3041.8
500 mean 2534.6 2802.9 2885.7
worst 21904 2346.3 2386.2

Table 2. Experimental results of the knapsack problem on Profitson £~ and E ,

, Relativeerror E (%) Fluctuationrate £, (%)
Number of items "
GA | SA GSAA GA SA GSAA
300 0.23 0.21 0.13 0.12 011 0.06
500 0.18 0.17 0.10 0.15 0.15 0.04
100
24900 T T T T T T T -
L GSAA O S 000}
— GA ; : '
200 N : ;é} """""""""""""""" 2900
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Fig.2. The comparison of average profits (500 items)
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6. CONCLUSIONS

Most real-world engineering problems involve simultaneously
optimizing multi-objectives where considerations of trade-offs
is important. In the last decade, evolutionary approaches have
been the primary tools to solve real-world multi-objective
problems. This paper presented GSAA that have great
advantages over traditional methods for solving multi-objective
optimization problems, since they can be applied
simultaneously with integer, discontinuous or discrete design
variables; the experimental results of the knapsack

problem demonstrate the effectiveness and the applicability of
GSAA. Further theoretical analyss of GSAA will be
investigated and eguation of annealing temperature will also be
investigated.
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ABSTRACT

Quantum-behaved Particle Swarm Optimization algorithm
(QPSO) is a new population-based search strategy, which has
good performance on well-known numerical test problems.
QPSO is based on the standard Particle Swarm Optimization
algorithm and the theory of quantum physics. In this paper, we
redlize the paralled QPSO based on the Neighborhood
Topology Model, which is much closer to the nature world.
The performance of the paralleled QPSO is compared to PSO
and QPSO on a set of benchmark functions. The results show
that the parallel QPSO outperforms the other two algorithms.

Keywords: Quantum-behaved PSO, Neighborhood Topology
Model, Parallel Computing.

1. INTRODUCTION

Recently, more and more large-scale engineering optimization
problems impose large computing demands, resulting in the
large requirement of High Performance Computers. But it
can't satisfy all requirements even if we have expensive
hardware. Then Parallel Computing becomes an effective
method for solving the large-scale computational problems
and paralleled GA and SA agorithms have been successfully
applied to solve Combinatorial Optimization problems [1].
Particle Swarm Optimization (PSO) agorithm is a novel
population based evolutionary algorithm, which is originally
introduced by Kennedy and Eberhart in 1995 [2]. PSO has
fewer parameters than either GA or SA agorithms. It aso has
shown to be comparable in performance with GA and SA. In
[3], Sun et al. introduced quantum theory into PSO agorithm.
The experiment results indicate that the QPSO algorithm
works better than standard PSO on several benchmark
functions.

In the paper, we present a parallel QPSO algorithm based on a
revised Neighborhood Topology Model and a novel
constriction parameter of QPSO is proposed. The proposed
algorithm has shown its superior performance on several
benchmark functions than PSO and QPSO.

The paper is organized as follows. In section 2, we introduce
the Standard PSO and QPSO algorithms. In Section 3, we
explain the proposed Neighborhood Topology Model and its
application in the new parallel QPSO al gorithm. Experimental
results are described in Section 4. A conclusion isin Section 5.

2. PSO AND QPSO ALGORITHM

In PSO, the position of particlei at (t+1)th iteration is updated
by the following formula:

vi(t+1) =W*vi(t)+C1*rand(~)*(pi —xi(t))

+C,, * Rand () * (|0g - % (1) @

Xj (t+D)=xj (t)+vj (t+1) @

Where C; and C, are positive constants, and rand (-) and Rand
(-) are two random functions in the interval [0, 1]. X;
represents the ith particle, V; represents the rate of the position
change for particle i. P; represents the best previous position
of particle, Py represents the best particles in the population.
Variablew istheinertiaweight [4].

In [5], Sun introduced a global point caled Mainstream
Thought or Mean Best Position of the population into PSO
that represents the creativity of particle. The algorithm is
caled QPSO and the update formula of particle’s position is
defined asfollows:

mbest:ﬁ(l\z/I Plz(ﬁlg Rz, Fd)) 3
i=1 i=1

Xid =Rid £/8+mbestq —Xig ‘*In% (4)
Rd =¢*Rd +(1-¢)*Pyd ,p=rand () (5)

wherembest is the Mean Best Position of the population, rq , a
stochastic point between Ry and Pad * is the local attractor on

the dth dimension of the ith particle, ¢is a random umber
distributed uniformly on [0,1], parameter M is the population
size and P; is its own best position seen so far of particle i,
which is usualy named as peest . s is called Creativity
Coefficient and u is a random number uniformly distributed in
(0, 1). The QPSO algorithm is described as follows.

Initialize the population
Do
find out mbest using equation (3)
for i =1 to population size M
if ()< Py =min(R) then B =x;

Pg =min(R)

for d=1to dimension DIM
fip=rand (0,1)
fip=rand (0,1)

P=(fig*Rg + fip*Pyq ) /( fig+ fip) (6)
u=rand (0, 2)

if rand(02)>05 Xig :P—L*In(%) @
ese x4 =P+LxIn(¥) 8)

Until termination criterion is met.

3. PARALLEL QUANTUM-BEHAVED PSO
ALGORITHM BASED ON
NEIGHBORHOOD TOPOLOGY MODEL

The QPSO has the characters of lying on less parameter, easy
to be implemented and global search ability. But like many
other evolutionary agorithms, the QPSO algorithm tends to
suffer from premature convergence in strongly multi-model
test problems, which results in great performance loss and
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sub-optimal solutions. This is due to a decrease of diversity in
search space, diversity declines rapidly, leaving the QPSO
algorithm with great difficulties of escaping local minima
Another problem in QPSO is computational cost. With the
dimension of the problem increasing, the population size must
be enlarged to ensure a good performance, which will greatly
increase the computationally expensive.

To solve the problems mentioned above, we propose a novel
operator LBest (i.e. local best solution) to replace the variable
GBest (global best position) and introduce the paralel
mechanism based on Variable Neighborhood Topology Model
into QPSO algorithm. Although several modifications to the
original Quantum-behaved particle swarm agorithm have
been made to improve and adapt it to specific types of
problems, a paralel version of QPSO based on the
fine-grained model has not been previously implemented.

3.1 The variable neighborhood topology model

In the PSO algorithm, each particle records the coordinates
and the best fitness value associate with the best solution that
particle achieved so far, which is called Peest . The PSO
algorithm also maintains the coordinates and the value of the
best solution achieved by the whole population, which is
calledGeest . In our implementation, we use the best solution
within a neighborhood that is called LBest solution and it can be
discovered by inspecting all peest solutions within the
neighborhood.

The Neighborhood Topology Model (NTM) presented in this
paper is a gradually variable neighborhood operator [7]. The
advantage of the NTM is that the subpopulations can search
diverse regions of the problem space. During the initial stages
of search procedure, the particle’'s neighborhood is itself. As
the search procedure going on, the neighborhood is extended
to all the particles, in other words, from LBest t0 GBest .

The proposed algorithm employs the Variable Neighborhood
Topology Model and the whole population is partitioned into
N subpopulations, where N is the number of PUs (Processor
Units). One PU has only one part of particle swarm (the
ideslly size of subpopulation is 1). All the PUs communicate
periodically and exchange theLBest . The communication is a
synchronous voting that the LBest of a subpopulation is
broadcast to all the PUs. In this paper, we employ a ring
structure of NTM that one PU is dlotted 10 particles, the
neighborhoods of particle i are defined asr_n, ... R_1, R

and Ry ... Ryn; At the same time, the processor pu; 's
neighborhoods are defined as”_;, Puj and Py, , . Each

particle stores the Leest position received from other
counterparts in its local memory and each processor stores the
GBest position of its own subpopulation, and then selects a
best one randomly at each iteration to adjust their position
according to the equation (4).

At the beginning of the search, processor O initials and allots
all the particles. Each processor receives the alotted particles
and then evolves independently. At the early stage, the
population diversity is high. As exploration is more
important than exploitation at this stage, the PUs should work
on the local subpopulation independently for a longer period
of time. The PUs communicate each other and exchange
their LBest periodically which follows an exponentialy
decreasing sequence: initially [Mlter/2|, then [MlIter/4|, and so
on, where Miter is the maximum number of iterations. As

some individuals in one subpopulation influenced another to
focus on one local optimum, another part of the population
could search around another. The flow of information from
one part to another is moderated by the necessity of
“persuading” intermediate individuals to search in a particular
area. Once better positions are found in that region, they can
influence their neighbors and all the particles at the end. At the
beginning, the paralel QPSO agorithm based on VNTM
prevent from Premature Convergence by maintaining
“multi-centre of gravitation”. At the later stage, the population
converges to a number of different LBest . Thus, exploitation of
more promising position is needed to avoid unnecessary work
on optimizing the local Geest positions.

Fig.1. LBest Neighborhood Fig.2. cBest Globa Model

Topology Model [9]

We call the proposed Parallel QPSO Algorithm as paralléel
NT-QPSO and the procedureis outlined as below:

3.2 Parallel QPSO algorithm based on the VNTM

Stepl: Initialize population which include M particles with
random X; ;

Step2: Partition the whole population into N subpopulations
with size equal to M/n, and then broadcasts them to the
different CPU;

Step3: for each of the subpopulation, Para do

1) Evaluate desired optimization fitness function of
local population;

2) Find thembest and LBest of local population;

3) Change the position of the particle according to the
equations (6) (7) (8);

Stepd: Exchange the LBest with neighborhood particles and

replaceit’snumif LBest better;

Step5: if (tisreached N or LBest extend to GBest )

Gather all LBest ;
Random choose LBest of local subpopulation;

Step6: exit

4. EXPERIMENTS AND RESULTS

To test the performance of parallel NT-QPSO algorithm, three
benchmark functions are used. The experiments are
implemented by VC++6.0 and MPI. The number of PC for
congtituting the cluster environment is 2, 4 and 8. Three
functions are Rastrigrin Function, Shaffer Function and
Griewank Function. These functions are al minimization
problems with minimum value zero. Table 1 lists the
initialization ranges and the maximum position values (Xmax)
for al the functions. The fitness value is set as function value.

We had 40 trial runs for every experiment. The results of the
averaged fitness value for 40 runs are in table 2 to table 5.
Different population sizes M are used for each function with
different dimensions. The population sizes are 40 and 80. The
maximum iteration is set to 1000, 1500 and 2000
corresponding to the dimensions 10, 20 and 30.
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Table 1. Benchmark functions and parameter

Functions Benchmark functions Init’iQaJization Searc_h
ange Domain
n
Rastrigrin | Y (%% —100cos(27x)+10) | (256,5.12) 10
i=1
criewak | 2 %0 a2 oo™ | (300,600) 600
a0, | =R
R 2 y2y\2 _
Steffers [ 0.5+ (SNVX ~Y ) -05 (30,100) 100
(1.0 + 0.001(xZ + y2)!

Table 2. Results of Rastrigrin function
Parallel NT-QPSO
M | DIM | Gmax | SPSO | QPO [5e55~ T acPu | 8CPU
10 1000 3.5978 3.5685 3.3469 2.4073 2.3984
20 1500 16.4337 | 11.2532 | 10.3829 | 8.9475 7.7643
30 2000 37.2796 | 23.1281 | 18.4926 | 16.7216 | 15.9981
80 | 10 1000 2.6047 2.1445 0.72165 | 0.57403 | 0.41028
20 1500 13.5826 | 10.2798 | 4.02859 | 2.67977 | 1.9943
30 2000 29.2193 | 16.7769 | 10.5321 | 8.2298 6.37712

Table 3. Results of Griewank function
Parallel NT-QPSO
M DIM Gmax | SPSO QPSO 2CPU 2CPU 3CPU
10 1000 | 0.08524 | 0.06912 | 0.06011 | 0.04517 | 0.03702
20 1500 0.02719 0.01698 0.01499 0.01083 0.01012
30 2000 0.01573 0.01161 0.00961 0.00742 0.00535
80 10 1000 0.07562 0.03719 0.03097 0.02279 0.00205
20 1500 0.02958 0.0175 0.0150 0.0120 0.0097
30 2000 | 001258 | 0.01126 | 0.01011 | 0.0054 | 0.0043

Table 4. Results of Shaffer function

Parallel NT-QPSO
M | DIM | Gmax | SPSO | QPSO [—2oseT = SCP0
2 2000 | 00012 | 0.0018 | 0.0012 | 0.00085 | 0.00063
80 | 2 2000 | 0.0002 | 0.0004 | 0.0003 | 0.00012 | 0.00002

From the results, we can see that paralled NT-QPSO
outperforms SPSO and QPSO when population size is larger
than 20. If the population size is less than 20, the result of
parallel NT-QPSO may be worse than SPSO. The reason is
that the particles can't form a community as there's less
particle for a processor. As the averaged cost time is
concerned, parallel NT-QPSO is the least among the three
algorithms.

5. CONCLUSIONS

In this paper, a new paralledl QPSO based on Variable
Neighborhood Topology Model agorithm is proposed. The
proposed model has the advantages that subpopulations can
search diverse regions of the problem space and globa
convergence is guaranteed. The search ability has been
improved and has fewer chances to trap into the local minima.
The experiment results show that the proposed algorithm
outperforms the standard PSO and QPSO on benchmark
functions, proving its efficiency.
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ABSTRACT

Let G be a simple graph of n order and randomly take
e.e, €cE(G),G-{e,e,] is 2—connected. graph If

f<no>5f-s>"42, then G includes two H-cycles that
2

have no common edges. This paper gives a simple proof of the
theorem (s > 6), and points out that the theorem also holds

when § =4, unless G belongs to a special kind of graph.

Keywords: Graph, Connected Graph, Hamilton Cycle

1. INTRODUCTION

The graph we discussis a simple undirected graph in this paper.
Let G be a graph, denote E.(AB)={weEG) |ueA
cV(G)veB cV(G)} es(AB)= |Es(AB)|, Other symbols

and terms could be seen in literature [1]. Especially, we use
H—cycle to note Hamilton cycle, use H—graph to note

Hamilton graph; useG, to note those graphs which have the
following featuress Vv (G)= XUy , while x={x,,x,,
X, X5 X fs Y =V(G)-X , and G[X] is K; OF K, —x.x,
vyeY , dg(y)>f-42> %Jrz , 3< es(x,Y) Su-5
(i=34,u=V(@G)|

Zhu Yongjin and Li Hao briefly proved the following theorem 1
in literature [1].

Theoreml Let G be a simple graph of n order and randomly

teke e ,e,cE(G), G-{e.e,} IS 2 — connected graph.

If f <n,6>5, f _5>" 2, then G includes two H—cycles
2

with no common edges. Two issues has been pointed out in this

article by Zhu Yongjin and Li Hao: (1) How to simply prove
theorem 1? (2) Istheorem 1 tenablefor §=47?

This paper aims to answer the above two questions.

2. THE SIMPLE PROOF OF THEOREM 1

First of all, introducing some lemmas:
Lemma 1[3] G has H—cycleif and only if G hasH —cycle.

Lemma 2[1] suppose u, v are the disconnected vertex, which
belong to the graph G of n order, note T (u,v)=
V(©)-INo () UNg () U{uvf] T (uv) = {o e Te (uv)
ldg (@) 2| T (u,v) [+ max{2,n—dg(u)-dg (V}} » 1fdg(u)
+dg (V) +| T (u,v) |2 n, then G isH — graph if and only if

G+uv isH — graph.

Lemm3 Let G satisfy the conditions of theorem 1,
X, % eV(G) and d(x,)<o +2(i=1212) , then
xx, € E(G)-

Proof suppose xx, € E(G) ., then d(x,)+d(x,)>

f2%+5+2vand n> f >%+5+2,yields g>5+2,80

d(x)+d(x,)>25+4 , which contradicts d(x)<s
+2(i=12), therefore, x,x, € E(G) - Note X ={veV(G)
lde(V) =0} . Y ={veV(G)|ds (V)= f -6}, and Z=

{veV (G)|5<dy(v)< f-o}.

The simple proof of theorem1(s > 6):
Obvioudy,Vxe X, zeZ, yeYhas xzeE(G), d;(y)=

f-5zg+2,|ZUx k5+1, |Yp n-&-1. Using the

inversion method, suppose that G is not such a graph with the
greatest number of edges in the graphs, which satisfies the
above given conditions, then it could be proved : wu,v

eV(G), uweE(G) has d(u) +d(v) <n+3 (otherwise
suppose a H—cycle of G isC, let g =G-C, basing on
the assumption, G, has the H —path u---v, since
da(u)+da(v)2dG(u)—2+dG(v)—22n , SO
uweE(G,). thus G, has H —cycles , which is a
contradiction. As aresult, G[Y] is clique. Taking C from H
—cycle of G, let G,=G-E(C), and letting G, have the
greatest connected degree. Firstly, to prove G, is 2—
connected. Otherwise, suppose k(G,)<1, letY, =Y U

{VEY*eel(ViY) > 2} ’Yii =?i—1 U{VEY771,6G1 (V'Yii—l) 2
3iz2.v=|J¥,» X=V(G)-Y . Obviousy, V] is 2
i=1

—connected. The following will provethat G[ X]isclique.

If there is x,,x, € X, xx, € E(G), then d (x;) <X|+1
(i=12), basing on lemma3, suppose d(x,)>&+3, then
S+3<dg(X,) < X |+1, 50 | X |> 6 +2, which, obviously,
contradicts |X |- |XUZ [k 5+1. Asaresult, X isacliquein
G.

Furthermore, because G, is not 2— connected, only two

situations will occur as following:
(1) G,is unconnected. G,[X]andG ,[Y]ae two subgraphs. In

this case, |X 5 (because of §>6) , 0 thaatY NX =.



50 The Sufficient Conditions of A Graph with Two H-cycles Having No Common Edges

When YNz =@ , since bot gX] and GY] are clique,
and| X 5, take H—cycle C of G , s0 that|EG()?,Y)
NE(C)z2, basing on the conditions, GlzefE(c)is 2—
connected. Thisisacontradiction.

When Y NZ =@, suppose| X |=k, Obviously,5<k <¢§+1,
IYEn-k . WvxeX has d,(x)<k+1. Since kx5, for
zeZNY ;there must existx e X so thatxz € E(G) Therefore,
dG(z)zf—dG(x)zf—k—12%+§—k+l>%(\Y\+3) :
Thus, G,[Y] is H— connected, and then take C from
H---cycle G, so that|EG()(j)ﬂ E(C)|z2, basing on the
conditions, G,=G-E(C) is 2—connected, which is a
contradiction.

(2) Connected G, has cut —edge e or cut-vertexy, . Now delete
the cut-dege e or cut-vertex v, thus, it could be proved just like
(). Therefore, G, is 2— connected graph. Randomly
take x,e X , yeY , ad check T (x,,y) . Obvioudy,
tgl(xov Y) legl(Xo: y) |S 2.

Since Vu e Ty (X,y) » 8626, so that dg (u)25-2
242t€1(x0,y)+2-

According to lemma2, we could know x y e E(G,), SO
GlY UX] is cliqgue, therefore, for vyeY
dg (y)2n-8-1;for ¥xe X, dg(x)= n-2-1, Thus,
dﬁl(x):n_l' Note Z, ={ze€Z |4 (z)>5+3» According
to Lemma3, we know G[Z —Z,] isclique. For VzeZ,yeY,
we have dg (2)+dg (y) 26 +1+n —5—-1=n . Therefore,
yzeE(G,). as aresult, gyyzyx; is clique vuez-27,,
veYUz,UX , since G[z-Zz] is clique =0
that t (u,v) =T, (uv) €2, adV weTg (u,v) . thus, we
have dgl(w)za_zz 42t€1(u,v)+2~ According to lemma2,
we know yy e E(G,), S0 (31 is a complete graph. Basing on
lemmal, we can get that G, has H —cycles, which is a

contradiction. As a result, G has two H—cycles without
common edges.

3. THE SITUATION OF =4

Theorem 2. Suppose G is a simple graph of n order, and

ve,e, € E(G),G —{e,,e,} is 2—connected graph. If f <n,

s=4f>N,g, then G includes two H-—cycles without
T2

common edges, unless G belongsto G, .

Proof Takex, eV (G),d¢ (X,) = 4, Ng (X,) ={X.,X,,
X3, X4} Y =V(G)— Ng (%) ~{x;} - Obviously|Y = n—5,
vy eY ,wehave do(y)> f _42%+2, Similar to the

above simple proof, we suppose G[Y] isclique. According to

the condition, N (x,) hasat most 3 nodes whose degree are
4.

(1) do(x)=4,d;(x)=5 (i=234)

If VX e{X, X, X,}  wehave xxeE(G),since d(x)=5
(i =3,4,5), and according to connected conditions, there at
least exist y,,y, €Y, sotha x,y,,x,y, € E(G), make the
H—cycleof G, H, : Y,X,X XsX, X, Y, Y, According to 2—
connected  features,
X3Y5, X, Yy €E(G,) » ad G =G-E(H,) (Suppose). When
%% € E(G) » obviously, we can get H-—cycle of G,

there exist y.,y,eY , so tha

H, © XX, XoX5Y5 - - YaX X sWhen x,x, € E(G), since f >13,
there exists at least ore node whose degree (in G) is not less
that 7 inx,,x,. If eGl(xa,Y)zl, eGl(x3,Y) >4, then, it is

easy to make the H—cycle of G,.

If there at least existx,x, € E(G), G[Y U{x,}] is clique.
Now make the H—cycle of G , H,:y,X, XXXV, Y,
Similarly, it is not hard to prove based on the connected

conditions.

(@ dg(x)=5 (i=1234)

If there exists X, , such that X%, € E(G), similar to (1) it is not
hard to prove. So suppose N, (X,) is independent preset
among G, since f >13, suppose d(x)>7 (i=234) ,
d(x)>5, randomly take H—cycle H, of G, let
G, =G-E(H,) . then there at least exist 4 nodes in Y,
dg,(y)22n-5 . yE(G,) (i=234) , then
dg (y)22n-3. Futhermore, xy e E(G,). Xy € E(G,).
itisnot hard to make H—cycle of G, .

() ds(x)=4, ds(x)>5 (1=123)

Now N (x,)—{x,} is clique in G. From the connected
conditions, for vx e{x,, x,,X,} , we have xx, € E(G), then
G[Y U{x,}] is clique. According to the conditions, there
mustexist Y, €Y ,sothat xy, € E(G)(i=123). Thetwo
Hamilton cycles that have no common edges of G are
X XgX X5 X350 -x4andy1xlx3xox2 YooY

(@) dg(x)=ds(x,)=4ds(x)=5 (i=34)

If Wxe{x, %} X e{X; X}, wehave xx"e E(G).Now
G belongstoG,, . Obviously, there is no two H—cycles that
have no common edges. If there at least existsx,X, € E(G),

theny J{x,} iscliqueinG, whend_(x,) > f _42%+2,

G[Y U{x,,%,}] isclique. Now becausex,x, € E(G), there
existsy, €Y , sothat xy, e E(G). Itisnot hard to make two

H—cycles that have no common edges.
Whend (x,) < f —4,Ng(x,)—{x} iscliqueinG. Then
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y,eY ,asaresult, xy e E(G);if

VX €{X,, X}, VX €{y,,X,} , wehave xx' cE(G), thenwe
can make two H—cycles:

VX XaXoXoX g+ Vs X XXy X X5 Y, - -+ X, - It is not hard to make
two H—cycles without common edges in other situations.

4. CONCLUSIONS

Hamilton Cycle was hamed for problems of traveling the world
proposed by Hamilton in 1856. At present, we have achieved
several necessary and sufficient conditions about Hamilton
graphs while we have not got “if and only if” conditions about
it. It is a hot topic in this field. The two problems proposed in
literature [1] have been answered in this paper, which plays a
fundamental role for studying Hamilton problems, and has the
potential for computer applications.
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ABSTRACT

The immune system has a lot of features, such as diversity,
distribution and self-organizing. In this work, we present two
new improved algorithms based on Steve's study. Our
algorithms can improve the rea-time response speed of
Steve-algorithm largely. Finally, we aso show experiments in
which the proposed method provides a better recommendation
performance on Moviel ens data set.

Keywords: Immune System, Collaborative
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Filtering,

1. INTRODUCTION

With rapid development of the Internet, E-commerce is
becoming an important commerce pattern. How to offer more
personality service and how to improve customers’ satisfaction
to the website, witch is an important problem every
businessman has to solve. Fortunately, recommender system in
e-commerce just is abest way of al. Recommender systemisa
kind of individual information filtering technology, and it is
also a synthesis of the knowledge or technique of Statistic,
Artificia Intelligence, Data Mining and Psychology. It can
forecast user’ sinterest by analyzing his visiting behaviors.

Now there are many examples of recommender applications in
the world, such as recommending products at Amazon.com . At
the same time, many scholars develop a great deal of new
approaches on this research area, for instance content-based
recommender algorithm, rule-based recommender algorithm,
collaborative filtering recommender agorithm, and so on.
Collaborative Filtering is one of the most important algorithms
among them, and it is used both in the industry and academia
widely.

Computation bionics is becoming a study hotspot on the
research area recently. It can be used to solve some special
problems or to improve existent algorithms, and both of them
are all very successful. Specialy, how to make some existent
algorithms more intellective by introducing the theory is the
study emphasis now.

The work is based on Steve's study (Steve & Uwe, 2002), and
we present two methods to improve his agorithm. The
experiment result shows our methods enhance its whole
capability. The remainder of this paper is organized as follows:
In the next section, avery brief overview of the immune system
is given with particular emphasis on those features that we
intend to exploit here. And we aso introduce some basic
knowledge of collaborative filtering recommender a gorithm.
Section 3 wills describes our methods in detail. The following
section shows and analyses our experiment result.

2 OVERVIEW OF THE BASE ALGORITHMS

2.1 Artificial Immune System

The human body is protected against foreign invaders by a
natural immune system. The AIS (Artificial Immune System) is
inspired by it, through building a set of distribution system to
solve some difficult problemsin the real world.

The immune system has a lot of features, such as antigens
recognition, diversity, distribution, self-organizing, etc. (Tao Li,
2004). Antigens identifying means the measurement of
relativity of antibodies and antigens. Diversity means
antibodies exist dispersedly in the whole antigens’ space, hence
only a few antibodies can recognize vast antigens. Distribution
means there is not a central supervisor of the whole system, but
each part is an independent unit. Self-organizing means
immune system can adjust itself to a new balance state when
the old balance state has been broken because of some new
antigens.

The idiotypic network theory, introduced by Jerne in 1976
(Jerne, 1974), maintains that interactions in the immune system
do not just occur between antibodies and antigens, but that
antibodies may interact with each other. Hence, an antibody
may be matched by other antibodies, which in turn may be
matched by yet other antibodies. This activation can continue
to spread through the population. However, this interaction can
have positive or negative effects on a particular
antibody-producing cell. This theory could help explain how
the memory of past infections is maintained. Furthermore, it
could result in the suppression of similar antibodies thus
encouraging diversity in the antibody pool.

Farmer set forth his differential equation model of the idiotypic
network theory (Farmer, Packard & Perelson , 1986)

dXi N N n
—L = c[z myXX;— kY myxx; + > muxlyj}szxI
dt j=1 j=1 j=1

(Formula 1)

Where N is the number of antibodies in the network, n is the
number of antigens, x; (y;) is the concentration of antibody (or
antigen), ¢ is a constant, k; is suppression, k; is death rate, mj; is
matching degree of antibody i and antigen (or antibody) j.

Steve and his associates improve Farmer’s model, and describe
the idea of using immune theory in recommender system. The
follow is their amendment equation.

dXi k n
o k,m x,y — nzz M x = kX

(Formula 2)
Where k; is suppression, k, stimulation, k; death rate, x; is the
concentration of antibody i, m; is the matching degree of
antibody i and the antigen, m;; is the matching degree between
antibodies i and j, y is the concentration of the antigen, n is the
number of antibodies.

In this model, after each iteration the immune system will
adjust the concentration of each antibodies in the network,
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according to the antibody and antigens correlation as well as
the correlation between the antibody and other antibodies.
Finally, those antibodies with lower concentration will be
dropped. In thisway, it can implement the diversity of antibody
network by simulating the metadynamics rule of immune
system.

2.2 Collaborative Filtering Algorithm

Collaborative filtering (Goldberg, 1992; Resnick, 1994) is one
of most important recommender algorithms. It tries to predict
the utility of items for a particular user based on the items
previoudly rated by other users. It selects the users that have the
same interest with this user as references. The key of this
algorithm is how to get more accurate neighborhoods of the
active user.

The main steps of this method are: (Emmanouil, 2003)

1. Representation. The input data is defined as a collection
of numerical ratings of m users on n items, expressed by
the mxn user-item matrix.

2. Compute Similarity Value. Confirm the distances
computation function between two users, and get their
correlation value.

3. Neighborhood Formation. Generate the active user
neighborhoods based on his correlation value with each
other.

4.  Prediction. Select appropriate prediction function and use
one item rating of the active user’s neighborhoods, to get
the item prediction rating for the active user.

5. Recommendation Generation.

Whether the correlation value is exact or not is the key of this

method, because it will affect the recommendation quality

directly. We use Pearson Correlation (Resnick, 1994) in this
work.

Z (rx,s _E)(ry,s _E)

seS,y

Z (rx,s _E)Z Z (ry,s _6)2
seS,, seS,y
(Formula 3)
Where S,, is the items which are valued by both user x and y,

sim(x,y) =

. r, .
rys is valued by user x, * is the average value that user x
givesfor al items.

The Prediction Functionis:
> osim(x,y)x (r,; - E)
y=1

P.:E+ j<n

Zn: sim(x,y)

(Formula 4)
Where F’X’i is the prediction result that user x valuesto itemi, n

is the number of neighborhoods of user x.

The essential of recommendation agorithm is how can grasp
user’s interest exactly and make an appropriate decision. The
basic demand of CF algorithm is acquire a set of “perfect”
neighborhoods. Here “perfect” means neighborhoods can
represent all interest area of the active user by and large. So
how to make effects to enhance the diversity of neighborhoods
should be amain purpose to improve.

The idiotypic artificial immune network has some outstanding
advantages on lots of aspects. Therefore we can take advantage

of this theory when we want to find neighborhoods of the
active user. In this way we can get a set of more diverse
neighborhoods. The active user can be seen a antigen, and
others which have been in this system can be seen antibodies.
We can find neighborhoods of the active user by building a
stable antibody network. In this network antibodies are able to
identify the antigen, on the other hands there are a few of
obvious distinctions among them. So this network is diverse.

3. OUR ALGORITHMS

Steve and his associates gave a recommender method based on
immune theory in 2002 (Steve & Uwe, 2002). Their algorithm
can deal with user’s diverse interest, and it can achieve better
prediction result. But it has a serious shortcoming that is bad
performance. Their agorithm must do many complex
calculations to form the antibody network for each active user.
Therefore, with the number of users increasing, its complexity
will go up in exponential growth.

We try to improve it on two aspects:

First, Clustering Immune Network Recommendation (CINR).
With clustering technique, we divide it into off-line modeling
phase and on-line recommendation phase.Second, Parallel
Immune Network Recommendation (PINR). With parallel
technique, we shift it into akind of parallel algorithm.

3.1CINR

The agorithm has four steps:

1. Apply K-means clustering algorithm to group the users.
(Off-line modeling phase)

2. Use those center users of groups as candidate
neighborhoods for the first iterative cal culating.

3. We sdlect severa center users from these candidates, and
combine these groups into a big user aggregation.

4. Apply the agorithm on the new user aggregation again,
and get the final neighborhoods of the active user.

Main procedure:

Apply K-meams clustering algovithm 1o group the users
AafEline calculating
Initiclize ALY with the centers of groups
Encode user jor whom to malke predictions as antigen Ag
WHILE (Reviewers available) Ay
Add next camdidate neighborhood wser as an antibody Ak
Cdcnlate yatching value helween AL end Ag
Cdonlate yatching value hetween Ab cnd other aotibodies
Set all antibodies to initial concentrations
WHILE (Don’t finish iteration calculation)

Ierate ALY
EAD WHILE
Dizlete the Ab with lowest concentration
ExD WHILE AE

Gt K (E<<A) canters ave sivailar 1o the active wser

Combine these K groups into o new usery aggregation (size is L),
and initialize ALY

Apply step S—E again, and get the final neighborhood
ageregation (Fize is )

The analysis of agorithm complexity:

Our focus is agorithm’'s response time, so we will anayze
on-line phase mainly.

Suppose N is the number of neighborhoods, n is iteration time,
m isthe size of AIS.

The time  complexity of Steve-algorithm is:
(N - m)x (2m FNXMX m) . With notation O (Gilles, 2003), it
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is an algorithm of O(Nnmz)-
The time complexity of CINR is:
(K=m+1)x(2m+nxmxm)+(L—m+1)x(2m+nxmxm)

. Because K is less than L generadly, it is an agorithm of
0 (an 2 ) Furthermore, L is far less than N, so its on-line

response timeis far better than Steve-algorithm.
3.2PINR
In Steve-algorithm, the main operations are iteration

calculations, and each step is independent of other steps. Hence,
we apply parallel technology to rebuild Steve-algorithm.

Main procedure:

Group all candidate neighborhood wsers (K subgroups,
Tlen users in each subgroups )
Encode user for whowm fo make predictions as antigen Ag
WHILE [Reviewers cvailable)
Add a group of candidate neighborhood wsesy as
amtibodies Abs
itialize am arvay YPAR] each itern of the array stoves
mcching veldue of an Ab and the Ag (All= Tlen+ Siza QTS
Miticlize cnother crray MPANTIANT ecch item of the
array stores matching value of am Ab and other Abs
FProcess of Each Ab In Fayvallel A8
Calculate matching value between Ab and Ag
store in FRANT
Calculate matching value between Ab and other
Abs, store in MUANFLANT
End Parallel
Synchyonize afl sub-processes
met all aptibodies To initicl concentrations
WHILE {Don't finish iteration calcwlation)
Frocess of Bach Ak  Farallel
Ttevate ALY
End Ferallel
Spnehronize all sub-processes
END WHILE
Delete the Abs with flen lowest concentrations
END WHILE

HEL

82

HE2

The analysis of agorithm complexity:
Steve-algorithmisan agorithm of (N nm?2 ) .

The time complexity of PINR is:
(K=-m+1)x(1+All+n),All =Tlen+n. It is an

algorithm of o (Kn)- (Step S1~E1 and S2~E2 are running

in parallel, so their time complexities are both 1.) Furthermore,
K is far less than N and the algorithm is foreign to the size of
AIS (m), so PINR isakind of algorithm with very fast response
speed.

4. EXPERIMENTS

4.1 Dataset& Evaluation Metric

In order to execute the experiments of this work we used the
origina GroupLens data set (MovieLens). The data set consists
of 10,000 ratings, assigned by 943 users on 1682 movies. All
ratings follow the 1(bad)~5(excellent) numerical scale and each

user was required to express his opinion for at least 20 movies
in order to be considered.

We choose MAE (Mean Absolute Error) as our evaluation
metric. The metric is used to measure the accuracy of
prediction usually. (Herlocker, 1999)

- > ialpi-rl
n
(Formula5)
Where p; is predicted value, r; is actua value, n is the number
of predictions. Better recommender algorithm’s MAE is lower.

M AE

4.2 Result Analysis

Experiment 1:Compare the accuracy of five algorithms.

All  of the results are got in this environment:
Windows2000SP4, CeleronlV  900M, 128MB Memory,
J2SDK_1.4.2.

0. 88

MAE

iRin

CINR  PINR

User— Item— Steve

Based Based

Fig.1. The average MAEs of five algorithms

Fig.l shows the average MAEs of five recommender
algorithms. From this chart we can find those algorithms which
basing on immune theory are more accurate than two
traditional methods. This result proves that it is very important
to build a proper model to show user's diverse interests.
Otherwise, PINR's and Steve-algorithm’'s MAE vaue are
amost equal, but CINR's MAE value is higher. Maybe, the
reason is that clustering operation makes CINR algorithm
losing a few of potential neighborhoods, therefore failing to
grasp one user’sinterest accurately.

Experiment 2:Compare the responses time of two algorithms.
All of the results are got in aLinux Cluster wih 8 PCs.

The configurations of Linux Cluster with 8PCs are as follow:
The configurations of Master Server (acts as Slave Node at the
same time):Fedora Core 5, Pentium IV 3.0G 512MB
Memory(DDR), mpich-1.2.7. The configurations of 7 Slave
Nodes is Fedora Core 5, Pentium IV 3.0G 512MB(DDR)
Memory(named TypeA, 2 PCsin dl)

We use single PC(Master Server) in Steve-algorithm, two PCs
(Master Server and a Type A PC)in PINR(2), four PCs(Master
Server, 2 Type B and a Type C PCs), and 8 PCs(Master Server
and all Slave Nodes).

Fig.2 shows the responses time of two agorithms. Specialy,
response time of Steve-algorithm is a standard score (value is
1). From this chart, we can see PINR(2) is worse than
Steve-algorithm, but PINR(4) and PINR(8) are both better than
Steve-algorithm, especialy PINR(8). The reason is that the
increasing communication time is longer than the decreasing
computation time in PINR(2). We have already made extra
experiment to prove it. Since the extra experiment is beyond
the scope of this paper, it is not necessary to present the result
in detail. Because of the obvious better result in PINR(4) and
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PINR(8), We can make the conclusion that Steve-algorithm is
suitable for paralleling. In addition, comparing the responses
time of PINR(2), PINR(4) and PINR(8), it is decreasing. We
can predict that if we use 16 or more PCs in cluster, the result
will be better.

Time

o o o o
S N s O 0 = N

Steve PINR(2) PINR (4) PINR (8)

Fig.2. Responses time of two algorithms

5. CONCLUSIONS & FUTURE WORKS

It is a hot issues that applying ecologica system agorithm
(such as immune theory and ant colony algorithm et al.) into
computation area now. How to make suitable model to show
the biological characteristics better and to resolve real problems
is the kernel of these researches. In this paper we study the
immune theory in depth and bring up two improved agorithms
based on the works of Steve et a. We gain relatively desirable
results in experiment. In the future we will make an effort to
optimize the algorithm at following two aspects. Firstly,
establish a computer-cluster and transplant PINR into a real
parallel environment. Secondly, enhance CINR algorithm with
demographic data to get better clustering effects.
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ABSTRACT

The component evolving has important meaning to component
reusing. The feature of erupt make the component evolving
involve to the erupting object’s inheritance abnormal problem.
Commence from a relation of component in this text, we
discuss some problem which about the inheritance and
synchronization in component evolving. Carrying on analyze
which about the abnormal problem in component evolving
commences from development pattern. Then a special
interface is the rule to avoid inherit abnormal phenomenon.

Keywords: Component, Inheritance Abnormal Problem,
Evolving-Interface

1. INTRODUCTION

In the component software system, component erupts naturally
as the basic unit. The feature of erupt happened inside the
component and outside, it have the relationship of
synchronization code. Synchronization code constructs the
synchronization constrains erupt of activity between the
interface and component insides. Carry evolving functions on
to thus components that the existence erupts (the interior or
exteriors erupt) feature probably must to modify the original
code. Then the synchronization constrains would be destroyed.
The component will become so difficult to reusing. Holding to
the inheritance abnormal phenomenon from the essence is
basic path that resolves this problem.

2. THE ABNORMAL PROBLEM ABOUT
COMPONENTS EVOLVING WITH THE
INHERITANCE MECHANISM

2.1 The Principle of Software Evolving

Along with the development of technique and demand, the
software system needs to carry on sustain then in its life cycle
of improvement. The software system is becoming more and
more mature along with the frequency of improvement
becoming higher and higher. Then this improvement can be
described as “software evolving”.

2.2 The Component Evolving Mode

The components are developed to catch the need of different
demands, and according to the different hypothesis of the
context The component usually must be rewrite while
applying to a new system, the component that is rewired
becomes a to an another version. The degree to the
comprehension of component structure comes to different way
to component evolving [1].

1) Write box method. The user can get all code of this
component, so component rewritten make it can operator
with the others. This method must modify the source code,
so it will bring in serious problem about maintenance and
upgrade, losing many advantage the component software
have.

2) Black box method. We can get the binary application form
of component only. The component did not provide to
expand the mechanism or APIL.

3) Ash box method. The component provided it with the
extension mechanism or programmable interfaces of the
oneself, but the source code of this component can’t be
modified directly.

2.3 The Abnormal Phenomenon In Component

Evolving With Inheritance Mechanism
The inheritance is a kind of hierarchy relation of the classes.
Generally, the class hierarchy can be seen as a kind of type
hierarchy in the Object-Oriented programming language. Then
the relation of super class and sub class is the same as the
relationship between super type and sub type. The software
which oriented to component beyond to Object-Oriented
software[2], so the component software must be invoke the
inheritance abnormal problem when evolving with the
heritance mechanism. The abnormal problem of inheritance
not only be brought in the OO SE in the general meaning, but
also brought some to component and structure as the
component evolving.

3. THE INHERITANCE OF THE COMPONENT
INTERFACE

We should pay more attention to the interface than the detail
of component in the integration of the component. The
interface is the unique path of exterior and components, so the
component evolves can be seen as the interface evolving. The
component evolving with inheritance method will be
expressed the inheritance of interface.

3.1 Interface Specification

A kind of valid interface specification method is the contract
of the interactive procedure between the client and the server
interface.The contract describe the state of client claim the
server first, then describing the state that the server port carry
the service. The client port established the precondition

before requesting service, service port satisfied the client
request with internal logic depended on the precondition. The
service port must established the postcondition before giving
feedback to client and the client got the service by the
postcondition[3].

The specification of interface is two tuples on the hierarchy of
the contract:

IF :=< precondition ,postcondition >

This condition expression shows the behavior of the interface:

precondition ———ppostconditon

Next is a proof that component behavior equal to condition
operator:
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Table 1 component behavior equal to condition operator

Precondition
precondition postcondition
postcondition
T T T
F F T
F T F
T F F

These values match the feature of condition operator, so the
specification of the interface function is a condition
expression:

Precondition ———— postconditon

3.2 Distinguish the Inheritance Hierarchy as
Component Evolution

The interface is unique interactive medium of the component

and exterior, the component reusing and evolution depended

on interface, so any studies about component evolution with

inheritance mechanism should be start at the heritance of

interface.

In the OO theory, inheritance had two hierarchies: inheritance
and sub typing[3]Inheritance made the modify on the code
hierarchy while the subtyping makes the modify on the
semantics hierarchy. The former is a important way of code
reusing but can't guarantee that the subclass can inherit the
super class’s behavior; the latter requests a certain exterior of
the subtype hold supertype and can be observe the
behavior( or the semantics behavior), in one stage share of
norm. In another word, we should pay more attention to the
semantics reusing but the reusing of code.

Now we can specializes the component as these triple forms:
C:=<CDS,IF, CR >
C: component
CDS: component description
CR: component relationship
IF: interface
So the relationship of C1, C2 can be express as following
from:
Cl= (2 <———> (DSl = CDS2 A IFl = IF2 A
CR1=CR2;

Then the component’s code can’t identify itself, inherence in
component hierarchy should be modify of semantic.
Concreting to the semantics of the interface, it can be seen as
the inheritance of the condition expression:

precondition — . postconditon

4. DEFINE THE ABNORMAL PHENOMENON
OF COMPONENT INHERITS

4.1 Algebras spaces of the component operation
As the description in thesis[3], the operation among
components mainly has these following kinds:

h 4
[ =]

The Call Relation The Condition Relation

RN O

The Cooperation Relation
Fig.1. The component operation

The operation among components is carry out by the interface
in fact, according to thesis[3],it can be specialized into
interface hierarchy:
CLIF: Al ——=> BI;C2IF: A2 ——— B2
Calling: Cl* C2 >
Al N A2 ——» Bl A B2

Condition: Cl—» 2 ——
Al ——p»Bl—p B2
Cooperation:  C1 +C2 >

(Al —» Bl ) A(A12 —»BI12)

In parallel environment, the component operation essence can
be seen as the operation of the Boolean expression of
component interface[4].

The express “IF < precondition, postcondition > is a
specification of interface. Then dom (IF) ,ran (IF) €1U Z,
the I is a space inside the component, the Z is a space outside
the component.

42 The Essence of Inheritance Abnormal

Phenomenon in Component Parallel Evolution
If operation A followed the rule of component construction
and the interfaces

“IF<A , B>"which take part in the operation take the value as
DA,BEIU Z, @C1 A C2=TURE, these component can
be constructed. As the description of thesis [1], component
status which lives inside can’t be seen outside. Then the filed
of interface which take part in the operation only should take
the value as ‘Z’.

Now, the specification of the interface semantics became the
following form:

IF <MAA, t AB> A, L ELAB € Z;

IF: AMANA ——5 1 AB;

We can change the component operation into the following
form by mathematic principle:

Cl A C2=f (A,B) A &(\, n)

f (A, B): Boolean expression with the relationship of A, B
& (M, u): Boolean expression with the relationship of A , u
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The traditional definition concealed the existent fact of the ¢
(A, p) factor in component operation, so the internal semantics
(state) of the component to was neglected. The complete of the
component development process guaranteed that the ¢ (A, 1)
always is true, but as the evolution of component happened,
the interface evolution will make the ¢ (A, p) evolve more or
less. If that happened, the value of ¢ (A, p) may change into
FALSE. Now guarantied ¢(A, p) always had a value of true
is a key job that don’t exist in demand declaration but decided
the future of this system.

When component evolution carried out in parallel way, for
example, there are two components C1, C2, them evolved at
the same time, the operation becoming the following form:

CI'A C2=f (A% B)A(OL(M], ul) Ad2(A2, 1n2)

Then we must conjunction the evolution of the C1, C2 internal
semantics(pl(A1, pl), $2(A2, u2)) together. But the less
coupling and encapsulation of component decision:

(1) It is difficult to get the internal semantic of component or
this function is very difficult.

(2)The phenomenon of the evolution in one component
making other evolutions happened in the other components
will destroy the performance of the strut.

Then the right way to solve component inheritance abnormal
is the improvement of modeling principle in component
development.

5. THE WAY TO AVOID THE INHERITANCE
ABNORMAL PHENOMENON

5.1 The Definition of the Evolving-Interface

The affliction between internal-semantic and
external-semantic brings out the inheritance abnormal
phenomenon. The internal-semantic is encapsulated in
traditional SE theory, so any work to remove these aftlictions
can’t success at all. Today the software process should support
evolution-software-process; the evolving-interface must be
added into component to support the
evolution-software-process. This interface contains some
calling-back methods that had strict defined by the extent of
evolution and the right of modify.

5.2 Separate the Internal Semantics

According to the former description, the component semantics
can mean with the Boolean expression X at last. Then X can be
change into the following form:

>=f (A,B) A o(A, n)

The task of evolving-interface is guarantee & 1(A 1, 1 1) A
®2(A2, 12)had a value of true. Now the granularity of the
¢ (A, p) still too greatly, modify the component semantic
wholly disobey the principle of component evolution. We
need to divide & (A, 1) into two parts: The nucleus
semantics — a;the extension semantics --f. Then‘a’ can’t do
any changes at all while ‘B’ can be modified.

The ¢ (A, p) can change into the conjunctive normal form by
mathematic principle:
d(M, n)= wlIAN©2A03A. . Awn

Thus, the internal semantic which evolving-interface can
influence contained inB. a can’t be evolved at all. The
evolution is carried by the principle of the basic semantics of
component mustn’t be changed. Suppose the occurrence of
inheritance abnormal namely the semantics conflict
probability presents the normal distribution. The a , B can be
divided as the form which showing in following graph to
guarantee the efficiency of the interface:

A

o

v

wl w2 w3 w4 wh w6 w7

Fig.2. The Divid way by semantics of component

5.3 The Work Method of Evolving-Interface

When the inheritance abnormal problem happened, ¢ (A,
p)=a A B and

B =FALSE. The work of evolving-interface is with a factor ¢
and B to make the operation. Then B A 0=T. Thusd (>,
u)= a /A (B Ao) always has a value of TURE. Usually
there are two kinds of operation methods:

(1) Establish the 6 = T, make the Vo = T,

2B —» o = T,

The o is a Boolean expression, it’s concrete form according to
the evolve demanding. If ¢ can operate with the precondition
to get some postcondition to The consistency of the internal
semantics and the function interface semantics. Then factor
¢ is called evolution-pattern-factor.

The specification of evolving-interface likes the following
form:

IFE: = (BAZ, BAo)

The functional specification is:

IFE : BAZ —>» B Aoc. A can be any
combination of Boolean operation.

When then component evolving, evolution process call the
callback-function to evolve the internal semantic of
component by parallel way. Generally speaking, every related
internal semanticist all need to use the evolving-interface to
the consistence of internal semantic and exteriors to prevent
from the occurrence of inherit abnormal phenomenon.

6. CONCLUSIONS

The occurrence of inherit-abnormal-phenomenon is the
conflict between the internal semantic and exteriors. In my
paper, I try to get a mathematic way to release this
phenomenon. Through the component operation of a series,
the inherit-abnormal-phenomenon can be solved by making
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the internal semantic and exteriors got a same value.

In the future, we need to modeling to internal semantic and
exteriors of component delicacy. Then make the component
software process support evolution. Making component can
with a kind of unify of evolution- process model development.
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ABSTRACT

At present search algorithm are designed by the concrete
question, it has to redesign when used in other area. It is not
only waste time and money, but also not assure the accuracy of
search algorithm .Because of that, this paper designs the library
of search agorithm by design patterns based on analyzing
many search algorithm. The library of search algorithm based
on design patterns independent from the concrete application,
and it is effective solve the development of search algorithm.

Keywords: Al, Design Patterns, Template Method, Search
Algorithm, Algorithm Library

1. INTRODUCTION

The main contents of Al (Artificia intelligence) research
include: problem solving, logical reasoning, theorem proving,
machine learning, knowledge acquisition, knowledge
processing systems, natural language understanding, computer
vision, automatic programming and so on. Although there are a
number of artificial intelligence research fields, and each field
of research aso has its own rules and characteristics, it can be
abstracted as a process of problem solving from the process of
they solve practical problems .After analyzing the use of
artificial intelligence research in the problem-solving methods,
it can be found that many methods obtained the solution of
problem by search. So the process of problem solving can
actually be seen as a process of search.

Now, search technology is wildly applied in the different kind
of Al systems. Such as expert systems, natural language
understanding, automatic programming, pattern recognition,
robotics, information retrieval and Game and so on. Although
the search has already been extensive development, most of the
people care the search efficiency of search agorithm, that is
means how to improve the algorithm to enhance the search
efficiency, and it be not pay attention to the intrinsicaly
relation and related research between various search algorithms.
And then, the search agorithms are concerned in the
application of a concrete domain or problem, in other words,
that is concerned how to design and implement search
algorithm to solve the problem. However, in practica
application, the same search algorithm can be applied to many
problems, search algorithm is designed only to consider the
current application areas, it led to the current search algorithm
is designed to the problem with excessive dependence, and it
has to re-design when using search algorithm in different aress.
It can be caused repetitive work, and the design of the search
algorithmisless universal.

2. SEARCH ALGORITHM AND DESIGN
PATTERNS

2.1 Search Algorithm
There are two kinds of search algorithm, blind search and
heuristic search. Blind search also named no-info search, which

only search under the search control strategy set before in the
search process. Blind search is blindness, low effect and not
convenient in work out the complex problem because of it
always run in the route set before and not consider the
characters of the problem itself. Heuristic search also named
info search in which add heuristic info related with the
problem and change or adjust the search direction in the
search process. It is make the search run in the most hopeful
direction, speed up the problem solving and find the best
answer at last. Although heuristic search consider the
characteristic of the problem and use it to rise up the
efficiency of problem solving, also make it easier to work out
complex problem, but it not convenient to abstract the
characteristic and info of al the problems. So even heuristic
is better than blind search, blind search is still a search
strategy used alot.

2.2 Design Patterns

The early 90s of the 20th century, some smart software
developer occasional found architect Alexander’s research
about pattern, which transferred design patterns from
architecture to software. Design patterns bring forward a
universal design solve scheme and give it a systemic name
and dynamical explain aim at the design problems repeat
arise in the object-oriented system, It is a set of coding design
experience conclusion which is repeating used. most people
known. classified. Design patterns' basic thought is separate
the part which is likely to change from the part which is not
change in the programming, try to induce the coupling
between the objects, so when some object changed, it would
not lead to the full change of the other objects. In order to
realize this aim, a common method used in pattern isto add a
middle classes or objects during the classes or objects. This
would make the code extend and maintenance easier and also
make the programming read easier.

3. THE STRUCTION OF THE LIBRARY OF
SEARCH ALGORITHM BASED ON
DESIGN PATTERNS

According to the thinking of design patterns, the structure of
the entire library of search agorithm can be designed as
showed in Fig.1. The bottom layer primarily is responsible
for implementing public operations, namely, the public
interface of the function and class. It is mainly service for
implementing the search algorithm in the second layer.
However, it is considered the current search agorithm
realized isonly a small part of the large search algorithm, not
covers al search agorithms. So the bottom of the interface
functions and classes open can be help for the later
developers develop the search agorithm to meet their
demand, and make it more efficient. It also can be used by
the higher level developer. This greatly increases the library
of practicality and software reuse. At the same time, these
interfaces also can provide not only for the developers to use,
but also the higher level of usersto call search algorithm. The
bottom set of operation contain public operations and relative
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data structure. It is surely the library is only include a certain
amount of algorithm, in order to maintain the algorithm library
in the future, the bottom of these interfaces is also provided for
use by third parties, it can expand the search algorithm, which
includes more search algorithms.

user

4 4

The set of functions of
Other user adding

The set of search
algorithms

A 4
The library of public functions and data
structure

Fig.1. The structure of the library of search algorithm

— -

4.  ANALYZING THE SEARCHALGORITHM

State space search for the basic process, the flow chart show in

Fig.2:

(1) Establish the search graph G which only contains an
initial node Sy, and then Sy Add into the OPEN table.

(2) Establish the CLOSED table, and set to an empty table

(3) Judge OPEN table whether is empty, if empty, the
problem is no solution, failure and exit

(4) If the OPEN table is not empty, pick up the first node of
the OPEN table, and add in the CLOSED table, this node
name as n.

(5) Judge N whether is the target node, and if it is, the
problem has solution, success and exit. the solution of
problem is the path from the graph G along pointer from
ntothe §

(6) Expand n, if its children aren't subsequent nodes of n's
ancestors, and name them as set M, put M’s nodes into
graph G as the Subsequent nodes of n

(7)  The nodes of M have been appeared in seen in the G but
are not in the table of OPEN or CLOSED, set a pointer to
the father node (node n), and add these nodes into OPEN
table; for those have been seen in graph G, determine
whether it is need to modify pointer to the father nodes
(node n) of the target; for those who have previousy G
and the CLOSED table, determine whether they need to
amend the pointer to subseguent nodes.

(8) Re-sort the nodes of the OPEN table by a certain method
or strategy

(9) Gotothethird step

Blind search and heuristic search can be seen as a specia case
of state-space search. The main difference between of al kinds
of search algorithm is the ort agorithm of the nodes in the
OPEN table. If the sort of the OPEN table is random or blind,
the search is blind search. If the sort of the OPEN table is based
on heuristic information or rule sorting criteria, it is heuristic
search.

The difference between BFS (breadth first search) and DFS
(depth first search) is the position of the next sibling in the
OPEN table when extending the node in blind search. The
strategy dealing with the nodes in the OPEN table in BFS is
FIFO and that in DFS is LIFO. OPEN table in BFS is a queue
and that in DFS is a stack. In heuristic search, the difference
between A and A-star algorithm is the different Cost Functions

used to sort the nodes in OPEN table.

Bounded DFS is improved from DFS. Comparing with the
DFS, BDFS limits the searching depth of the node in OPEN
table. In terms of searching algorithm, we can understand the
relationship between blind search and heuristic search as
following: Heuristic search is improved on base of blind
search to enhance the searching efficiency. The more basic
the algorithm is the less data and knowledge needed. The
more complicated the more knowledge and data needed to
develop the efficiency and avoid searching the useless nodes.
So we can draw a conclusion that heuristic search is a
developed agorithm that adding estimate-factor to blind
search to decrease the searching times.

Put S0 into the OPEN table,
and set CLOSED empty

s the OPEN table
empty?
N

Get the first node n out of the OPEN
table and put it into the CLESED table

N

[If the subsequent nodes of n have

been seen in search graph G, add

it into the end of the OPEN table
,and return the pointer to n

Y
Modify the pointer according the

subsequent nodes appear in the
graph G

‘ Resort the OPEN table ‘

]

Fig.2. The base flow chart of state-space search

5. THE DEDIGN OF THE LIBRARY OF
SEARCH ALGORITHM BASED ON
DESIGN PATTERNS

5.1 Template Method

Design Patterns contain 23 kinds of basic design patterns,
including three categories: 1. Creational: abstraction of the
process of class's instantiation of 2. Structural: combine class
or object together to form larger structures 3. Behavioral:
class or object is how to interact and distribute duty. Template
Method is a type of design pattern of Behavioral. Template
Method defines an operation structure of an agorithm, and
some of the operations will be defined in the subclass.
Template Method makes subclass can not change the
structure of an algorithm can be re-definition of the algorithm
of a certain some specific steps. Its structure is shown in
Fig.3:
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AbstractClass

T E— PrimitiveOperaion!

PrimtiveOperation1() L .

PrimitiveOperation2() PrimitiveOperation2()
YAN

ConcreteClass

PrimitiveOperation1()
PrimitiveOperation2()

Fig.3. the structure of Template Method

1) AbstractClass : define one or more abstract operations, so
that the subclass can be implement; and it define a logical
top frame, the logical top component operation is in the
corresponding abstract operation, it will be deferred to
implement in the subclass.

2) ConcreteClass: redlize one or more abstract function which
AbstractClass define, they are a logical top component
operation; each role of AbstractClass can have any number
of corresponding role of ConcreteClass, and each role of
ConcreteClass can implement the different abstract methods.

5.2 The Design Of The Library Of Search Algorithm
Based On Template Method

Based on the above analysis, the basic operations of search
mainly include: graph update , the operation of the OPEN
stable which contain judging whether the OPEN table is
empty ,getting the first node to expend ,adding the new ./
nodes into OPEN table, and sorting the nodes of the OPEN
table. After extraction, the public operate will be defined in the
base class, it can be seen in the Fig.4. The figure show that
while implementing of the specific search algorithm, such as
BFS, DFS and A* search algorithm, it is necessary to design
one by one, it is only overload the different operation in
subclass.

opentable
Search OpenTable
Update() g Sort()
GetTable() AddGraphElement()
GetOpenTale() DeleteFirstElement()
IsVisitedVextor()
UpdateTable()
CompareElement()
Opentable—>Updata() J\
BFSOpenTable DFSOpenTable AstarOpenTable
UpdateTable() UpdateTable() | ™ UpdateTable()
CompareElement()| | CompareElement() CompareElement()

Fig.4. the basic class diagram of the library of search algorithm

6. CONCLUSIONS

In this paper the process of search algorithm design is
independent from the specific application areas, it solves the
redesign problem causing by the design by depending concrete

problem. The search agorithm library designed by design
patterns is not only to efficiently improve its universality,
expansibility and maintenance, but also to accelerate the pace
of design and improve software quality. The universal library
search algorithm will satisfy the needs of many areas called
search agorithm, and will have good application in the
future.
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ABSTRACT

According to the difficulty in solving 2-dimensitional cutting
stock problem in industries, the paper declared a nesting
system for 2-dimensitonal shapes based on distributed parallel
genetic algorithm (DPGA). Firstly, it discussed the structure
and realization of DPGA, including the data communication
module, the fitness function and detailed operators selecting
for the algorithm. Then it introduced the bottom-left nesting
decoding algorithm to deal with the polygons arranging.
Finally the nesting system based on DPGA is designed and it
is proved to be efficient by a calculating sample.

Keywords: Distributed Parallel Genetic Algorithm, Cutting
Stock Problem, Nesting System, Nesting Decoding Algorithm

1. INTRODUCTION

The cutting-stock problem means the problem of how to
nesting parts with different shapes in stocks with the highest
efficiency and least material waste. Such problems exist in
manufacturing industries widely as 1-dimensitioanl nesting
and 2-dimensitional nesting. In which, the 2-dimensitonal
nesting problem is the typical NP-Complete problem and it is
difficulty to get excellent solutions by general polynomial
approaches.

GA is a fine intelligent computing method presenting to the
developing of advanced computer technology, it provides the
possibility of achieving approximate solutions. In recent years,
Al-Assaf[1] has introduced nesting strategies based allocation
of two-dimensional irregular shapes. Chen, J.-C. and E. C.
Han[2] has researched a computer-aid cutting-stock system on
local searching algorithm. Faina, L and Jiang, J. Q., X. L.
Xing[3,4] has attempted to use simulated annealing, PSO and
genetic operation in cutting stock problem. Edmund, B., H.
Robert[5] has discussed the bottom-left nesting algorithm
Heuristic Algorithm for the two-dimensional irregular packing
Problem. A. Miguel Gomes, José F. Oliveira[6] introduced a
heuristic algorithm for nesting problems. Bean, J. C[7] has
introduced a multiple-choice genetic algorithm for a nonlinear
cutting stock problem.

The parallel computing technology has rapidly developed as
the appearance of high speed network nowadays. Multiple
computers could collaborate together to attain higher
calculating speed and reduce time distinctly. Fred F. Easton,
Nashat Mansour[8] has applied the distributed genetic
algorithm for deterministic and stochastic labor scheduling
problems. Erick Cant, David E. Goldberg[9] has introduced
the theory and practice of parallel genetic algorithms in detail.
Zden¢k Konfrst[10] has introduced the theory and practice of
parallel genetic algorithms. The paper introduces a distributed
parallel genetic algorithm in solving the cutting.

2. STRUCTURE OF PARALLEL GA

2.1. Genetic algorithm realization
The Genetic Algorithm is firstly established by J.H.Holland of
Michigan University[11]. It is a complex non-linear
optimization method based on random intelligence. The
traditional GA is executed as Fig.1.

Besides its fine global searching ability and speedy
convergence, the major motivation for the use of genetic
algorithms actually is their inherent parallelism. Either such a
parallelization scheme aims at speeding up the calculations or
it can be applied in order to achieve a vigorous improvement
of the generated solutions.

Initializtion GA
t=0

Parents pop.P(?)

| Selection Operation |

v

| overcross Operation |

v

| mutation Operation |

Children Pop.P(¢)

Fig.1. Flow chart of traditional GA

2.2 The structure of distributed PGA

The nature-like parallelization of genetic algorithms mainly
contains the following different models: the master-slave PGA
model, the distributed PGA model and the fine-grained PGA.
The distributed PGA model is also named “the island model”,
it is the multiple populations PGA based on a quite loose
coupling of their component algorithms and it is more widely
researched in general. Just subsequent to each lapse of a fixed
amount of generations, single selected individuals may
migrate to neighbored island populations. Incoming migrants
are included into the local populations. Either copies of
current individuals (immigration-model) or original
individuals (emigration-model), which might have partially
spread their genetic material before, are allowed to migrate to
neighbors. [8] In the diffusion models there is no need for an
explicit migration of individuals. All individuals are
considered to move freely within their neighborhood. Thus,
the selection operator is no longer limited to the local
individuals, but gets access to all neighbored populations, too.
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Furthermore, neighbored individuals can be accessed at any
time without any limitations. Different to the migration
models, only local offspring of neighbored individuals (and no
migrants) are included into the local populations.

The distributed system is constituted by series of processing
elements. Each processing element has its own independent
physical storage component and delay of data transmission
among processing elements can not be ignored. Generally
speaking, the performance of distributed system is quite
restricted by communication and reasonable data
communication module design is vital. It is proved that more
that more than 90% calculation in GA process is cost by the
fitness function, so the paper designed a distributed system
based on local area network and distributes the fitness
calculation works to different processing elements. Nowadays
the local area network is with high dependability in
application and the general transmission speed has up to
1000Mbit/s with low delay and bit-error rate. The structure of
the distributed PGA model processing is as Fig.2. A central
computer is defined to manage the whole optimization
function: including island population initialization, computing
tasks distribution and information receiving; other computers
is defined as satellite computers with the function of genetic
operations, fitness calculating and results returning.

=
Satellite 1

| | :
: : Satellite |
| | !
| | Migration | | Migration | | l
: Operator | | : Operator :
it S
I GA Process 1 || —liGAProcessn |
| : - :
[ I

| ( Population 1) [ |
| : | :
[ I

{|  Fitness |l || Fitness |l
I| Evaluate | I| Evaluate |l
[ ! I

Satellite 1

.—> = N
Fitness  Central computer Fitness
Fig.2. Distributed PGA model(Island model)

3. DETAILS OF DPGA

3.1 The migration operator

The migration operator realizes collaborative evolution of all
populations by exchanging information between population
islands. In the paper, migration operator is defined to replace
the individual with the lowest fitness in the immigration
population by the one with highest fitness in the emigration
population every 2 generations. And the optimization
population is constituted by all the highest fitness individuals
in each parallel population. The one with the highest fitness
would be the final solution.

3.2 Genetic encoding:

The original binary encoding in solving constrained
optimization problem can not meet the need of nesting
problem any more. In the cutting stock problem, polygons is

described as P,P,,-,P, - P the corresponding

i n

arranging angles is o, a,, -, ,, -, - The paper defined
genetic gene as:
G, :[Pz ai]

So the initial individual of the population can be encoded as:
Individual=Random {Graphic(i) }|—, ,, Where:

Random {Graphic(i) }|,_,,,, represents the random sequence

of Graphic(i)|i=1to n .Such encoding approach realizes the

1 to 1 mapping and it is recommended in genetic algorithm
research.

3.3 The fitness evaluation function:

The improved Bottom-left strategy packs all the polygons to
the Bottom left corner of the stock at its best. It divides the
stock into special columns and arranges polygons from bottom
to top in each column. After a column is expired, it will
change to another column at the right; and after a stock
expired, another stock is changed. According that arranging
strategy, the fitness should be related with the total length of
all the stocks that has been employed:

f= %,Where :

Z S-lengths ;

i=1

n s the total number of stocks.
S-lengths; is the length of the i-th stock

3.4 Selection operator:

The random selection operator is chose to strength the global
optimization ability of the algorithm. Supposed fitness of
individual i of the population is f; and the average fitness of
the population is:

n

z Ji Where:

=
n

n s the total size of the population.

/i is the average fitness of the i-th individual.

The probability that the individual i produces descendant

should be:

piy=-""0

W/

i=1

3.5 Crossover operator:

The nesting problem is similar as the Travel Salesman
Problem (TSP). So the paper applies the Cycle Crossover (CX)
mentioned in [11], which delivers the Cycle Crossover
operator is fit for used in solving TSP. The polygons are
expressed as vertexes sequence and angles: for polygons
sequence, the Cycle Crossover is applied and for angles, the
arithmetic crossover is appropriate. The whole crossover
procedure is as follows:

Supposed 2 individuals in population are

(1, 26),(4, 120),(6, 96),(7, 302),(8, 16),(5, 359),(2, 0),(3, 270);
(4, 6),(7,263),(1, 148),(3, 72),(5, 98),(8, 323),(6, 54),(2, 18).
Firstly, separate polygons sequence and angles of the gene
block into two parts. The first part would be operated by cycle
crossover and the second is prepared for the arithmetic
Crossover.

A. To the polygons sequence part:

Step 1:Find the cycle referring to the corresponding serial
number of parents: 1-4-7-3-2-6-1;

Step 2:Copy the serial numbers of the first parent which is
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also in the cycle to the first child;

Step 3:Delete the serial numbers of the second parent which
is also in the cycle;

Step 4:Fill the blanks in the first child with leaving serial
numbers of the second parent. The first child is fulfilled;

Step 5:Exchange the first parent and the second one, the
second child could be attained in the same way.
The process of Cycle Crossover is listed in Fig.3.

114]16|7(8|5[2]3

Step 1

[4l7]1]s]5]8]6]2]

step 2: (1[4 [6]7%]x][2]3]

step 3: [ ®] w[ =] =] 5] 8] =] %

step 4: [ 1[4]6]7]5]8]2]3]

step 5:[4]7[1[3]8]5]6]2]

Fig.3. Principle of Cycle Crossover operator

B. To the angles Part:
The arithmetic crossover operator [9, 10] produces new
individuals by linear combination two parents: Choose an

appropriate crossover rate o, supposed parents in generation (t)
are X, and X, then the child should be:

X =aXp+(1-a)X",

X5 =aX' +(1-a)X}.

So to the angles part mentioned before:

[26 120 96 302 16 359 0 270}

|6 263 148 72 98 323 54 18

Choose crossover rate 0=0.8 and corresponding child should
be:

[10 2344 137.6 118 81.6 3302 432 684
|22 148.6 1064 256 324 351.8 10.8 219.6

3.6 Mutation operator:

A. To the polygons sequence Part: Two-point exchange
mutation is available. To any polygons sequence, exchange
two polygons position in it randomly and attain the new
individual.

B. To the angles Part: Random mutation is available.
Replace the angle of polygons with the random value possible
and attain the new individual.

f f

—| Central Computer (Communication Module) |
Migration Migration Migration Migration
Operator Operator Operator Operator

f f

9 GA Process 1 [

GA Process 2 [&— ***

GA Process n-1 [« GA Process n [

Population 2
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Fitness
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Polygons Polygons
Sequence Sequence
— i
I Nesting | | Nesting | |
: Decoding Decoding
|

Nesting Decoding Algorithm Module

Population n

Population n-1

Polygons Input

Fitness Fitness

Polygons Polygons

Sequence Sequence
Qi i et St ¥
Nesting Nesting | | |
Decoding Decoding :
|

Output Optimization
Solutions

_____ _‘ ——— ————
Choose the best solution |
and sketching |

User Interface l

Fig.4. Structure of nesting systemr based on DPGA

4. THE NESTING DECODING ALGORITHM

The nesting decoding algorithm is particular rules set which
could translates angles and sequence of polygons into practical
arrangement in stocks. The bottom-left strategy is introduced

detailedly in [5] is the most frequently used decoding
algorithm in cutting stock problem. The bottom-left strategy
sets the bottom-left corner of stock s as the start points. When
a polygon is nested in, the start point would update to the
polygon’s top-right vertex; if the polygon is beyond stock’s
top-border, it would turn to the next column; and if beyond the
stock’s right-border, it would change to the next stock to
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repeat the process until the last polygon is over. The flow of
the bottom-left decoding algorithm is as following:
Step 1:Express all the stocks as St;,St, -+, St,, and all the

irregular polygons as G|, G, ,--G,, ;
Step 2:Set the bottom-left corner of stocks as the start points.

Supposed the start point of Sty Sty 8ty jg Sl’sz"”’sn,
and the bottom-left vertex of polygon G, is B", the top-right

vertex of polygon G; is T";

Step 3: Initialize polygons serials i=1;

Step 4: i=i+1;

Step 5: Initialize stock serials j=1;

Step 6: j=j+1;

Step 7: To polygon G,, moving G, according B,to S
and fit G, to the right position by the rule of never

intersecting with other polygons before;

Step 8: If the current stock is full ,then j=j+1, go to Step 6
for another stock;

Step 9:If X, >XS. ,then)(slz)(B and go to Step 10, else

go to Step 11;
Step 10:1f Y > Ys > if yes, then Ys =Yg .the start point

has updated.
Step 11:If G, is the last polygon, go to Step 12, else go to

Step 4 for the next polygon.
Step 12:The Bottom-left nesting decoding is completed, out
put nesting results.

4.2 The implement of the nesting system
The flow chart of the system is as Fig.4.

The system is developed by Visual Studio.Net and the genetic
algorithm function is implemented by the help of Genetic
Algorithm Optimization Toolbox (GAOT) [12] issued by
North Carolina State University.

Parts Time Elapsed Time
Number (Approximately) Reduced
GA 20 24 m%n
50 42 min
o V)
DPGA 20 18 min 25%
50 27 min 36%

Table 1. Nesting by GA and DPGA

The nesting experiment is taken in a 4 computers distributed
system, choosing population size as 40, crossover rate as 0.8,
genetic generation as 200 and polygon number as 20 and
50.The comparison of traditional GA and DPGA is as Table 1:
DPGA finishes nesting within 25%-36% time reduced of
traditional GA and gets nearly fitness result. It proves the
nesting system based on DPGA can improve the calculating
speed. But it is obvious that speedup does hardly differ and
fail to come close to the amount of processors being involved
in the distributed system. Though DPGA can speed up
calculating than traditional GA, linear speedup cannot be
expected when calculating them in the way mentioned above
anyway.

5. CONCLUSIONS

The paper presents a nesting system based on distributed
genetic algorithm for 2-dimensitional polygons arts to solve
the cutting stock problem in manufacturing. It mainly

expounds the following scopes: Firstly, it discussed the
application of traditional GA and distributed PGA; designed
an appropriate distributed model fitting for the cutting stock
problem solving. And then it describes the DPGA
characteristic features in detail. At last, a nesting system based
on DPGA is built up and it is proved to be efficient.
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ABSTRACT

To improve the rate of soccer robot shooting a goal, by
analyzing shortcoming of basic shooting algorithm. Bi-arcs are
used to solve the shooting problem of collision avoidance and
holding appropriate position because they meet two end-point
and two end-tangent conditions, namely the initial and terminal
positions and tangents of mobile robots. The method presented
hereis simple, effective and computationally undemanding and
it has no restraints on the initial conditions of soccer robot.

Keywords: Soccer Robot, Shoot, Bi-arc, Moving Path

1. INTRODUCTION

In the process of the soccer robot’s goal-shooting, the frequently
used basic algorithm[1] has the following procedures: (1) to
calculate the shooting point of the robot; (2) to calculate the
movement of the robot from the current position to the shooting
point; (3) to adjust the angle of the robot so as to it keep the
same attitude with the goal; (4) the goal shooting of the robot.
Because the inertance is not taking into consideration, the
trolley may run out of line with the goa point when it is
adjusting its angle. Furthermore, when the trolley reaches the
goal point.

It would take the factor of accuracy into consideration in
adjusting angles. So it would have to slow down. Hence, the
robot would go through the two processes of speeding-up and
slowing-down when it moves from point of point. This
undoubtedly has increased the time of shooting goal. And it has
not calculate the factor of the blocking of other robots, which
may delay the goal shooting attempts.

In the planning of the soccer robot’s moving routes, the routes
need to satisfy the soccer robot’s initial position and its moving
direction, its goa direction and its moving direction. We
connect the sectionalized arc curves into bi-arcs, which bears
the character of satisfying any random terminal points and its
slope rate requirement[2], to solve the calculation of how to
keep the best shooting position when the robot’s encountering
hindrances at its goal point in its shooting posture.

The routes planning strategy offered by the paper can be
summarized as follows: given two termina points and its
tangent line, seek a sectionalized arc curve, make it satisfy the
following conditions, 1) the curve must pass the two terminal
points; 2) the curve must be tangent with the two tangent lines
a the termina points respectively; 3) the two arcs are
connected by its continuity[3].

2. BI-ARCALGORITHM

2.1 Bi-Arc Principle

Most of the function expressions of bi-arc curve are based on
certain frame of axes, through the geometrical relationship, the
radius was calculated out. Thought this algorithm is faultless in
itself, but it can not be applied in the parameterized curve. So

we proposed an expression which is based on vector computing
and which isindependent the frame of axes.
Write down the bi-arc asp 1 p 1, )} p, @d p,

the initial and goa point respectively. T, is the unite
tangent line of the current position, T, expresses the
straight tangent line which connect the ball p_ and the
center point of goa O, that is T =1r.]=1" 1and 2

represents current position of the enemy robots or the barrier.
d,. d, express the distance between 1 and 2 and the

trolley’s starting point P, and its end point

Fig.1. Bi- arc principle

According to the starting and ending point condition of fig.1,
aslong asthevalueof p =~ p, and p aredefined, the

bi-arc could be determined. Since the unit tangent line is
supposed as the terminal tangent line, hence

P, = P, + BT, (€
P,=P, —aT, 2
Ps_PZZPz_P1 (3)
[24
And
(Pl_PZXP1_P2):ﬁ2 (4)
(P27P3XP27P3):a2 (5)
fom(®  _ pPs rapy (6)
> a + f
put (6) into (4). (5) the following:
P _p _ p(P,-P;) B(D + BT +aT,) (1)
1 2 = -
a + f a + f
P_P7a(P1—P3)7a(D+ﬂTS+aTe)
z 2 a + p - a + p
(8

Ancther condition: p - p__ p,

With this result we calculate by dots to (4), (5), after the
simplifying process, we could have
the following equation

D?+ 2D (AT, +aT,)+ 2af (T, T, -1) =0 (9)
In this equation, the unknown quantities are the
constants,, . p , according to the requirement of the arc

radius r, andr,, they could be uniquely determined. r;
and r, could be determined by distance between the current
position P, and goal position P, and the enemy robots
position 1 and 2.
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rh=d, +2I
r,=d, + 2l
Through the solution of the equation, the value of o, g
could be determined, then through the expressionof p . p,
and p,, we could determine the positions of the 3 control

points. Usually two arcs could satisfy al the routes planning,
only under specia circumstances, 4 arcs are required. The
merits of the above mentioned approach has the advantage of
easily identify and locate the bi-arc under the following special
circumstance
T,T, = <1,—1>: D(ST,+aT,)=0

In the equations, the former one expresses that they goal
direction parallel with the starting direction. (Or they are
opposite to each other, that are paralel, but on different
direction). The latter expresses the vertical relation between the
terminal vector and the termina line. Under these two
circumstances, the bi-arc could be determined with the solution
of the above quadratic equation.

;| (thelength of the side) (10)

2.2 Static Route Planning

Considering the errors brought about by inertance and the
probability in shooting goals, we generally locate the midpoint
of the goa as the goal point. In live competition, however, the
goakeeper of the opposite side would occupy the midpoint of
the goal. Furthermore, there would be two players assisting the
defense in the bigger penalty area (see 3 and4 in the figure).
Under this circumstance, if the shooting still aims at the O
point or OB zone, the goa would easily be blocked by play 3
and play 4[4]. The best shooting point would be in the zone
OB’ now. Taking into consideration of error and probability, we
locate the midpoint O’ of zone OB’ as the best shooting point.
So when the initial position of the robot and the position of the
ball are given, the moving direction of the robots and its
moving direction when reaching the shooting position are as
illustrated in Fig. 2.

According to the bi-arc principles mentioned above, regarding
the route planning of the robot, as long as we can locate the
points P, and p_ ,we could get the value of all the control

points P,. P, P,v P,v P and P, through the two
control point equation of bi-arc. And the value of point P,
and point P., could be figure out through 4 section arc,

which isaspecial variant of bi-arc, and its geometrical relation,
the easily realized continuous and smooth bi-arc routes as
illustrated in the following figures.

2.3 Dynamic Trace Routes Planning

In the movement of the trolley, the current position of the robot
and the position of the goal point are always changing. And the
positions of the enemy robots are a so changing. See Fig.3,

Fig.2. Static routes planning

Fig.3. Dynamic trace routes planning

when robot moves from point p_ attime ¢ topoint p' at

time ti,, and the enemy robot 1 and 2 move from the

illustrated position to 1" and 2', assisting players 3 and 4
move to position 3' and 4. The best shooting position now
shift from zone OB’ to zone OB, the goal point shift from point
O’ to O". Due to the change in robot’s current position and the
relative position of the goal point and the change in position
and the block’s position, so the moving trace of the robots at
time t, , are no longer the former bi-arc{p 1 p T 1}

but the new bi-arc {p ' T,
figure). Now the moving trace of the trolley after a certain time
Cat=t,, -1t ) needsto be planned again. The final

moving trace of the robot is on longer the regular bi-arc, but a
smooth and continuous irregular curve.

pe"Te‘} (the broken line in the

3. CONCLUSIONS

The paper has proposed a new algorithm on soccer robot’s goal
shooting through the approach of bi-arc, that is, to solve the
calculation of shooting goal of moving robots through bi-arc.
Figure 4 is the program flow diagram of route planning.

' _____.Ihﬁﬁalim P=(tPe)?: L=Lu: T=(Fe— Fsl | FePs

T=T+AT: L=1L1

N
L{I@i

Y

P31=P+ L=T2; Pa=P-L- Trzf

| Caleulate o, p, Pi G=1,2,~-,6) and the length of Bi-arc L (Z,T) |

----- | Search for L’max, confirm T, L, Ps1, Pe1 and Pi G=1,2,-,6) |

Fig.4. Program flow diagram

The static planning of robot’s reaching target points (that is, the
position of the ball, its moving direction is the line drawn
between the ball and midpoint of the god) at a given time are
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illustrated by actual line. The broken line indicates the
re-planning of the routes after certain duration according to the
change of situation on the field. Figure 5 give a emulation
experiment example on route planning. We could find that the
moving traces of the robots are no longer the regular bi-arc, but
a smooth and irregular curve. This method is simple and
effective. The initial condition of robots is not restrictive, can
function with small amount of calculation. It could be applied
into searching, exploration, astronomies and aeronautics.

Fig.5. Result of bi-arc shooting experiment

REFERENCES

[1] HAN Xue-dong, HONG Bing-rong, MENG Wai.
“Shooting algorithm in robot soccer.” Journal of harbin
institute of technology,2003, 35(9):1064-1065

[2] Moreton D N, Parkinson D B. “The application of
bi-arc technique in CNC athining”. Computer-Aided
Engineering Design Journal, 1991,8:54-60

[3] Meek D S, Walton D J. “Approximation of discrete
data by G'arc splines.” Computer-Aided Design, 1992,
24(6): 301-306

[4] HAO Zong—bo, “HONG Bing-rong, Shooting action
of simulation robot  soccer.” Journal of harbin
institute of technology,, 2003, 35(9):1102-1103

Zaixin Liu: Lecturer, Master. He
graduated from  Hubei  Industry
University in 2001. In 2004, he got the
master degree in Xihua University. He
has been teaching since 2004 in Xihua
University. His research focus on the
intellectual robot technology and draft
system of mechanics. Till now, has
been taken part in many research
programmers of Sichuan province and the Industry Ministry.
He has published more than ten papers in different
international and civil journals.




70 The Block Parallel Computation of Matrix Tensor Production

The Block Parallel Computation of Matrix Tensor Production *

Guolv Tan
Department of Mathematic & Computer, ShangRao Normal College
ShangRao, Jiangxi 334001, China
Email: TAN-GL@163.com

ABSTRACT

In matrix computation, the computation of matrix tensor
product is an important problem. Compared with its
multiplication, the computing amount of tensor product is
huger. Based on analyzing its mathematical properties, a result
is proved that two matrices tensor operation can be exchanged
in the sense of permuted similar, and the convenient method for
constructing the permutation matrix is given. Furthermore, a
conclusion is obtained that tensor product of block matrixes can
be block calculated in the sense of permuted similar. Based on
these, the parallel computing models of matrix tensor product
are proposed. From an example, the thought and process of the
algorithm are showed.

Keywords: Block Matrix, Tensor Product, Permuted Similar,
Parallel Computing, Algorithm Complexity

1. INTRODUCTION

In domains such as engineering design and numerical algebra,
many computation problems can finally be conclusion to the
matrix computation problem, which needs to use paralel
machine system to carry on massively paralel computation.
Because the computational amount is huge, therefore how
effectively carries on these matrix computation is extremely
important, and it causes many scholars research interest,
emerge many research results, in which there are famous
Cannon algorithm and Fox algorithm. In paper [1], the author
proposes a matrix-multiplication algorithm suited to the
distributed computer environment on PVM; In paper [2], the
author design anew parallel algorithm for matrix multiplication
by Gramian of Toeplitz-block matrix; Literature [3] has
realized the Cannon algorithm on the cluster of workstations;
Literature [4] presented a new parallel algorithm for matrix
multiplication based on diagonal partition strategy, and so on.
In paper [5], the author proposed a kind data Encryption
scheme by matrix tensor theories, in which he uses some
low-scale matrices to construct the structure complex
high-scale matrix through tensor production. According to
mathematics definition, compared with its multiplication, the
computational amount of matrices tensor production is huger.
In order to effectively carrying on the parallel computation of
matrix tensor production, this paper studies block operation
properties of the matrices tensor production and discuss its
parallel computation problem.

2. THE BLOCK OPERATION PROPERTIES OF
MATRICES TENSOR PRODUCTION

Let usdenoteal nxm matricesby M,, and the series set
r(n,n,,--,n,)={ala=(@@®, -, a(m);l<a(i)<n,i=L---,m}.

I(ng,ny,+,np) i1SSIMply denoted as r,,, when ny=--=n,=n.

* The project was supported by the Natural Science Foundation of
Jiangxi(0411030).

ForA, =(af)eM , ,p=12--m, theirs tensor product
define as below
A®A, @ ® A, =(8y) (1
where s:]m[sp , t:]m[tp ; aa/,:]m[asz)p)ﬂ(p) s a€T(S,55,,Sy)
p=1 p=1 p=1
and Bel(t,t,,t,) . Wesimply denotethe A®A,®---®A,

m
as ® Ap .
p=1

m m
The matrix ® A is alarge matrix with []s, rows and
p=! p=1

m
with TJt, columns and its element of « row g column is
p=1

m
[1a$% 5 » here o, areordered by dictionary series.
p=1

A square matrix which every row and every column had
only one component equal to 1 and other components equal to
0 is called a permutation matrix.

From (1), we can easily certify the below conclusion.

Lemma 1 Let A=(a;)eM,, and B be a matrix.

Then

a,B a,B - a,B
A®B = az.lB az.zB az.mB
ay,B a,B - a,B

Theorem 1 Let A=(a;)eM,,, and B=(b;)eM,,. Then
there exist a nsxns permutation matrix P, and mtxmt
permutation matrix P, , such that

B®A=P(A®B)P,.

Proof. A®B is a nsxmt matrix. We construct a
permutation matrix P,, as below:

P, IS @ mixmt matrix, and its rows is equal to the
element numbers of the set r(t,m) (or set T'(mt) ). Let
a=(a(),a(2)el(t,m), then o =(a(2),a(®) el(mt). Let &

denoted a column-vector with its ith component equal to 1 and
with al other components equa to 0. Then the
(e -)xm+a(2) -th column-vector of P, is equal to
Ea(d)Dxtra() *
Now we can directly verify that
B®A=P,(A®B)P,, =P, . (A®B)P,, .

Remark: The matrix P, in theorem 1 has not any
relation with the concrete content of matrix A and B, but
only with n (the rows of matrix A) and s (the rows of
matrix B). Moreover, it can be specifically write out only by
n and s. The similar result is hold for the matrix P, . For
example, let «=12eT 54 ,then

a =QDel (45 ,(a O-Dxd+a 2)=2, (a (D-Dx5+a Q=6
Hence the 2-th column-vector of P,5 is &;. Therefore, we

obtained that P, =
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{‘91"96"911"916"92"97"912"917vg3"98"913"918'54'59"914"919"95"910"915'520}
={ 10000000000000000000; 00000100000000000000;
00000000001000000000; 00000000000000010000;
01000000000000000000; 00000010000000000000;
00000000000100000000; 00000000000000001000;
00100000000000000000; 00000001000000000000;
00000000000010000000; 00000000000000000100;
00010000000000000000; 00000000100000000000;
00000000000001000000; 00000000000000000010;
00001000000000000000; 00000000010000000000;
00000000000000100000; 00000000000000000001} .
Additional, we can easily certify that P, =P, =P, .
Corollary 1 Let n,s,m,t be positive integers. Then there

exist permutation matrix P, andP,, , such that
B®A=P, (A®B)P,, for VAeM,, andvBeM,,.

Based on Theorem 1, the matrix A is said permuted
similar to matrix B, if there exist permutation matrix P and
Q , such that B=PAQ .

Obviously, the combination law is hold for matrix tensor
production, e.g., (%Ai =(A®-®A)B(A,®-®A,), where

0<s<m.
Theorem 2 Let A=(A;),, be ablock matrix and B
be a matrix. Then the follow equation is hold.

Ay ®B Ay, ®B
A®B=
A, ®B A, ®B
Proof. According to Lemma 1, it can be directly
verified.

Theorem 3 Let A=(A)),., and B=(B,,),. be block
matrices, where AijEMn,‘mJ for i=12,---,n;j=12,---,m and

By €M, for p=12--sq=12--t . Then A®B Iis
permuted similar to the follow matrix
A11 ® Bn A11 ® Bn """ Alm ® Bn Alrn ® Bn
Ay ®By Ay ®By e A ®Bgy A ® By
: : - (2
A, ®By, Ay ®By e A, ®By, A, ® By
A, ®Bg A, ®B, e A,®By - A, ®B
Proof. Form theorem 2, we have
A, ®B A,®B
A®B= .
A, ®B A, ®B

According to corollary 1 of theorem 1, for each A,

and P where

mj,l 1

there exist permutation matrix P, ,

t

h=f[sk,| =Tt , such that
k=1 =1

Pon(A; ®B)P,  =B®A; for i=12n;j=12--m.

k

Let the permutation matrix P, = diag{P, ,,--,P, ,| and
the permutation matrix P, = diag {Pm1,| v P } Then
Pun (A ®B)P Pun (A ®B)P,, |
P,(A®B)P, =

I:’nln,h (Anl ® B)Pml,l I:’nln,h (Anm ® B)Pmm,l

B®A, B® A,
B®A, B®A,,
From theorem 2, we have
Bn ® Au Bn ® Ai]
B®A, = (3
B.®A; By ® A

From theorem 1 again, there exist permutation matrix
and P, such that

poMi tq.mj ?
Psp,n(qu ®Aij)Ptq,mi = Aij ®qu
for i=12---,n;j=12,---,m and p=212,---,5,q=12,---,t.
Let  Py=diag{P, .\ P. Py Py | and
P, =diag{P‘1vml,~~~,P yr le,mmv"'le,mm}- Now, the formula

(2) isequal to P,P,(A® B)P,P,.

P

S

3. PARALLEL COMPUTATION FOR MATRIX
TENSOR PRODUCTION

Let A,A,,--,A,eM,, be invertible matrices. We knew
m m .om .

that (_®1Ai)’1:_®lAi’l. But for the large n™xn™ matnx_@lAi it
i= i= i=

is very difficult to calculate itsinverse matrix when don’t knew

it wasthe m -tuplestensor production of nxn matrix.

According to paper [5], it has a strong advantage for
construct the encryption matrix by using matrix tensor product.

According to equation (1), it should make (m-1)n®"
-times multiplication to calculate the m -tuples tensor product
of nxn matrix, and should need n2™ -times multiplication by
using the combination law of matrix tensor product. So, the
computational amount is every huger when n and (or) m be
relatively big. In the following, we discuss the paralel
computing problem of the matrix tensor production by using
the property of block tensor production operation.

Algorithm 3-1 Assume A =(a;),, and A, be nxn
matrix. There are nxn processors with Mesh-Connected and
receptivity denoted as PB;. According to lemma 1, we can

compute A ® A, by following method.

Put the element of A, separately into the processors ( aj;
onp;). Put A, into every processor. Then a;A, iscomputed
in processor P; for parallel al i,j=01---,n-1. Finely, we
obtained the computing result of A ®A, by recovering the
results of all processors.

In the following, we analyzed the algorithm complexity.
In order to facilitate the description, here omits the recovery
process. And the algorithm complexity is only measured by the
total times of multiplication.

The total times of multiplication is n? for computing
4 ®A in P, . Hence the cost c(n)=t(n)-p(n)=n*, the

4

accelerated-rate Sp(n)=&=n—2=n2 , the efficiency
t,(n) n
E,(n)= S;((nr;) =0() . These indicators show that the parallel

algorithm is optimal.
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Algorithm 3-2 Suppose that A=(A;),, be a block
matrix (where A; is @ mxm matrix) and B be a nxn
matrix. There are nxn processors with Mesh-Connected and
receptivity denoted as P;. According to theorem 2, we can
compute A®B by the following method.

Put A; into the processor P, . Put B

i - into every
processor. Then A; ®B is computed in processor P; for
parale al i,j=01---,n-1. Finely, we obtain the computing
result of A®B by recovering the results of all processors.
The total times of multiplication is m?n? for computing

P, ®B in P;. Hence, the cost of the parallel computing is
m?n* , the accelerated-rate S, (n)=m?n® , the efficiency
E,(n)=0(m?).

Algorithm 3-3  Suppose that A=(A;)n., (i, j=0L-,n-1)
and B=(B,)n, (Pp,d=01---,n-1) be block matrices. There
are nxn processors with Mesh-Connected and receptivity
denoted as P; . According to theorem 3, in ordering to
compute A®B, we introduce C; =(B,, ® A;) where C; is
divided into nxn sub-blocks B, ®A; ( p,g=0L--,n-1).
Put A;, B; and C; intotheloca memory of processor P,
where C; is a zero matrix previously. Now we compute the
tensor production of two sub matrices, where the sub matrices
are storage in the local memory of processor B, . First, we set
p=i and gq=j.

Step 1. computing B, ®A; in processor P,

ij

and
storing the result into the (p,q) -th sub-block of C;.

Step 2: Set g« (q+1) mod n, this making the sub-
blocksof B cyclic shift toward left.

Step 3: If g=j thengotostep 1, elsegoto step 4.

Step4:Set p«(p+2) mod n.

Step 5: If p =i then making the sub-blocks of B cyclic
shift toward upward and goto step 1, otherwise goto step 6.

Step 6: Now we take the permuted replacement to C; as
in theorem 3. Finally we obtained the computing result of
A®B by recovering the results of all processors.

To conveniently estimate the computational complexity
of agorithm 3-3, we assume that A; and B, are both
mxm matrix and omit the communication time between
processors and the times of reorganizing C; . Thereneed n’m*

multiplication for computing B,, ® A; in processor p; . Hence,
the cost c(n)=t(n)- p(n)=n“m* , and the accelerated-rate

(nm)*
S,(n)= e =n?.
For i=12--m , let A =(AQ),, be block matrices.

According to theorem 3, %)lAi is permuted similar to
(é Afj()i)/f(i)] ,a,fel,,. Thus, we can compute the tensor

product ,%1;\ by repeating call agorithm 3-3 and using the
i=:

combination-law of matrix tensor product.

4. EXAPLE FOR ALGORITHM

Now, we cite an example for algorithm 3-3. To save space, we
take a lower scale matrix, but it enough to exposited the
algorithm thought and computing procedure.
Let
41 61 30
A=|55 72 53 :[
18 19 23

43 31 11 13
Ag Am] g2 7w :[BOO ij

Ao Ay 20 5 39 8| (Byo By
27 73 87 91

41 61 .
where /Am:[55 72] and By, Bo;,Byo, By &€ 2x2 matrices. In

below,we examine the computational processin processor Py, .

First, By, ® A, iS computed on PR, and the result is
storage in the (0,0) -th block of c,, . Then take the sub-blocks
of B cyclic shift toward left. Thus By, is moved to Py .
By ® Ay 1S cOmputed on Py, and the result is storage in the
(01 -th block of c,, . Take the sub-blocks of B cyclic shift

toward left again and it makes B resumed. Then take the
sub-blocks of B cyclic shift toward upward and thus B,, is

moved On Py, . By ® Ay, iScOomputed on P, and theresultis
storagein the (10) -th block of c,, . Take the sub-blocks of B
cyclic shift toward left again and B,; is moved to Py .
B, ® Ay IS computed on PR, and the result is storage in the
@y -th block of cy . Finally, c4 isformed and it isequal to
the following matrix.

(1763,2623,1271,1891,451,671,533,793;
2365,3096,1705,2232,605,792,715,936;
861,1281,287, 427,1927,2867,697,1037;
1155,1512,385,504,2585,3384,935,1224;
1189,1769,205,305,1599,2379,3526,5246;
1595,2088,275,360,2145,2808,4730,6192;
1107,1647,2993,4453,3567,5307,3731,5551,
1485,1944,4015,5256,4785,6264,5005,6552).
Next, we adjust c, . According to theorem 3, let

Pos = (61,63.65,67,62,64,66,65) . SO, We rearrange the columns of
Cy by order of 1,3,5,7,2,4,6,8 and then rearrange the rows by
order of 1,3,5,7,2,4,6,8. Now, we obtained that P, ,CooP,4 =

(1763,1271,451,533,2623,1891,671,793;
861,287,1927,697,1281,427,2867,1037;
1189,205,1599, 3526,1769,305,2379,5246;
1107,2993,3567,3731,1647,4453,5307,5551;
2365,1705,605,715,3096, 2232,792,936;
1155,385,2585,935,1512,504,3384,1224;
1595,275,2145,4730,2088,360,2808,6192;
1485,4015,4785,5005,1944,5256,6264,6552)

The case of other processorsis similar. Finally, A®B is
computed and it is equal to the following matrix.
(1763,1271,0451,0533,2623,1891,0671,0793,1290,0930,0330,0390
0861,0287,1927,0697,1281,0427,2867,1037,0630,0210,1410,0510
1189,0205,1599,3526,1769,0305,2379,5246,0870,0150,1170,2580
1107,2993,3567,3731,1647,4453,5307,5551,0810,2190,2610,2730
2365,1705,0605,0715,3096,2232,0792,0936,2279,1643,0583,0689
1155,0385,2585,0935,1512,0504,3384,1224,1113,0371,2491,0901
1595,0275,2145,4730,2088,0360,2808,6192,1537,0265,2067,4558
1485,4015,4785,5005,1944,5256,6264,6552,1431,3869,4611,4823
0774,0558,0198,0234,0817,0589,0209,0247,0989,0713,0253,0299
0378,0126,0846,0306,0399,0133,0893,0323,0483,0161,1081,0391
0522,0090,0702,1548,0551,0095,0741,1634,0667,0115,0897,1978
0486,1314,1566,1638,0513,1387,1653,1729,0621,1679,2001,2093)
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5. CONCLUSIONS

By researching the relational mathematical property of block
matrix tensor product, this paper discussed the block paralel
computation problem of the matrix tensor product, and given
the concrete computation models. The practice proved that this
parallel algorithm can achieve a good effect in computing
large-scale matrices tensor product.
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ABSTRACT

This paper presents an algorithm, which is used to find a
shortest path between two given nodes in a grid with sparse
polygon obstacles. Some obstacles could be bridged. The
algorithm executes the search using a “don’t change direction”
heuristic along the line towards the target node. The path has
eight searching directions, which decided by the opposition of
source and target nodes. According to the result of many
contrastive on-the-fly experiments, the algorithm reduces the
size of searching region. The path length is also shorter than
that was found using traditional algorithm. It is an efficient
algorithm.

Keywords: Shortest Path, Sparse Obstacle, Minimum Detour,
Grid Graph

1. INTRODUCTION

The path programming technique is an important branch of the
robot research. The path programming technique of robots is
to find an optimum path between two nodes in the work plane
according one or more rules (eg: minimum work cost, shortest
path length or lest time etc.) which can avoid obstacles.
Originally, Robot was born to replace person on doing some
works, so it in fact is imitating the person's action. Person can
decide quickly to avoiding or bridging the obstacle in real life,
so robot should not avoid the obstacle simply. This paper
gives an obstacle-avoiding path find algorithm which can
bridge some obstacles in grids. It has eight directions to
expand the path.

2. SEARCHING TECHNIQUE

This algorithm looks for a shortest path between two given
nodes in R x R grid that has sparse obstacles (obstacle for
occupying<10%). Each node has eight expanding directions:
up(dir=2);down(dir=-2); left(dir=-3); right(dir=3);
right-up(dir=4); right-down(dir=5); left-up(dir=-5);
left-down(dir=-4).

The position of source and target nodes is S( Xs, Ys), T( Xt,
Yt).The length of shortest path between the two points
is\/E min(| Yt-Ys|,| Xt-Xs|)+|| Yt-Ys|-| Xt-Xs|| while having no
obstacle. It will increase when hitting obstacle. The differ is
decided by the detour length when the path avoiding obstacles.
So the path should decide its expanding direction on which
has less detour length.

The algorithm executes the search using a “don’t change

direction” heuristic along the line towards the target node. The
algorithm include primarily below several parts:

2.1 Original Searching Direction

The searching direction dir is decided according to the
position of source node and target node:

If Xt>Xs and Yt=Ys: Dir=3; If Xt>Xs and Yt>Ys: Dir=4;

If Xs>Xt and Yt=Ys: Dir=—3; If Xt>Xs and Yt<Ys: Dir=—4;

If Yt>Ys and Xs=Xt: Dir=2; If Yt>Ys and Xt<Xs: Dir=—35;

If Yt<VYs and Xs=Xt: Dir=—2; If Yt<Ys and Xt>Xs: Dir=5.

As part of the printing process your document will be
photographed. To ensure that this can be done with one
camera setting for all papers and to ensure uniformity of
appearance for the Proceedings, your paper should conform to
the following specifications. If your paper deviates
significantly from these specifications, the printer may not be
able to include your paper in the Proceedings.

2.2 Operation of Hitting Obstacle

When the searching hit an obstacle, if the obstacle can be
bridged, it will bridge the obstacle and go on with its original
direction.

If the obstacle can't be bridged, search the coordinate of the
obstacle’s extreme firstly. Then, look for the direction of
around the obstacle: the path which has shorter detour should
be selected (if one of the obstacle’s edge is adjacent to the
border of grid, the path will go around the obstacle in the
opposite direction) .

Some circumstance may appear while going round the

obstacle:

(1) Expand to the extreme of the obstacle B;:
In figure 1—( a) ,when the path expanded to the top
extreme Y, (Xp is the horizontal coordinate of nearer
extreme, X; is the horizontal coordinate of farther; Yy is
the vertical coordinate of top extreme, Y| is the vertical
coordinate of bottom extreme), its direction will be change
to right and expand currently to X¢.Choose the expanding
direction from eight original direction according to the
oppsition of current node and target node and go on
expanding until hit an other obstacle.

V(Y YY)
Xy B [X; B IX¢
Y| YI

Fig.1. Operation of expanding to the extreme of obstacle

When the path has expanded to the extreme of obstacle B;.
The extreme is the nearest extreme X, but not the selected one,
such as figure 1 —( b).Change the current direction to up and
expand to Y,,(Yy, is vertical coordinate of the selected extreme;
Xm is horizontal coordinate of the selected extreme) .Then,
change the direction to right and expand to X;. Choose the
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expanding direction according to the opsition of current node

and target node and go on expanding until hit an obstacle.

(2) Hit the obstacle B, in expanding.
B, should be gone round first, such as figure 2.If the
obstacle s to the right of path, the path will go back to
Y’ (the bottom extreme of B,) and change the expanding
direction same to the horizontal sub_direction of current
direction. In the figure 2 the direction is right until
expanding to X{. Go on expanding with the original
direction (right-up).

If hit a new obstacle B;, and it is to the top of path, the
expanding direction will be changed same to the horizontal
sub_direction of current direction. In the figure 2 the direction
is right until expanding to X{'. Go on expanding with the
original direction (right-up) until hit Xs.

Ym(Yn)
%ol B X

B2 \m

Xd Bro| X

Fig.2. Operation if hit another obstacle while going round the
obstacle

(3) Hits the obstacle B, while going round the last extreme
of B;
As figure 3, B, is adjacent to By, the path should go back to
its last corner and go round B, along the direction that has
been selected when the path hit B;.

X¢!

Xt

Fig.3. Operation of going round convex and polygon obstacle

a) Tracing out the path
This algorithm recorded each corner of the path in
sequence and used a stack to store the tracing direction of
these corners. After the searching, the path will be traced
out according to the tracing direction of corners.

3. ALGORITHM IMPLEMENTATION

Suppose s is source node, t is target node, n is current node; X,
Y, dir, state are basic information of a node: coordinate,
expanding direction and tracing direction. The basic
information of n is X, Y, dir,, state,; The basic information
of s is X, Y, dirs, stateg; The basic information of t is X, Yy,
diry, state,. A stack store the tracing direction of each corner in
sequence, so the basic information of top cell head is Xpeaq,
Yheads dirheads Stateneag-

Using count for the number of nodes that have been searched:
initial value of count is 0. Each expanding step will let count

add 1. Count will be accessed before each expanding step. If

count >N*N, the algorithm will be stop and show the fail

information.

Xm and Ym are coordinates of the extreme of obstacle. The

extreme is selected when path going round the obstacle. W, is

the width of obstacle that can be bridged. Length is the length

of path.

Stepl: s=>n.

Step2: //process of searching path
WHILE (X#X{|Y,2Y)

/linitalize

{
WHILE (X #X;) //expanding along horizontal direction

{
IF (Xo<X)  i=1;

ELSE i=—1;
dir,=3i1;
PUSH (n);

WHILE (X,#X; && not hit obstacle)
{expand along dir,, store state, };
IF (Xy=Xo)
BREAK;
IF (hit obstacle) //operation of horizontal expanding
//when hit obstacle

search obstacle’s extremes: Yy,,Y |, Xp, Xs.;
IF((Xy— Xp)<Wp, & the obstacle can be bridged)

{
WHILE (X #Xs)
{ expand along dir,,store state, }
BREAK;

¥
ELSE IF (Y\<Y<Yy)/target node is inside of the
//band region of obstacle

{
IEQY = Yol HY = Y=Y = YiHYn—Y0l)
{
Y=Y
=15
H
ELSE
{
Y=Y
=L
}
}
ELSE IF(Y>Yy)  //go round with top direction
Y=Y
=L
ELSE // go round with bottom direction
Yi=Yh;
=1L
IF(Y\<1)
Yi=Yh;
=L
IF(Y>N)
Y=Yy
=1
IF (Y<1&&Yp>N)
{stop and show the fail information.}
n=POP(n);
decide the value of dir, according to i and j ;
PUSH (n);

WHILE(Y#Yn—j && not hit obstacle)
{ expand along dir,, store State, }
IF(Y=Yn—))
operate as figurel—(a)
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IF(hit obstacle)

IF(X;=X,) //hit obstacle while expanding
//along horizontal direction

operate as figure 1—(b);

ELSE IF(m[X,—i][Y,]=0)

operate as figure 2;

ELSE

operate as figure 2;
}
}

}
WHILE (Y#Y) //expanding along vertical direction
{
IF(Yn<Yy)
=L
ELSE
=1L
dir,=2j;
PUSH (n);
WHILE (Y,#Y; && not hit obstacle)
{ expand along diry, store state, }
IF (Y=Y, //operation of vertical expanding
//when hit obstacle
BREAK;
IF (hit obstacle)
{same as operation of horizontal expanding when
hit obstacle; }

}

Step3: the path has been found, show success information.
Step4: (tracing out path)
dir,=state,;
WHILE (X#X{YiYs)
{

show the coordinate of current node;
IF(X=Xheaq && Yn:Yhead)
dir,= statepeaq;
Trace back along dir,; //if |dir, >3 length+=4/2 ;
/lelse length+= 1,

Step5: show the length of path, stop.

4. PERFORMANCE OF ALGORITHM

Suppose a NXN grid, K is number of obstacles of grid, L is
number of obstacles that can be bridged.

Whole searching process is a big circulation. It contains two
sub_circulation. If hit a obstacle that must be gone round, the

big circulation and one of sub_circulation will be execute once.

Searching four extreme of obstacle needs 2N steps, for the
obstacle’s length and width are all shorter of n. The most
number of obstacles the searching will hit and do round is K—
L. Therefore, time complex of the process is 2( K — L) N. If
the searching is fail, the initial direction should be changed
and start the searching again. It is same as hitting the first
obstacle twice, so time complex of the process is
2(K—L+1)N.

Tracing process is also a circulation. Its executing times is
decided by length of path. Length of path length <KN, so the
maximal executing times is Kn. Each expanding step needs a
executing time. The time of tracing process is KN. Whole time
of the process is( 3K—2( L—1)) N. So the time complex of

algorithm is O(3KN).

5. CONCLUSIONS

In robot design technique, when robot looking for an
avoiding_obstacle path, its expanding direction and moving
step are all more flexible than routing of PCB. The running
maze algorithm may be improved and use in mobile robot
technique. This algorithm fits the constriction of mobile
robot’s expanding direction. Meantime, length of path can be
reduced for it’s eight expanding direction. This algorithm
speeds up and reduces the searching region. It is an efficient
approximately algorithm.

REFERENCES

[1] Jeffrey H. Hoel,“Some Variations of Lee’s Algorithm”.
IEEE Trans. on Electron. Comput,Vol.25,No.1,1976,
pp.19~24.

[2] Zhang  Farong.,“A  Searching  Algorithm for
Approximately Shortest Path Among Obstacles”.
Computer Engineering, Vol.25, No.3,1999,pp.15~16.

[3] Sun Qiaoyu,Pan Yinrong etc,“An Approximately
Maze-Algorithm for a Shortest Path with Sparse
Obstacles,”Computer  Applications And  Software,
Vol.20,No.5, 2003,pp.37~39.

[4] Sun Qiaoyu etc., “A Maze-Algorithm with FEight
Directions”,Computer Engineering,Vol.30, No.1, 2004,
pp-90~91.

Qiaoyu Sun is a lecturer of Department of
Electronic Engineering, Huaihai Institute
of Technology. She graduated from
Tianjin University in 1992; from East
China Normal University of Science and
Computer in 2003 with specialty of
application of computer. She has
published over 10 Journal papers. Her
research interests are grid computing and
digital image process.

Yinrong Pan is a professor of Department of Computer
Science and Technology, East China Normal University.
Doctor leads, He has published over 20 Journal papers. His
research interests are computer application and network
database.



DCABES 2007 PROCEEDINGS "

The Finite Element Simulation of Transmitting Force Way of
The Raft Foundation Based on ANSYS*

Qian Lan®, Yongfeng Du?, Jun Li?
!School of Civil Engineering, Lanzhou University of Technology, Lanzhou 730050, China
23chool of Science, Lanzhou University of Technology, Lanzhou 730050, China
Email: lijun@Ilut.cn

ABSTRACT

Essential principle and calculation methods are discussed for
the simulation of transmitting force way of the raft foundation
using topology optimization. Using general-purpose finite
element program ANSY'S, a three-dimensional finite element
model of interaction between raft foundation and soil is
established, and a topology optimal model is derived by
variable density method. Moreover, the sequentia linear
programming is chosen to solve the optimal problem. The
simulation for the raft foundation of the tall building is
conducted. The results show the macroscopic distribution of
stress of raft clearly. The research indicates that the topology
optimum design by way of FEA is a highly efficient optimum
method, which may provides valuable conceptual design idea
for raft foundation design of tall building.

Keywords: Transmitting Force Way, Topology Optimal,
Variable Density Method, Sequential Linear Programming

1. INTRODCTION

Thick raft foundation is a type of most frequently used
foundation in China because it is advantageous both in load
bearing and in service ability. Firstly, the thick raft foundation
can enhance the bearing capacity and rigidity of foundation
and balance the non-uniform settlement of ground. Secondly,
it can provide a big underground space that can be used as
either underground garage or basement. In addition, compared
with the box foundation, the thick raft foundation has the
advantages of low cost and the fast speed of executes of
works. However, thick raft is a kind of very expensive
foundation, applying it into manufacturing means not only
concrete consuming, but also needs large amounts of steel for
reinforcement. An accurate analysis is helpful for a better
understanding of force distribution in a thick raft, thus a
reasonable design. The analysis of thick raft is usualy more
complicated because the no more applicable[1]. This paper
investigates the local distribution nature of the bending
moment near the bottom of effect of shear deformation in
thick raft is very significant, and the Kirchhoff theory used for
ordinary thin plate is shear wall and columns. A Mindlin
model for moderate thickness plate is used to improve the
accuracy of calculation. For this purpose, general-purpose
finite element software, ANSY Sis employed, and a 3-D finite
element model of interaction between the raft foundation and
soil is established. A topology optimal model is derived using
variable density method, and the sequential linear
programming is chosen to solve the optimal problem. The
numerical examples show that the optimal method presented
in this paper is feasible and effective. The result of topology
optimization reflects the law of load transferring from raft to
foundation and clearly reveals the part of the raft where the

*Supported by the National Natural Science Foundation of China
under Grant N0.10331010 and the Outstanding Youth Foundation
of Lanzhou University of Technology.

reinforcement needs to be enhanced.

2. TOPOLOGICAL OPTIMIZATION MODEL
AND SOLUTION

2.1 Topological Optimization Model

Variable Density Method (VDM) is commonly used for
topological optimization of continuum structure[3]. The
main idea of VDM is to introduce an imaginary material with
variable density. A base structure is first defined the degree of
existence of each finite element is described using pseudo
density which is associated with the stress level. When the
density of the element is equal to zero, there is no material in
this element. So the element should be deleted. While the
density of the unit is equal to one, there is materia in this
element. So the unit should be kept. The density of material is
regard as the variable for topological optimization. Therefore,
the topological optimization design is thus changed into the
material optimum distribution problem.

In the Variable Density Method, the density of each finite
element is chosen as the topological optimization variable,
and the stiffness of material is taken as the objective function.
The topological optimization model is shown as following:

find the density variables (,\7 _ {, ,,.. », } suchthat

Minc(p)=UT (p)F =UT (p)K(p)U (p) EQ. (1)
Subject to H(P)=2 Ipiin’MOSO Eq. (2

i=1q,
K(p)-U-F=0 Eq. (3)
e<p <1, 0<e<1 Eq. (4)
where C(p) is the objective; H(p) is condtraint; F is
loading matrix of the nodes; U is the displacement matrix of
nodes, M is the mass constraint; n, is the total number
of elements; Q;istheintegral areaof units; p isthe density

matrix.
The stiffness matrix of material is shown as:

K=Y Kipn =Y [T D(pBd0
i=1

i=1

p={pifl  (1=12n;) Eq. (5)
1 v 0

D(p.)—E_(‘;‘Z) v1oo
00 =~

E(pi)=Eopi" Eq. (6)

where B; is the matrix of relationship between the stress
and the displacement; n=3~9; p; should be satisfied with
e<pi<land O<e<<1; Egisthemodulusof elagticity.
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2.2 Solution
The senditivity of the objective function and the constraints is
shown that

oC _ ,ToK  auT

T Xy Y ku +UTK% Eq. (7)

opi opi Pi Pi
M _ JdQ Eq. (8)
opi o
According to Egs. (4), the equation can be derived as
oK ouU
ZU=-K=— Eq. (9)
opi opi

The equivalent form of the sensitivity of the objective
function and the constraints can be derived from Egs. (7), (9).

ﬁz_UiT %Ui :_lUiT K;U; __an
opi opi Pi Pi
(the deformational energy of the unit) Eg. (10)

Because the number of variable for topological optimization
of the base structure is large, the computation becomes
complicated. Proper optimization method having good
convergence speed and reliable optimization result must be
chosen. Sequence of Linear Programming is very capable of
dealing with large number of the design variable. This method
isakind of optimization method used extensively in structure
optimization design at present. In this method, the objective
function and the constraints are linearized by taking the first
terms of the Taylor series expansion about the current
iteration point. The origina NLP problem is localy
approximated by linear terms. This LP problem can be
solved repeatedly, redefining the new iteration point each time
as the optimal solution of the previous problem. In order to
improve computational efficiency, the smplex is selected to
solve the LP problem.

3. EXAMPLE

3.1 Project Introduction

A structure that consists of 2 basement floors and two towers
with 29 stories each is chosen as the numera example. Its
foundation is the raft and the superstructure is framed-tubes.
The dimensions of raft are 32mX12mX1.8m. The sizes of
two tubes are 8m x8m and 8m x7m respectively. The loads
produced by tubes are 90743KN and 141941KN respectively
and the linear load produced by is outer wall 1200KN/m.

——

—

Fig.1. Plan of the raft

A part of raft including two tubes (the plan was shown in Fig.
1) was taken out in this paper. In order to simulate the action
of the adjacent raft, the support conditions of the long sides of

the raft ribbon are slide support. The topological optimization
was carried on.

3.2 The Analysis of Raft

The analysis of thick raft is usually more complicated because
the effect of shear deformation in thick raft is very significant,
and the Kirchhoff theory used for ordinary thin plate is no
more applicable. Eight-nodes isoparametric finite elements
were used to simulate the reinforced concrete in raft. Mindlin
model for moderate thickness plate in which transverse shear
is considered in order to improve the accuracy of calculation
is used. The steel reinforcements were spread in whole space
of concrete. This method has advantages of the simple model
and the high precision of calculation.

3.3 Soil Model

Selecting a reasonable model for soil isimportant for analysis
of interaction. It not only affects the distribution of the
foundation reaction, but also affects the internal force and
deformation of foundation and superstructure. Soil can be
stratified and regarded as even, continuous, isotropism in
every layer. The dtratified soil is simulated as 20 nodes
isoparametric  finite elements that can redize the
comparatively true soil body state with smaller calculation
amount.

When the finite element model of interaction between raft
foundation and soil was established, some principles were
considered in this paper as followings:

Fig.2. Meshing of uneven and layered soil

(1) In order to improve the computation accuracy with less
computational effort, the meshes of the area under the
raft are smaller than that of other area because the stress
of thisareais concerned most. (Shown in Fig.1)

(2) Make sure that different material attribute is assigned to
each layer of the soil. (Shown in Fig.1)

(3) Try to guarantee dl finite elements are regular.

(4) Thedimensions (a, b, H) of the soil are chosen according
to the scope of loading effect. The boundary conditions
are shown as Fig.2. The displacement of the surface of
soil can be described as uly_g=0" ul_,=0"
TXZlX:O: U Tx ‘x:a =0~ V‘x:o =0~» le:a =0>
ryz|X:0: 0- ,yz| — 0. However, the displacement

X=a

of bottom of soil is regarded as zero.
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Fig.3. Modd of soil

3.4 Finite Element Equation
Finite element eguation of interaction between foundation and
soil is shown asfollowing:

[Kr+Ks{U}={Q} Eq. (12)

where [K ] isthe stiffness matrix of the raft; [k ] isthe
stiffness matrix of soil; {uy is the displacement vector;
{Q} isthe load vector. This Finite element equation is solved
by Newton-Raphson iterations. Compared with other methods,
the work done for this approach is less and satisfactory results
were gained.

3.5 Results of the Topological Optimization

Fig.4 indicates the result of the topological optimization. The
dark color represents the bigger value of the pseudo density,
corresponding to big stress in the figure. Some principles can
be revealed from the result of the topological optimization:

Fig.4. Optimal result

(1) Because the loading provided by tubes are great, the
stress of the raft under the two tubes is bigger than other
positions. Compared with the right tube, the left tube has
the smaller size and the heavier loads, and there are no
internal shear walls. For this reason, the stress of the raft
of the left tube is distributed evenly in the edge and the
interior of the tube. However, the phenomenon of uneven
stress within the right tube appeared. Because of a short
distance between two tubes, the stress of the raft between
two tubes is aso great relatively. This fact can be

reflected in the testing results of the stress of the
reinforcements. So, the reinforcements of this part of raft
need to be enhanced. In addition, the reasonable
locations of tubes are important for the structural design.

(2) In spite of the large stress of the exterior wall, the stress
of the part between tube and the exterior wall is small.
Compared to the loads provided by tube, the loads
provided by the exterior wall is heavier. According to the
shortest route principles for loading transmission, the
stress of the raft between the tube and the outer wall is
smaller than that of the raft between two tubes.

(3) From theresults of the topological optimization, it can be
founded that the stress of the edge of the raft is the
smallest. So, it is important that a suitable distance
between the edge and the outer wall should be kept.

4. CONCLUSIONS

Using general-purpose finite element program ANSYS, a
three-dimensional finite element model of interaction between
raft foundation and soil is established, and a topology optimal
model is derived by variable density method. Moreover, the
sequential linear programming is chosen to solve the optimal
problem. Some Conclusions can be drawn as following:

(1) Compared with conventional method, the topological
optimization method based on the finite analysis
improves the computational accuracy and the high
quality of design.

(2) The result of topology optimization reflects the law of
load transferring from raft to foundation.

(3) The result of topology optimization can clearly reveals
the part of the raft where the reinforcement needs to be
enhanced.
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ABSTRACT

We report on an ongoing effort to build a Dynamic Data
Driven Application System (DDDAS) for short time frame
prediction of weather and wildfire behavior from real time
weather data, images, and sensor streams. The system changes
its predictions as new data is received. We use a single long
term running simulation that corrects itself using out of order,
imperfect sensor data. The DDDAS version replaces a code
that was previously run using data only with static initial
conditions. DDDAS entails the ability to dynamically
incorporate additional data into an executing application, and
in reverse, the ability of an application to dynamically steer
the measurement process. Visualization in the field is an
important aspect.

Keywords: Fire Tracking, Dynamic Data-driven Application
Systems, Sensor Networks, Adaptive Computing, Parallel
Computing.

1. INTRODUCTION

We describe the current state of a dynamic data driven
application system (DDDAYS) for simulating wildland fires.

DDDAS is a paradigm whereby an application (or simulation)
and its underlying measurements become a symbiotic
feedback control system. DDDAS entails the ability to
dynamically incorporate additional data into an executing
application, and in reverse, the ability of an application to
dynamically steer the measurement process. Such capabilities
promise more accurate analysis and prediction, more precise
controls, and more reliable outcomes. The ability of an
application to control and guide the measurement process and
determine when, where, and how it is best to gather additional
data has itself the potential of enabling more effective
measurement methodologies. Furthermore, the incorporation
of dynamic inputs into an executing application invokes new
system modalities and helps create application software
systems that can more accurately describe real world, complex
systems. This enables the development of applications that
intelligently adapt to evolving conditions and that infer new
knowledge in ways that are not predetermined by the
initialization parameters and initial static data.

The motivation for our research is the following:

0 Improving society with a more accurate prediction
compounded with the inherent challenge in modeling
nonlinear, rapidly changing phenomena.

0  Thedifficulty in obtaining remote or in situ data.

* Supported in part: NSF grants CNS-0540178, EIA-0218229,
ACI-0324876, Ol SE-0405349, and ACI-0305466.

0  The challenges of communicating the on site, out of
sequence data of unknown quality to remote
supercomputers and using it to steer simulations and
data acquisition.

The research extends well beyond the data assimilation work
in progress in atmospheric or ocean sciences due to the
specific application challenges. the modd is strongly
nonlinear and irreversible, the data arrives out of sequence
from disparate data sources, and error distributions ssimply are
not close to Gaussian. Our DDDAS is built upon previously
existing models and codes with significant additional code and
new algorithms.

Components have been developed and added to the coupled

atmosphere-wildfire model which contains the following:

0  Save, modify, and restore the state of the model.

0  Apply ensemble data assimilation algorithms to modify
ensemble member states by comparing the data with
synthetic data of the same kind created from the
simulation state.

0 Retrieve, process, and ingest data from both novel
ground based sensors and airborne platforms in the near
vicinity of afire.

0  Provide computational results visualized in several ways
adaptable to user needs.

DDDAS requires sensors capable of dynamically supplying
datato asimulation. An ideal sensor is sensitive, selective, and
able to communicate high level spatial, temperature, and
chemica information to the simulation rapidly using
negligible bandwidth.

Integrated Sensing and Processing (ISP) aims to replace
current sensor designs with such DDDAS optimized sensor
system architectures, comprising interdependent networks of
functional elements, each of which may span the roles and
functions of multiple separate subsystems in present
generation sensor systems. ISP simplifies sensing in DDDAS
through spanning those multiple roles and functions. ISP
research is developing mathematical tools that facilitate the
design and global optimization of systems that interactively
unite usualy independent functions of sensing, signal
processing, communication, and exploitation. ISP achieves
diminution of crucial degrees of freedom in sensing system
design and operation without regard to traditional subsystem
limits and interconnect structures. This reduction is realized by
applying modern systematic methods from physics based
computational modeling and fast data adaptive representations
to discover and take advantage of structure present in the data
across every stage of the sensor system. In many instances,
ISP enables an instantaneous dimensionality reduction to a
tractable optimization problem that is far more deferential to
the end to end structure of the problem than the traditional
sensing approach.
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Data that come into the data center must go through a process

consisting of up to six steps.

1. Retrieval: Get the data from sensors. This may mean
recelving data directly from a sensor or indirectly
through another computer or storage device (e.g., a disk
drive).

2. Extraction: The data from some sensors may be quite
messy in raw form, thus the relevant data may have to be
extracted from the transmitted information.

3. Conversion: The units of the data may not be appropriate
for our application.

4.  Quality control: Bad data should be removed or repaired
if possible. Missing data (e.g., in a composite satellite
image) must be repaired.

5. Store: The data must be archived to the right medium (or
media). This might mean a disk, tape, or computer
memory, or no storage device at all (or only briefly) if
data is not being archived permanently or only
temporarily.

6. Notification: If asimulation is using the data as it comes
into the data center, the application needs to be informed
of the existence of new data

ISP simplifies DDDAS by performing data extraction and data
conversion at the detector in the sensor, eliminating steps 2
and 3 in the previous paragraph. ISP also presents the data as
high level information tokens that require very little
communication bandwidth. Bad data may be edited or
removed as data are tokenized, potentialy eliminating step 4
in the data center as well.

2. WILDLAND FIRE MODEL

The origina modeling system is composed of two parts: a
numerical weather prediction model and a fire behavior model
that models the growth of a wildfire in response to weather,
fuel conditions, and terrain [8, 9]. These models are two way
coupled so that heat and water vapor fluxes from the fire are
released into the atmosphere, affecting the winds in particular,
while the fire affected winds feed back upon the fire
propagation. This wildfire simulation model can thus represent
the complex interactions between afire and the atmosphere.

The meteorologicd model is a three dimensiona
non-hydrostatic numerical model based on the Navier-Stokes
equations of motion, a thermodynamic equation, and
conservation of mass eguations using the anelastic
approximation.  Vertically stretched terrain  following
coordinates alows the user to simulate in detail the airflow
over complex terrain. Gridded national weather forecasts are
used to initiadlize the domain and update lateral boundary
conditions. Two way interactive nested grids capture the outer
forcing domain scale of the synoptic scale environment while
allowing the user to telescope down to tens of meters near the
fireline through horizontal and vertical grid refinement.
Weather processes such as the production of cloud droplets,
rain, and ice are parameterized using standard treatments.

In the original model, local fire spread rates depend on the
modeled wind components, fuel properties, and terrain slope
through an application of the semi-empirical Rothermel fire
spread formula [10]. We are replacing the Rothermel model
with a simple physics and PDE based model [11]. This PDE
model uses the reaction-convection-diffusion equation for the
temperature and fuel supply. This simple model is capable of
producing a reasonable fire behavior with an advancing fire

front. A more advanced version of this model is under
development, which will include several species of fuel,
radiative heat transfer between fuel species, and evaporation
of moisture. It is anticipated that this model will replace the
empirical fire model and it will be coupled to the atmospheric
model. Some related physics based fire models in the literature
arein[12, 13].

Prediction with the coupled atmosphere fire model is achieved
using an Ensemble Kaman Filter (EnKF). Ensemble filters
work by advancing in time a collection of simulations started
from randomly perturbed initial conditions. When the data is
injected, the ensemble (called forecast) is updated to get a new
ensemble (called analysis) to achieve a least squares fit using
two conditions: the change in the ensemble members should
be minimized, and the data should fit the ensemble members
state. The weights in the least squares are obtained from the
covariances of the ensemble and of the data error. For
comprehensive surveys of EnKF techniques, see [14, 15, 16].
In general, EnKF works by forming the analysis ensemble as
linear combinations of the forecast ensemble.

We are using filters based on the EnKF with data perturbation
[17]. But, even with a highly simplified wildfire model, the
data assimilation produces an ensemble with nonphysical
solutions causing the simulations to break down numerically.
Breakdown occurs much sooner with the full model.
Therefore, we use a regularization by adding a term involving
the change in the spatial gradient of ensemble members to the
least squares [18]. Existing ensemble filter formulas assume
that the observation function is linear and then compute with
the observation matrix. We derived a mathematicaly
equivalent ensemble filter that just needs to evaluate the
observation function for each ensemble member, which
simplifies the code.

We use system states that combine states at several times [11]
for assmilating of out of order data that we use. Our parallel
computing framework was designed knowing we would have
to deal with out of order datainjection.

Data comes from fixed ground sensors that measure
temperature, radiation, and local weather conditions [19].
These systems will survive burn-over by low intensity fires
and are intended to supplement other sources of weather data
derived from permanent and portable automated weather
stations. The temperature and radiation measurements provide
the direct indication of the fire front passage and the radiation
measurement can also be used to determine the intensity of the
fire.

Data also come from images taken by sensors on either
satellites or airplanes. The primary source of image datais the
Wildfire Airborne Sensor Project (WASP) [20]. This three
wavelength digital infrared camera system is carried on an
airplane that is flown over the fire area. Camera calibration, an
inertial measurement unit, GPS, and digital elevation data are
used in a processing system to convert raw images to a map
product with a latitude and longitude associated with each
pixel. The three wavelength infrared images can then be
processed using a variety of algorithm approaches [20, 21] to
extract which pixels contain a signa from fire and to
determine the energy radiated by the fire [22, 23].

The data are related to the model by the observation equation.
The observation function maps the system state to synthetic
data, which are the values the data would be in the absence of
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modeling and measurement errors. Knowledge of the
observation function, the data, and an estimate of the data
error covariance is enough to find the correct linear
combinations of ensemble membersin the ensemble filter. For
an observation function that is simply the value of a variable
in the system state, the natural choice of approximate inverse
can be just the corresponding term of the data residual,
embedded in a zero vector.

Building the observation function and its approximate inverse
requires conversion of physical units between the model and
data and conversion and interpolation of physical coordinates.
In addition, synthetic data at instants of time between the
simulation time of ensemble members need to be interpolated
to the data time. The data injection itself is done by updating
the ensemble to minimize a weighted sum of the data residual
and the change in the ensemble.

The data items enter in a pool maintained by the data
acquisition module. The assimilation code can query the data
acquisition module to determine if there are any new data
items available, request their quantitative and numerical
properties, and delete them from the pool after they are no
longer needed.

Visualization of the model output as an image is accomplished
by brightness, color encoding, and transparency for a visual
indication of the location and intensity of the fire, and of the
probability distribution of the prediction. 3D visualization of
the fire is more complex and complexity increases if high
spatial resolution of the output is desired. 3D visualization
uses model output from the fire propagation code for the flame
region and from the atmospheric code for visualization of
smoke. Ensemble statistics are used for visualization of
probability.

The geographic output of the fire model in 2D or 3D is
visualized in a number of ways. A PDF file of the output as a
map is generated for potential output as hardcopy view of the
fire a a set point in time. For computer based mapping,
manipulation, and visualization of the model output, file
formats compatible with the geographic information system
(GIS) products are generated.

The time varying output for both 2D and 3D is also used to
generate a movie playable in any of the media formats, e.g.,
MPEG. The user may select movie duration up to the
maximum extent of the model prediction.

An intuitive and easy method for map visualization is to use a
web based mapping server, e.g., GIS software, Google Maps,
or Google Earth. These web based programs simplify access
to map and image data. They let us display model output
movies on top of a relevant map background. Within Google
Earth, for example, this alows user control of the viewing
perspective, zooming into specific sites, and selecting the time
frame of the visualization within the parameters of the current
available simulation. These web based programs also alow
switching between background types, for example, USGS
topographic maps or high resolution satellite images with a
road layer or other pertinent layers such water sources added.

3. CONCLUSIONS

All DDDAS share numerous common features:

0  The correct sensor needs to be chosen to get the right
data at agiven time.

0  The sensors must be placed in the right locations

o Data is not necessarily accurate nor does it arrive on
time in the correct order. Hence, data must be filtered
before use and error distributions in the data must be
known and available for use.

0  The sensors should be reprogammable in some sense
directly by the application.

0 The potentia for rapid error growth without data
steering.

0  The application's models, numerical methods, and major
item to be tracked may need to be changed as a result of
the incoming sensor data or a human in the loop.

0 Long term simulations are possible using dynamic data
instead of having to run many short term ones with
incoming, but static initial guesses.

A challenge is to develop common frameworks that work on

multiple types of DDDAS codes.

One of short term goals is a full computational test. Data will
move, possibly unreliably, from remote sensors to a remote
computational machine. Our simulations will be data-driven in
terms of the models and scales we use. The choices of models
and scales will be made in part based on the data streaming in.
We are now in a position to develop the final piece of our
DDDAS strategy: having the simulation control how much
datais needed and from where in order to improve the quality
of the flame wave front predictions. Only then will we have a
truly symbiotic relationship between the running computations
and data collection. Our current test should have the right
ingredients to predict how our DDDAS will work in a planned
future field test with areal wildland fire.
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ABSTRACT

Each year approximately twenty percent of flightsin the U.S.
are delayed, costing large sums of money in terms of lost
business opportunities and wasted time. We propose to
develop a dynamic data-driven application system (DDDAYS)
to track the results of airline flights over time and use this data
to accurately predict the probability of delay or cancellation of
a flight. Initialy the factors taken into account included:
weather, terrorism threat level as reported by the FAA, and the
flight information provided by the airlines. As more data is
collected we expect that seasonal trends could also be detected
and added to the model.

Keywords: Dynamic Data-driven Application System, Air
Travel, Weather, Flight Prediction.

1. APPROACH

This project started as a joint class project in dynamic
data-driven application systems (DDDAS) [1-7] course. Our
approach is divided into several smaller sub-projects. These
were produced along the lines of the overall model as depicted
inFi.1. Thework fallsinto one of these categories:

1) Sensors: collect datafor the DDDAS.

2) Trangport: transfer data between the sensors and the
other parts of the DDDAS.

3) Datastore: central repository for collected data.

4)  Predictor: predict flight delay and cancellation based on
historical data and current conditions.

5)  Corrector: analyze the accuracy of predictions and make
corrections to the predictor to improve accuracy over
time.

The DDDAS needs at least one element from each of the

above to function but works and even benefits from having

multiples of each.

1.1 Delta Airlines Sensor

This sensor collects data from the Delta Airlines’ website [9]
and reformats it into a form suitable for use by our various
tools.

The Delta Airlines sensor had several interesting challengesin
its evolution to the current state. The first challenge in the
prototype was getting the data from the Delta website. No API
was found, so we had to look for some viable aternative.
After some experimenting, a URL was discovered that
permitted placing the date and flight number directly into the
URL, resulting in the browser fetching the desired information
from the website without having to bother with forms or other
input. This worked fine for browsers, but it caused problems
initially in command line tools like fetch or wget. It was
discovered that this was due to the various cookies the website

* Supported in part: NSF grants CNS-0540178, EIA-0218229,
ACI-0324876, Ol SE-0405349, and ACI-0305466.

was setting. After isolating that cookie it was possible to
configure wget to fetch pages reliably. Once the web page was
collected it was piped through a number of regular expressions
via grep to pick out the interesting parts and to exclude the
unwanted data. This proved that it could be done, so we
moved to implementation of a production model in Python.

Python [9] was chosen as our default tool language due to
strong lobbying our class discussions after researching what
libraries where available that made our tasks easier. (Though
later, many other languages where incorporated in the various
pieces of the overall project.) A key library is mechanize,
which neatly wraps up the entire URL fetching process into a
single command and bypasses the manual cookie handling
which had plagued the prototype sensor. The initial version of
the sensor also used libxml2dom to assist in stripping the html
and xml formatting from the page. Due to problems in date
handling and Delta’s changes to its website, it was dropped
from the final version.

The initial version of Delta sensor outputted a comma
separated value (CSV) list for each flight. This data was stored
in a log until the data design was firmed up. Once the data
store format became available we wrote a perl script to
transform it into a series of insert statements for postgres sql.
Since it was in comma separated value form, (CSV), this
could have been converted or imported in a number of other
ways, but we needed to rewrite the flight field and the airport
fields to match the final format of the data store so we used
perl to do al of these at once.

Delta overhauls their website periodically, changing the
format of the pages, and completely breaking the Delta sensor.
A change recently, coupled with a finalization of the data
format in the data store, prompted major changes to the Delta
sensor design. Specificaly, we reduced the Python portion of
the Delta sensor, via heavy commenting, to fetching the URL,
generating the timestamp, and then outputting this to standard
out only. This output can be redirected to a file or piped to
another program in typical UNIX command line fashion. We
modified the Makefile for the project to have several new
build stanzas, specifically ones to take a collection of flights
from afile and generate either flat text output files or postgres
insert statements which can be appended to a master insert file.
That file could then be loaded into the database via a simple\i
filename on the postgres command prompt. It would not be
difficult to have these directly loading into the database but
since remote connectivity to the database was difficult, with a
firewall blocking access, this seemed like a reasonable
workaround. A sensor running on the same box with the
database should have no problems with the firewall and could
deliver that data directly to the data store.

1.2 United Sensor

To begin data retrieval from United Air Lines [10], a Python
script is used to gather the information from the website. We
again use the mechanize package for web browsing to get the
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html from the United website. Each segment of a flight is
gathered from a separate URL request with differing
destination and origin airport codes.

Once the web page is downloaded and placed into a string we
use regular expressions to filter out the relevant data.  Asthe
pertinent information is placed deep inside layers of html each
parameter often is parsed in several successive steps.

As United does not always display the information required
the value unknown is used as a default for missing data.

The United Sensor can currently gather flight information for
individual legs of the flight through URL requests and insert
them into the database. It has limited error handling with some
of the fields having the default value of unknown. The
sensor is meant to be called by an external program either on
demand or by a scheduling tool such asacron.

1.3 Weather Sensor

One of the avenues explored was Yahoo!'s weather service
[11]. This service is very developer friendly and provides a
plethora of data based on zip code.

Yahoo! provides RSS feeds for their weather reports and
forecasts. On their developer network they even provide a
tutorial on accessing this information through Python along
with a name space that minidom can use for parsing. Using the
URLIib library to fetch the RSS feed and a mindom to parse it,
the weather sensor can currently query weather info by area
code and display thisinformation as text.

An issue to address is the need to map airports to area codes
so that weather data can be correlated with flight data.

Yahoo!'s weather service provided an easy and reliable way to
gather weather data which is provided with a name space and
support for maintaining the code.

Another approach is to obtain weather information around the
world from NOAA (National Oceanic and Atmospheric
Administration) and the National Weather Service [12]. The
world weather information for al airports around the world is
based on International Civil Aviation Organization codes.

Current and recent METAR reports are obtained using the
NWS anonymous FTP site [13]. METAR observations are
available as individual reports or as hourly files. The
information available is represented in a meteorological code,
however. Extensive information is available about the
METAR code and is furnished by the National Environmental
Satellite, Data, and Information Service (NESDIS).

Weather information is collected periodically for analys during
simulations. A filtering program obtains all of the information
required from the METAR reports that are downloaded.

The ftp site for the weather information in NWS is maintained
by the U.S. government. Accessing its information is robust
and available worldwide.

1.4 U.S.threat Sensor

This sensor reads the current threat level from the Department
of Homeland Security website [14] and writes the level and a
timestamp to a text file. The program makes a conversion
between the word/color system used by the government and a
numerical representation for internal use by the DDDAS.

1.5 Data Store

Originally we planned to just make a custom, minimal data
store program, perhaps using flat files with an interface
suitable for later conversion to a full database. However, after
looking at the evolving reguirements, we decided to use a SQL
database system [15] and eliminate the need to change later.
We chose postgres as the database and installed it on our
central project server. Like many well behaved open source
projects, this one installed from source without significant
difficulty.

Two databases where built, travel_dddas dev and
travel_dddas prd. The dev database is a working area to
develop and test sensors, predictors, and correctors without
affecting the master data store which lives in prd. When a
particular tool is completed and debugged it can then be
connected to the _prd database. The _dev database is to be
periodically overlaid with the contents of _prd to reseed it
with valid data.

Each data table begins with a triplet EPOCH, SENSORID,
and DATATY PE, where EPOCH is a timestamp in seconds
past the epoch format, SENSORID is a DDDAS-wide unique
value typically consisting of the fully qualified hostname plus
some arbitrary string, and DATATY PE categorizes the data
type by the sensor program that produced it. Taken together
these uniquely identify a data point in time and throughout the
table space while associating it strongly with its source. After
the triplet, domain specific entries for the specific data type
fill the rest of the columns in the table row. We standardize the
same format for storing all our data, which is extremely useful
in crossreferencing interdependent data points such as
predictions to weights.

1.5 Transport

The transport module serves as alink between the sensors and
the simulation unit. It is based on a Java point-to-point
communication tool developed by Wei Li [16]. The original
communication tool is not suited for easy deployment on
multiple computers. Therefore the software had to be suitably
packaged and modified to allow easy installation on many
computers. In addition, we use other data transporters such as
secure shell copy (scp) and postgres sdl clients. Our DDDAS
is designed for flexible data collection and distribution. Fig.3
isadiagram of the data transport system.

1.6 Predictor

In order to decide if a flight will be canceled or seriously
delayed, a prediction is made based on information about the
weather conditions and U.S. Threat level. To cal culate whether
or not aflight is going to be delayed the predictor produces a
value from 0 to 1, the higher the value the more likely the
flight will be delayed. To obtain a value, weather statistics
along with the current U.S. terrorist threat levels are used.
Weather information currently includes wind speed, wind
direction, precipitation type, temperature, and visibility. These
factors are also given weights by the corrector from O to 1 to
judge the significance of each factor in the total outcome.

Each factor is described in detail by introducing fuzzy
functions for certain various weather conditions over certain
overlapping ranges of input parameters, e.g., very cold (less
than -3°C), freezing (-7 to +7°C), normal (+4 to 35°C), hot
(above 30°C). The fuzzy functions will be combined by set
operations using a T-norm.
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In this way the corrector can adjust the prediction to fit the
actual outcome. Fig.2 is a diagram of the structure of the
system. Once sufficient data has been obtained from flight
histories, the values of the individual pieces of data, such as
precipitation, can be analyzed alongside whether or not a
delay occurred. With this data a polynomial fitting of the data
can be used in the calculation of further predictions.

1.7 Corrector

The purpose of the corrector is to compare a previous
prediction with the actual results and adjust weights
accordingly. If the predicted result is within a certain
tolerance, no correction is necessary and the corrector finishes.
If the actual result is significantly different from the prediction,
the corrector must determine what weights to adjust so that
future predictions will be more accurate.  Adjustments
should use previous data to determine what factor(s)
contributed most to the predictor’s divergence from the actual
result.

While the corrector runs, it finds the last prediction that has
corresponding actual results. Once the prediction is found,
entries in the airline table are extracted if they match the
prediction’s flight number and sensor ID. Any of these
entries occurring after the prediction’s epoch have their results
compared to the prediction’s result (i.e., the flight was on time,
delayed, or canceled). If the prediction was incorrect, we use
our prediction’s weight epoch key and weight sensor ID key to
find the weather conditions corresponding to the time of the
prediction. We then query the weather table for similar
weather conditions. The airport codes and epoch times for
these weather entries are used to query the airline table for
flight numbers occurring under similar weather conditions.
These flight numbers are then used to query the prediction
table to find predictions that were made under similar
conditions. The predictions that are correct are compared to
the prediction being corrected to mark weather factors that are
similar to correct results.

For example, if the prediction was that the flight would be
delayed, and it was on time, the corrector looks at the weight
epoch key and weight sensor ID key of the prediction. It
performs a query on the weather table looking for a match to
thesetwo keys. Let us say the result gives airport code LEX,
10 degrees Celsius, Raining, 40% humidity, visibility 10, wind
NNE, and wind speed 30 mph. We then query the weather
table for any entries with LEX, 5-15 degrees C, Raining,
30%-50% humidity, 5 —15 mile visibility, wind N to NE, and
wind speed 20-40 mph. The airport codes and epoch timein
the resulting list are then used to query the airline table for
flight numbers. Consider queries on flights 116, 314, and
211. The prediction table is then queried for these flight
numbers, and the results of these predictions are examined.
What if the predictions for 116 and 211 are wrong, but the
prediction for 314 is correct. The weather conditions for
flight 314 are compared to the weather conditions during our
current prediction, and any weather factors that are
sufficiently similar are not adjusted.  Any weather factors not
omitted by the comparison with 314 are examined to see
which one changes the most. The weight for this factor from
the previous correction table entry for the sensor is then
adjusted in the direction of the actual result (on time). The
new correction record is then added to the correction table.
If no correct past predictions are found for these flights, then a
weight is randomly adjusted in the direction of the actual
result and a new record is added to the correction table.

2. FUTURE WORK

Flight sensors all suffered from common problems, the lack of
a known standard APl and regular redesigns of airline web
pages. This combination makes keeping a stable suite of flight
sensors an ongoing project. We have observed that, if a sensor
is well built, changes in the website can be detected and
support notified to adjust the page filtering. The time to
correct filters is quite low, but still requires manual
intervention.

In sharp contrast, weather sensors benefited from the robust
and well developed APIs provided by the westher sites
utilized.

The present corrector does not adequately adjust factors for
national threat level or historical flight data. Improvements
are planned for future implementations of both the predictor
and corrector. A further improvement to the corrector model is
to alow the corrector to set initial weights be finding the best
fit for historical data. This process could aso be used to
reset in the event that predictions do not seem to be improving
over time due to poor initial values for the weights or unusual
patterns that will take a long time to self correct. Using
multiple correctors with different initial weights or different
thresholds defining “similar” weather and comparing their
results might also yield better performance over time.

3. CONCLUSIONS

We have shown that a system to predict flight timeliness has
no technical obstacles. We were successful in collecting data
from airline and weather internet sources. We have a method
in place to distribute that data, a dedicated database to store
the data, and a framework for predicting airline timeliness and
correcting predictions over time. We believe that future
development of these components would lead to a viable
commercial product.
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ABSTRACT

In practice, no analytical closed form solutions existing can
price basket options. In this paper, we present Monte Carlo
(MC) simulation on the evaluation of these derivatives.
Usually, MC simulation requires too much compute time. This
requirement limits most of MC simulation techniques to using
supercomputers. By using MPI, our parallel method which
combines with the randomized quasi-Monte Carlo technique is
implemented on Shenteng 6800 Supercomputer. We perform
parallel run time anaysis of the proposed method and prove
that the parallel approach is scalable.

Keywords: Parallel Computing, Randomized Quasi-Monte
Carlo, Black-Scholes Model, Asian Basket Options, Speed-Up,
Efficiency

1. INTRODUCTION

As an dternative to Monte Carlo (MC), the quasi-Monte Carlo
(QMC) methods refer to a class deterministic numerical
technique to approximate integrals in more than 2 dimensions.
The idea of QMC methods uses quasi-random sequences
instead of (pseudo) random numbers like in MC. These
sequences are used to generate a set of points that covers the
integration domain very uniformly, so that a better sampling
can be achieved.

Recently, the QM C methods become more widely popular in
computational finance. Particularly, now, many difficult and
complex financial engineering problems, such as valuation of
multidimensional options, path-dependent options and interest
options can be tackled to obtain approximate solutions by this
technique.

The commonly used MC simulation procedure for option
pricing can be briefly described as follows: firstly simulate
sample paths for the underlying asset price; secondly compute
its corresponding option payoff for each sample path; and
finally average the smulated payoffs and discount the average
to yield the price of an option.

In this paper, we will present some of the issues related to the
formulation for pricing Asian basket options using the
Black-Scholes model. In the second part,a parallel application
of randomized quasi-Monte Carlo for pricing Asian basket call
option will beillustrated.

* Supported by 863 program “Environment of super computing
service face to scientific research” (2006AA01A116) and National
Natural Science Foundation of China “Research on basal
Applications of parallel algorithms for present Parallel computer”
(60533020).

1.1 The Black-scholes Model
Before going further, let us reduce the formulation for pricing
Asian basket options. An Asian basket option is an option
whose payoff depends on the average value of the prices of a
portfolio (or basket) of assets (stocks) at different dates. Black
and Scholes assumed a model for stock price dynamics that is
formally described as geometric Brownian motion. This model
has the following form:

dS=uSdt+oSdz,te[0,T], (@)
where the parameters 4 and o are constant with respect
the risk free interest rate and the volatility of the asset S,
dS is the change in the asset price over the timeinterval dt ,
and dz which isthe Wiener process for the underlying asset,
is drawn from a norma distribution with mean zero and
variancedt .

Using Ito’s lemma, we then find that the process followed by
G =1In(S)is:
dG=(u-c2/2)dt+odz , @

where dG is the change in value of log(S)over the time
interval dt , as generalized Wiener process. Let f(S,t)
denote the value of any derivative security at timet , when the
stock price isS(t) . It can aso be shown that the value of an
option f satisfies the following (Black-Scholes) partia
differential equation (PDE):

ﬁ+rsi+1028262—f:rf ,

ot oS 2 652
where r istherisk freeinterest rate.

©)

The above equations can be generalized to dea with
multi-asset options. For example, an option has n

underlying assets. We assume that the expect rate of return of
al underlying assets is equal to the free-risk interest rate. The
model has the following form:

dS; = uS;dt+oS;dz i =1,2,---,n. 4
We assume the usual lognormal diffusion process:
dGj=(u—0i212)dt+oidz ,i=12,--n, ()

where i is refers to the value associated with the ith asset.
These processes can be correlated between dz; and dz i We

can aso write the above equation in vector form by
introducing the n element vector dG which is normaly
distributed as:

dG~N(y.2), (6)
where y is the mean vector, and > is the covariance
matrix. The elements of the > are:
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Zjj = {Giz Ay @)

cicjpij ifi=]
where i,j=12,--,n and Aij is the correlation coefficient

between the ith asset and the j th asset. The elements of the
mean vector y are:
yi=r-ci2/2 ifi=12,--n. )
The value f of an option on n assets now satisfies the
following PDE:
2
o | o f N of
Z Z 2ijS +rX2S =rf. (9
atzign % sy i s
For an Asian basket call optionon n assets, m observation
times, which payoff at option maturity time (T )is
Payoff = max[O Z Z S,(t )-X1, (20
—1]—1
where Sj(tj) isthevalueof the ithassetatthe jthtime.

1.2 Monte Carlo Simulation

Closed form solutions would be ineffective in determining
pricing of basket options as estimating correlations between
the underlying assets become problematic in these
high-dimensions and hence no analytical closed form solutions
exist in practice.

So far, the most effective known method for pricing basket
options is MC simulation using a stochastic volatility model
and a correlation matrix linking the constituent assets as well
as the assets to volatility. Take an Asian basket call option for
example, to estimate E[ f (U)] , where

1
maX[OfZ Z 5|(t -X] (1)
mj =1j=1
is the net discounted payoff. We suppose that
(Sl(t),sz(t),--~,8n(t)) obeys a geometric Brownian motion.
Then,

E[f(U)]=e""

fU)=g(v), (12)
where V=(V1V2,--V5)~N(0,X) ands=nm. To generateV ,

we can decompose Z:CCT by applying Cholesky
decomposition to release the correlation between different
assets, generate random normal variables with mean of 0 and
unit variance, z=(z1,z2,--+,z5)~N(0,1) and return V=Cz .
Then, we can calculate al the prices of different underlying
asset at different time

Si(tj+2)=Si () Xpl(r-0§ /2)dtrogVis prnval], (13

2. RANDOMIZED QUASI-MONTE CARLO

With deterministic QMC methods, it is difficult to obtain the
reliable error estimate [3], which has motivated the
introduction of randomized quasi-Monte Carlo (RQMC).
RQMC has a hit of difference from QMC methods. The idea
of RQMC is to use a highly uniformly point set (HUPS) to
randomize a point set P, instead of i.i.d, so that: each

individual point has the uniform distribution over [0.)°
where s is the dimension, and P, is more evenly
distributed than a typical set of independent random points.

Then, point sets can be generated by using a deterministic
construction yielding n points and randomized appropriately.
In briefly, we let v be a uniform random vector in some
space n , then choose a randomization function

h:0x[0,1)5—[01)° and construct the randomized version
Pn={01,02, -~ 0n} of Py, defined by Gj=h(uj v) .

For more on randomization techniques and standard
constructions form QMC methods. The papers (Owen 1998,
L’ Ecuyer and Lemieux 2002, and Lemieux 2005) are
recommended.

3. PARALLEL IMPLEMENTATION

The prices of derivative securities, such as options, are often
found analytically by imposing simplifying assumptions. More
recently the advent of powerful numerica procedures and
computers has made it possible to price more complex and
more realistic derivatives.

In this paper, the algorithm for pricing such options with
RQMC isdescribed in the following pseudo code:

Algorithm:
decompose the correlation matrix with Cholesky

y=cc'
for i=1to N do
generatea s dimensional vector of unit normal random
values z withRQMC
transform V =Cz

for j=1to n do

for k=1 to m do

compute the price of the j th underlying asset on

the k thtime Sj(tk)

end for
end for
averagethepricesof n underlying assetsonthe m
observation times
calculate the discounted cash flow of the Asian basket

option payoffi

end for
average the discounted cash flows over the N
simulations

As shown up, the parallel part in this computation is offered
obviously in the main simulation-loop since the random
variables have to be combined into a multivariate normal
vector. Only when the grain size [2] of the computation is very
large in each ssimulation, the parallelism is usable with MPI.

In our case, the RQMC simulation for pricing an Asian basket
cal option is simple to be paralelized, because there is no
correlation among the simulations and no dynamic scheduling.
The agorithm runs in parallelism on each processor by
computing the option’s value for N paths, and only in the
end, one processor collects the results from all the other
processors without any communication which is very high
efficiency during the computing.
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4. NUMERICAL TESTS

The goa of parallel computing is generally to speed up the
computation. Two important concepts are the speed-up
defined as S(x)=ts/tp where ts is the serial execution
time and tp is the paralel execution time using X
processors; the efficiency E=tg/(tpxn)=S(n)/n is the
proportion of the time devoted to performing useful
computational work. In best case, the speed up is linear with
the number of processors used increasing and the efficiency
stays constant and close to 1. When increasing the problem

size together with the number of processors, if the efficiency
can be kept constant, then the problem is said to be scalable.

The RQMC option price for a given N paths and x
processors can be computed according to the above algorithm.
And in our case, we use a shifted Korobov lattice [4]
deterministic construction yielding point sets and then
randomizing appropriately (Lemieux and Jennie La).

The numerical tests were made on Shenteng 6800
Supercomputer under MPI, for the Asian basket call option:
the initia price of al underlying assets S=100, the strike
price X=100 , the risk free interest rate r=0.05, the
volatility of al underlying assets o = 0.2, the maturity time
T=1, the number of the underlying assets n=10, the
correlation among assets p = 0.1, and the number of the
observation times m=10. These prices were computed with

sample103, 503 ,10%, 5x10%,10°,5x10°, 10° pahs

in order to examine the impact caused by different numbers of
sample paths. Table 1 represents the value of the option and
the parallel execution timeis shown in Table 2.

Table 1 Value of the Asian basket call option

N\ x 1 2 4 8 16

103 3.64299 3.76445 4.03077 4.15533 4.21206

5403 372773 | 365706 | 361619 | 35003 | 3.81949

4

10 361636 | 364845 | 37209 | 3.62664 | 3.49064
4

5x10 373151 | 369555 | 36426 | 3.67198 | 3.72048
5

10 371274 | 373045 | 37268 | 3.72016 | 3.58508

5
5x10 370093 | 369255 | 3.71729 | 3.71949 | 3.71981

6
10 368907 | 370057 | 369179 | 370384 | 3.71739
Table 2 Paralel Execution Time
N\ x 1 2 4 8 16

103 0.227983 | 0.11466 | 0.058417 | 0.033293 | 0.01971

54103 1.36496 | 0571115 | 0.29045 | 0.148505 | 0.072359

4
10 257798 | 11426 | 058063 | 0.288986 | 0.144402
4
5x10 123495 | 57128 | 290134 | 1.44538 | 0.722973
5
10 257394 | 114288 | 57921 | 2.88568 | 1.44421
5
5x10 126,054 | 57.1898 | 28.9773 | 14.4267 | 7.22547
6

10 249.998 114.365 57.9704 28.9125 14.4364

It can be seen that the value of the Asian basket call option
converges with the number of sample paths increasing. The
serial execution time increases extremely, when the number of
sample paths increases, but, at the same time, the parallel
execution time decreases when the number of processors
incresses.

As two measures of the parallel speed-up and the pardlél
efficiency, which are mentioned above, characterize the
quality of the parallel agorithm. Table 3 shows the parallel
speed-up and the paralel efficiency, and Fig.1 shows the

speed-up by X processors for the 5><105 sample paths
obtained.

Table3 S(x) and E for 5><105 sample paths
N 2 4 8 16

S(X) | 2204134 | 4350095 | 8.737549 | 17.44579
E | 1102072 | 1087524 | 1.092194 | 1.090362

The parallel efficiency is constant approximately, when the
number of processorsisincreased accordingly.

12

Speed-up: S0

4—
0 5 10 15 20

Number of procassars: =

Fig.1. Speed-up for 5><105 sample paths

Itisobserved that S(x) increase linearly with the processors.
A constant parallel efficiency can be maintained if the number
of processors and the size of the problem are increased
accordingly.

5. CONCLUSIONS

Using paralel randomized quasi-Monte Carlo numerical
method for pricing Asian basket options is considered.
Numerical tests were performed for a number of processors on
Shenteng 6800 Supercompuiter.

This study describes an application of parallel computing in
the finance industry. Options are continuously growing more
complex and exotic, and for an increasing number of pricing
problems, no analytical solutions exist. Sometimes the speed
of pricing options is too sow to accept it. This is where the
advantage of parallel computing appears.

Paralledl models are required for performing large scae
comparisons between model and market prices. Parallel
models are useful tools for developing new pricing models and
applications of pricing models.
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In our parallel implementation we calculated one price of the
Asian basket call option. To compute this price by RQMC
simulation we need more computational power. Using x
processors the execution timeisabout x times small.
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ABSTRACT

There exist many points to be improved on the current
waterline classifying methods. The singularity of the
classifying parameter leads to the lower precision of
classifying result, and lack of interknit among the waterlines.
On this background, this paper analyzes the progress on the
study of valley streamline automatically classified methods,
and the progress on Festure-Based GIS theory fully. At the
same time the paper concludes the current problems and put
up with the idea of designing the classifying agorithm to
construct the classifying model based on FBGIS. Particularly,
the model will take into account of the natural factors such as
the land use and the social factors such as the scale of the city
along the waterline, the amount of population of the city & the
social-economic condition, etc. At last the paper gives us a
discussion of the classifying methods.

Keywords: Classifying Algorithm; Waterline Classifying;
FBGIS; Vector Data Structure.

1. THE PROGRESS ON THE WATERLINE
AUTO-CLASSIFYING STUDY BASED ON
DEM

There exits severa waterline auto-classifying methods, among

which the popular one are Strahler coding method and Shreve

coding method, which are used by the software of ArcGIS. In
addition, the Horton coding, Garbrecht coding and the

Pfafstetter coding methods are aso the auto-classifying

methods. In 1945, according to the self-similitude feature of

the waterline, Horton put forward his waterline classifying

method, which is the Horton coding [1].

(1) Horton coding
The Horton coding indicates the natural result of the
water flowing, and it is based on the waterline rank.
According to the Horton coding, the waterline can be
classified into N grades, and the main waterline would
be set to grade(N), and the second one should be set to
grade(N-1), and so on. At last, the leaf waterline would
be set to the grade(1). There are severa characters as
following:

1) The Horton coding is akind of coding method aiming at
the geographic waterline entity.

2) The Horton coding reflects the rating relationship
between the waterlines. And the Horton code of the
waterline is corresponding to the rating relationship of
waterline themselves.

3) The Horton code reflects the depth of the child-tree. For
example, the child-tree with Horton code (N) has the
child-tree with Horton code(N-1). So if they are joined,

* This paper is sponsored by the National fundamental scientific
platform  program—Earth  System Science Data Sharing
Network(2005DK A32300) .

the waterline with Horton code (N) is the father-tree of
the waterline with Horton code(N-1). By this rhythm,
the relationship between waterlines can be clear. For
example Fig.2.1.

Fig.2.1. The sketch map of Horton coding

(2) Strahler coding

Strahler coding method developed the Horton coding
theory. According to the Strahler coding principle, in the
ideal waterline, all of the waterlines can be graded into
severa levels by the nominee principle if they had
obvious steady valley. And the leaf waterline with
obvious valley would be named the first grade waterline.
If two or more than two first grade waterline converge
into the second grade waterline, and so on. Anyway, the
first grade waterline can flow into not only the second
grade waterline but also the third, forth grade or the high
grade waterline. Due to this coding method, the series of
the waterline reflects not only the grade relationship but
the shape difference of hydrological characters[2]. For
examplefig.2.2.

Fig.2.2. the sketch map of Strahler coding

(3) Shrevecoding
Shreve coding has it's own principle, that is in the ideal
branch-like waterline, al of the troughs with obvious
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valey could be graded. The waterline that has no
child-tree would be set to the first grade, and two or
more than two first grade waterline converge, then it
would be the second grade. If two or more than two
waterline graded N converge, then it would be the N+1
grade waterline. If a waterline graded N and a waterline
graded M converge, at the same time M>N, then the new
one would be the waterline graded M, and so on[3]. For
example Fig.2.3.

Fig.2.3. the sketch map of Shreve coding

(4) Garbrecht coding
Garbrecht coding was put forward in 1988 by Garbrecht,
and it is different from the above coding methods. This
method starts coding form the seaport into which the
river flow till the end of the river on the left side. After
that, it will trace the river in the opposite direction until
coming into the new waterline node. On this basis, the
waterline would be coded increase by degrees.

(5) Pfafstetter coding
Pfafstetter, a brazilian engineer, recurring to GIS
technology, carved up and coded the drainage area with
large scale. He extracted waterline form DEM which
was modified by him to reduce the error. On this basis,
he coded the drainage area with his own methods. And
in china, severa years later, a researcher mends this
method and applies it into the Huanghe river valley.

2. PROBLEMS OF THE CURRENT
WATERLINE AUTO-CLASSIFYING
METHOD

Although the current auto-classifying methods can code the
waterline as a whole in different ways, the classified code
under these methods have many problems, the most severe
one is the new produced waterline could not match the
traditional one. The Horton coding method has less thought of
auto-extracted waterline map for it was put forward earlier.

Strahler coding method developed Horton coding, but not

perfect. And Shreve coding is another new method, not adapt

to the traditional waterline. The Pfafstetter coding is near to
the practice, and also not perfect. We can judge it form the
following:

(1) The current methods lead to the fact that the
newly-produced waterline map hardly matches with the
traditional waterline map.

(2) During the classifying period, so few parameters were
considered, and lack of natural and social factors along
the waterline.

(3) The existing methods are lack of the concept of
geographic feature, which leads to less relationship

between the waterline and other geographic feature,
breaking the interlinks among them.

3. STUDY ON THE AUTO-CLASSIFYING
ALGORITHM BASED ON FBGIS

3.1 Study on the Feature-based GIS

FBGIS (Feature-Based Geographical Information System) is
different form the traditional GIS which is based on the layer.
It takes Feature-Based conceptua model and object-based
logica model & physica model, with the core of describing
and expressing the geographic phenomenon, to recognize and
analyze the geographic phenomenon. At the same time, it
encapsulates some concrete GIS data structure. Geographic
feature has spatial element, thematic element and temporal
element. The three parts have the same status in the
feature-based model. However, in the layer-based model, the
spatial element takes up the dominate status, and this is one of
the very important differences between the two modelg[5]. So
the geographic feature includes three-dimension properties,
which are spatia properties, thematic properties and temporal
properties.

3.2 To Construct the Vector Data Structure Based on the
FBGIS

The feature-based GIS data model tends to conceptua
modeling stage, and the object-oriented data model can apply
to logica model design and the realization of database. To
generalize the impersonal world, we should describe it from
the following three aspects, that is geometry distribution,
thematic element and temporal variety. The geometry
information includes the position information and spatial
relationship, while the thematic information includes the
feature properties and the non-spatial relationship among the
features. At the same time, the temporal information describes
the transformation of the feature along with time, which can
be embedded into the geometry information. The position
information of the geometry information can be described by
the geometry data model, such as the vector model, etc. And
the gpatia relation, thematic information and semantic
information could be described by the semantic data model.
According to this theory, the feature-based waterline vector
data structure can be constructed easily, that is to add the
topology information and semantic information onto the
traditional vector data structure to form it. In the field of
spatial information, to improve the shortage of ichnography
arc-node data structure in the waterline description, we
construct non-ichnography topology and realize it through
object-oriented methods. For example Fig.3.1.

The vector data structure based
on FBGIS
Geometry Thematic Temporal
information information information
. [
Position Topology Non-spatial Non-spatial relation

information| |information|| relation of the of the feature

property

Fig.3.1. Thetable of constructing the feature-based waterline
vector data structure
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3.3 The Algorithm of Auto-classifying Model

The majority of the classifying model is to design the
auto-classifying algorithm. According to the FBGIS theory,
any geographic entity has relationship with the around
geographic aternative and this relationship can be described
in some certain techniques. During the waterline classifying
period, this character could be used fully. At first, the main
classifying parameter is the area of certain valleys, by this we
can distinguish the waterline grade. If some certain valley area
has no obvious difference, the model would grade the
waterline by the natural & socia factors along the waterline.
To deal with the natural & social factors, the suffer analysis
could be used based on the FB-vector data structure to
establish the data of land use & population of the city aong
the waterline. And at last the graded waterline data would be
produced by this principle.

On the basis of auto-extracted waterline from DEM data,
combining with the natural & social factors and the map
topology, the waterline auto-classifying model can be
established. The detail agorithm is as follows. the model
starts trace the waterline from the seaport into which the
waterline flows to the direction of upper branches. When come
into with the child-branch, the model will make decision
which is the main branch till the leaf branch of the waterline,
and record it as the main branch setting it the certain ID value.
After this, the model would trace the other branches which
converge with the main one from the converging node to the
upper branch direction till the leaf branch, and so on, then
setting it the ID value. And the modd will automaticaly
extracts a certain area of avalley to be as an import parameter.

The importing parameters comprise natural & socid
parameters. And the social parameters include the scale of the
city along the river, the number of the population in the city,
and the social & economic conditions etc. While the natural
parameters include land use along the waterline such as the
construction land, agricultural land, forest land, unused land,
as well as the runoff of the river. The weight of every
parameter would accord to the practice. For example Fig.3.2.

Are the valley
areas different

obviously ?

Decision-making of the
scale of the city

———satisfied —py

Unsatisfied i
Decision-making of the
popul ation amount
Unsatisfied

———satisfied —p|

v
Decision-makingof land | icfied —
use condition

Unsatisfiedl

Decision-making of

economic condition  [——Sisfied —

Unsatisfied

A 4

Other
decision-making. o

satisfied

v
—h| Turn to main branch I:

Complete No, Continue
tracing?

Full waterline

Fig.3.2. Figure of the classifying algorithm of the model

4. DISCUSSION

This paper concludes the progress of the waterline
auto-classifying methods and analyzes the existing problems
of the auto-classifying method. And the paper puts forward a
new classifying method based on the FBGIS under the
background of practica use, which had been applied into
practice. The author take for that this method would represent
the direction of the waterline classifying study for it's
produced data has obvious geographic feature and is close to
the natural things.
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ABSTRACT

Considering all the factors that affect the assembly performance
of a product, design concept and contents of collaborative
design for assembly are discussed; model of complex products
collaborative design system for assembly under distributed
environment is presented, and its function structure model and
running mechanism are described from system redlization
viewpoint. With resources of the whole net, structure detailed
design, dstatic structure feasibility analysis and process
assembly feasibility analysis are carried out by means of
combination of human-computer and human-human
collaboration. Finaly, system of complex products
collaborative design for assembly under distributed
environment is realized based on this model.

Keywords: Distributed Environment, Design for Assembly
(DFA), Complex Product, Top-Down, Preassembly

1. INTRODUCTION

Complex products design is a kind of design whose
composition, technology, design process and project
management is complex. The concrete manifestations are as
follows: 1) system composition is complex, often being a
synthesis of subsystems in different fields; 2) design processis
complex, including not only asynchronous design sub-tasks on
time axe, but also synchronous design sub-tasks at a time; 3)
system’s performance is complex as globa discussion is
needed because that demands of the overall performance is
always higher than the demand of a function module. Complex
products design process is an integrative collaborative design
process in different fields, and aso a collaborative design
process completed and cooperated by many designerg[1].
Complex products collaborative design demands that all
designs must make an organic whole by assembly and
simulation, in order to ensure the reliability of the design of

every part.

Taking the above facts into consideration, this paper constructs
adesign model of complex products design for assembly under
distributed environment. Based on the Top-Down design
method, structure detailed design, static structure feasibility
analysis and dynamic process assembly feasibility analysis are
carried out by means of combination of human-computer
collaboration and human-human collaboration.

2. DESIGN CONCEPT AND CONTENTS

Collaborative design for assembly is a general design method
that is the combination of collaborative design and DFA, with
people who do works related to design joining in. Based on the
digital model, it improves the quality of DFA on the network
platform by both collaborative preassembly and assembly
ability testing from static structure and dynamic assembly

process. The collaborative DFA is an important part of the
collaborative design, which plies collaborative structure
preassembly and process preassembly to obtain a proper
product assembly model and scheme, centering products
assembly ability. In this paper, complex products collaborative
DFA is studied asfollows.

2.1 Top-Down Products Design

The current CAD systems can support Bottom-Up design
process that is to complete product assembly design applying
geometry constraint after components’ detailed design[2]. But
Bottom-Up design method could not meet demands of
Concurrent Design. In contrast, Top-Down[3] design method
starts from functional modeling of product. It completes
detailed design of components based on determination of the
preliminary product composition and shape, and definition of
components assembly and mutual constraint relations,
according to product's functional demands and design
congtraint. During products design process, assembly constraint
determined in the former assembly level would be the design
constraint in the next level. This kind of constraint relations
should be recorded with the final model to ensure that in
subsequent design process and redesign process the system can
automatically transfer and meet those constraint relations, for
the sake of ensuring the uniformity of product model.
Top-Down design method is to design on assembly level, not
only on part level, and supports Concurrent Design for complex
products. Based on Top-Down product design method, the
design task can be divided into many sub-tasks and assembly
model could be obtained depending on the constraint
determined at the beginning of the design.

2.2 Digital Preassembly

In order to express and demonstrate the 3D digital product
model, every component needs to be assembled making use of
the assembly function of CAD system. 3D digital preassembly
[3]technology is mainly used in the analysis of structure
feasibility. It is able to coordinate product structure design,
system design and examination of components’ location, as
well as to reduce redesign and modification, based on 3D
modeling of components, management of product data and
sharing of design. In the design process of complex products,
structure feasibility considers design conflict from the static
viewpoint, carrying through static interference detection after
obtaining product assembly model from structure preassembly,
in order to ensure that there is no conflict in spatial location for
components in the condition that they meet all the constraints.
So it will find and resolve interference problems on a higher
level. This process often follows several steps: (1) call the 3D
digital model of product; (2) carry through digital assembly
according to constraint condition; (3) detect interference and
other incoordination; (4) inform related designers to resolve; (5)
cal new model for digital assembly, looping till no any
interference and incoordination problems; (6) send model
information for downstream design.

2.3 Process Assembly Planning
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The assembly function of current CAD system can only smply
accumulate components---no matter whether there exists any
path to assemble, once geometry constraints are defined,
components will be located directly. In fact, during physical
assembly, components will be influenced by those components
that have been assembled already[2]. So, products feasible in
structure not always have process assembly feasibility. In order
to ensure design’s rationality in advance, process assembly
feasibility means to discover probable conflict in the assembly
process. It is carried out utilizing dynamic preassembly based
on the assembly sequence and route constructed by assembly
planning. Assembly feasibility, concurrency of operation and
assembly cost should be synthetically considered in assembly
sequence planning algorithm. This process generally follows
the following steps: (1) call upstream non-interferential
assembly model; (2) extract model information, plan assembly
sequence by applying a large-scale, highly constrained
combinatorial  optimization agorithm (e.g. ant colony
algorithm); (3) if there is no feasible assembly sequence,
infform related designers to resolve; (4) cal new
non-interferential assembly model to plan assembly sequence
till find feasible assembly sequence; (5) send model
information.

Collaborative design takes advantage of general assembly
designers’ knowledge and experience of assembly design. The
main purpose of collaborative design for assembly is to realize
consistent and corporate decision-making bringing the
evaluation and proof of product structure feasibility and
product process assembly feasibility forward to adjust design in
time. Thus, design quaity can be raised and product
development cycle time can be reduced.

3. COLLABORATIVE DESIGN MECHANISM

3.1 Collaborative Design Process

For complex products design, the general way is to divide
product design task into a series of sub-tasks, and then assign
them to suitable Task Design Unit (TDU) to accomplish; then
the design result is sent to start up the downstream design.
Every collaborative designer can do distributed concurrent
independent work as well as synchronous negotiation and
discuss. Top-Down design method is applied to complex
products design. Firstly, function model is built according to
product function demands and trandated into structure model
to complete initial design plan and structure sketch; then
product design model driven by constraint is constructed, and
design scheme that meets the function demands can be obtained
by constraint solving. Product design task is divided into some
sub-tasks based on function/structure model. Those sub-tasks,
design objection and related parameter are sent to suitable Task
Design Unit.

1) Task Design Units (TDUs)
Design sub-task of TDU is carried out by suitable and
experienced designers in this field. Depending on initial
product demand analysis/conceptual design and structural
design, designers of each distributed Task Design Unit
organize design resources and work on their part of the
product using their own particular ways to complete their
respective design sub-tasks, according to the parameter and
design objection sent by sever. Relations among those TDUs
are both independent and interactional: design sub-task of
which each TDU takes charge of is independent in function
or structure; but on the other hand, there are coupling
relations among those TDUs, which means that some design

variable of one TDU must satisfy constraints in some other
TDUs.

2) Static interference detection
Purpose of datic interference detection is to anayze
structure feasibility. In current study, interference detection
algorithm could be roughly divided into two types: space
decomposition approach[6-8] and bounding box[9-11]. The
idea behind bounding box is to approximate the object with a
simpler bounding box that is a little bigger than the object. In
this system model, an assembly-oriented multi-layer exact
interference detection algorithm mentioned in literature[12]
is introduced. It provides an effective method to resolve the
intrinsic time complexity in interference detection. In
building different interference detection layer, it speeds up
interference detection by pruning away primitive pairs,
which will not intersect clearly though rapid intersection test
in former detection and just deal with those interferential in
the former layer interference detection.
If there is no static interference, it indicates that the product
structure is feasible, and the next assembly feasibility
analysis could be carried out by assembly sequence planning
and simulation; otherwise, inform related TDUs to modify
the design based on negotiation. The next assembly sequence
planning and simulation are based on the feasible model
obtained in this stage.

3) Assembly sequence planning
Assembly sequence planning (ASP) is an important research
topic in DFA. Many researchers made their research in the
assembly planning problem on the basis of De Fazioand
Whitney's[13] liaison graph. In particular, methods
concerned expert systems[14,15], simulated annealing[16],
Petri  net§17,18], neural networkg[19,20], genetic
algorithmg[21,22] and ant colony algorithm[23] have been
given more and more attention.

For complex products, the number of possible assembly
sequences may be too large to be handled efficiently with
traditional methods. In fact, this is a NP-hard problem, so
heuristic algorithms are frequently applied. An ant colony
optimization strategy is introduced in this paper. Ant colony
algorithm is a large-scale, highly constrained combinatorial
optimization algorithm. It can generate the optimal assembly
sequence because it considers many factors that affect assembly,
such as assembly feasibility, parallel operation and assembly
cost. In the algorithm of this paper, precedence relations among
components are introduced to the searching algorithm;
dynamical candidates set strategy based on precedence
relations is adopted to constrain the search space of assembly
sequence; penalty mechanism is used to help ants avoid the
unfeasible sequence; state transition rule and local-global
updating rule are defined to ensure acquiring of the optimal
solutions.

If there is no feasible assembly sequence, inform related
designers to modify the design; otherwise, it shows that the
design result isfeasible. Flow chart of designis shown in Fig.1.

3.2 Conflict Resolution

Collaboration between different TDUs in complex products
design involves both synchronous and asynchronous
communication. It involves the ability of the different TDUs to
work on their part of the project using their own particular
ways yet being able to communicate with the other TDUs to
bring about a common objective, the design of the product.
Because of mutual influence between different design sub-tasks,
conflict is difficult to avoid. Conflict is the essential
phenomenon of collaborative design, and its resolution is the
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Fig.1. Flow chart of collaborative DFA

process of global optimization of the design. How to resolve
conflicts to achieve design coherence is a crucia problem for
collaborative design. Conflicts are resolved by combination of
rule and negotiation in this paper. Key parameters of model in
those interdependent design sub-tasks form a key parameters
set, and are managed unifiedly on the server. All the parameters
are also associated with their weight coefficient in different
TDUs. In 3D digital modeling process, design variables that
related to key parameters are restricted with the key parameters,
and value of those parameters are set and sent by the server.
When conflict happens, one TDU on the client can change a
parameter’'s value only when weight coefficient of the
parameter in this TDU is the highest; when the other TDUs
need to change the value, it must negotiate with the TDU in
which the parameter’s weight coefficient is the highest, and if
that TDU agrees, the value could be changed, otherwise, it
should be resolved concertedly by the server.

4. SYSTEM REALIZATION

This system model is realized by C# and SQL Server2000. C#
is a new programming language designed for building a wide
range of enterprise applications that run on the .NET
Framework. An evolution of Microsoft C and Microsoft C++,
C# is simple, modern, type safe, and object oriented. It has
excellent function for distributed calculation. The 3D digita
model is constructed on the CATIA platform, model
information extraction and modification are carried out by
CAA (Component Application Architecture) . CAA is the
product expansion of Dassault Systems and the power tool of
secondary development for clients. CAA can deal with the
secondary development work simple or complex and it can
integrate with the original system closely. It is very convenient
for clients to use. The function of CAA is realized by Rapid
Application  Development Environment (RADE) and
Application Programming Interface (API)[24].

Collaborative design system in this paper runs based on
Intranet. By comprehensive use of resources of the whole
Intranet, structure’s detailed design and assembly ability
analysis are solved in the way of human-computer
collaboration and human-human collaboration. The mainly
framework of the system is shown in Fig.2.
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Fig.2. System framework

The system includes one server and ten clients. Based on this
system, many designs of complex products are carried out
successfully by many design groups under distributed
environment, and that shows the system model is efficient.

5. CONCLUSIONS

With the increase of product’s complexity and formation of
network manufacture mode, study on assembly design
technologies and platforms in a new mode become a hot topic
in related fields. In this paper, approach of complex products
collaborative design for assembly under distributed
environment is studied based on research of key technologies
of DFA, such as design method, structure feasibility and
process assembly feasibility analysis. Then system model for
complex products collaborative design is constructed on the
Intranet, having many characteristic as follows: 1)supporting
human-human collaboration, which means complex products
collaborative design could be completed by multi design
groups under distributed environment; 2) achieving
human-computer collaboration by taking advantages of both
traditional CAD system and intelligent optimization agorithm;
3) optimization of products structure & process assembly---
optimizing components design in means of negotiation of
TDUs and product process assembly utilizing intelligent
assembly sequence planning. This system model provides a
feasible way for design, communication and decision-making
with multi-designers under distributed environment.

Realization of multi-disciplinary and multi-fields collaborative
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design on the Internet under distributed environment would be
the emphasis in future works, in sake of economizing design
cost and improve the overall performance of multi-fields
complex products.
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ABSTRACT

In this paper, a new system project for the interconnections
between the fixed telecom corporation and banks has been
designed, which would help the fixed telecom corporation
solve the problem in developing telephone auto-payment
business from now. A new auto-payment business
architecture and multi-layers application architecture as
IN(intelligent network) mode are adapted ,and the
coincidence & security management for the payment of the
telecommunication services are realized in this project As a
new added service, the telephone auto payment is aso in
practice. All off these would widely enlarge the foreground
of application in e-commerce services.

Keywords:  Telephone  Auto-payment,  Architecture,
Value-added Services, E-commerce

1. INTRODUCTION

The style of competition in telecom market is changing from
struggleing for resources of network to supporting in the
fields of businesses and services. How to get best to expand
basic business in variouse way, to innovate increment
business, and to find new increasing-point of profit is the
theme which is thought by all telecom corporations.

Aim to get ahead in the market.,dmost every telecom
corporations made cooperation with various banks Banks
become the new way, on whichtelecom corporations
develop their business. With their nature advantage in
mobile phone payment, China Maobile Cor., China Unicom
Cor. increased their investment on system construction in
2004, and fetch “wallet of Mobile phone”, “As wish 133"
prepay business, etc[1]. China Telecom Co. is actively
exploring the new way of auto-payment with fixed telephone
and PHS (persona handyphone system), especialy with the
nice trend on PHS business. They hope using their network
resources more efficiently, engaging their twice-exploitation
in the market of telephone to improve their benefit and to
keep the economic increasing.

We will discuss the problems in the points of telephone
auto-payment system design and application foreground.

2. BACKGROUND

Now,building the connection between the telecom.
Corporation and the banks is a simple thing. Connected with
private linesthe business between them are simple,too.
There is an only interface getting with the telecom billing
system and taking on some simple interconnecting business.

Billing system Seret saverl Secret saver2

) communicate saver )
Tdecomnet Bank net

Fig.1. The actual connection between Telecom and Bank

Company with the extended business between the Telecom.
and the Bank, some problems will show out.. Such as the
system is unable to support more and more
Telecommunication services, unable to support the
requirement of the trade security etc.

So, we need surely to build new application architecture and
standardize the data interface. Making use of the phone and
platform of blance resources both from the Telecom and the
Banks , We can make a kind of electric payment—phone
model which is a new vaue-added telecommunication
services-telephone auto-payment service.We also have done
some researchment in the technology realization.

3. DESIGN OF THE
AUTO-PAYMENT SYSTEM

TELEPHONE

On the new design of our telecom. auto-payment
platform ,we completely think about the demand of the
business redlization in future At the interna interface ,it is
able to connect with the billing system, the integrated
business support system,10000-number service system, the
telecom Intelligent network(IN) platform,etc. It takes on the
job to extend and makeup the function for the interna
business supporting systems of the telecom corporation. At
the external interface, it can connect with the partner banks.
It also can connect with the agreement business partners and
the custmorg[2,3]. The graph of the connection in various
platforms as follows:

Buisness Intelegent R
Billing System r )
Support System Network System C Internet ?
10000system —
- /7\\,
[telepnong
Telecomunication Telephone Autopayment Platform (PHs |
side \d PDA |
ﬁ e |

Bank sid o >
ank side Banks > Customer side

Fig.2. The connection between telephone auto-payment
platform and other platforms

3.1 The Components of the Platform

The primary components are DataBase Servers,Web
Servers,Communication Servers, network equipments and
security equipments. The whole system is designed and
constructed assurely to keep the dependability on
telecommunication level. The redundant mechanism is
adopted in those key equipments. So we can assure the
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system run uninterruptedly in 7x24 hours.

Database server: Applying the dealing data management, log
management. Either a PC server or a small computer is able
to take on the work.Two node should be considered for the
security.

Web server: Realizing the Internet connection, applying the
query for all the information. PC server is able to take on the
work.

Communicating Servers: At least two servers need to set.
One for the outside communication with the bank or other
application system. One for the inside communication with
the telecom. systems such as the bhilling system,the IN
system ,etc. PC server is able to take on the work,too.

3.2 Telephone Auto-payment Business Architecture

There are some origina ideas of us in the auto-payment
business architecture. We nearly solve the problem that the
banks do not participate in this kind of business, such as
“mobile phone wallet’[4,5]. We cannot offer the fulfil

services without the banks participating in.

At prensent, the auto-payment business mode of telecom
corporationsis as follows:

‘ Qeare H TreTdexomGyodion ‘

TreBlEEsCnpaty > TreRatre o theBlEnessConpary

Fig.3. The auto-payment business mode now

The financing flow between the business company and the
telecom  corporation is.  customers?the telecom
corporation=>the business company=>»The partner of the
business company.

The above flow is doable in technology. Every participator
can get more profit if the banks do not participate in this
kind of business. But, there are some financial risks existing.
In our new business architecture, we take participators from
banks into account. The telecom corporation should
cooperate with banks if they want to intervent electric
payment services[6,7]. We should rebuild the auto-payment
value chain. The new chain would be:

e ~

The Telecom Corporation
The Business Company

ig.4. The new auto-payment business mode

Customers

The Partner of The Business Company E

The financing flow between the business company and the
telecom corporation is: customers= (banks=)the telecom
corporation=>the business company=>»The partner of the
business companys.

In the new value chain, the telecom. corporation get the
communication fee and some resource rent fee. Banks get
bankroll,added-value of the account and some handling
charge.

To implement the new payment mode, we have to optimize

the resource usage between the telecom corporation and
banks in reason. That is why we should divide the jobs in
their information tech platforms. It is important to depress
the to much cost which banks may burdenmay in the
auto-payment business. It has been considered deeply in our
project. We setup virtual branch account at our telephone
auto-payment platform. The main business process is
completed by the telephone auto-payment platform, which
can reduce the load of banks host computers, reduce the
load of communication on the network, etc. So all the system
cost is depressed.

3.3 Layered Design of the Application Architecture

The application architecture obeyes the all rules of the
telecom operation supporting system frame. In the system,
every section about technology, operation and architecture
can support modul arization, expansibility and |oose-coupling.
Also, the idea of the telecom IN (intelligent network) is
adopted. The system is designed to be divided into three
layers: shared business connected layer, independent
function supporting layer and independent resource
supporting layer [8].

business connected layer: It supplies the means and
equipments for business connection. Such as E1, I1SDN,
No.1 signal, No. 7 signal and voice resources,etc. A lot of
connecting means give the system strong ability to makeup a
network. It can connect with public network and private
network. It can connect with fixed telephone network, short
message system , Internetetc. So richful and colorful
business are able to be realized in the system.

function supported layer: The business function.would be
realized on it. which is logically layer between business
connected layer and resource supported layer. It explain the
business flow from business connected layer. It aso
schedule and manage all the resources of this system , the
banks systems and others. It is able to supply some
value-added services supporting environment.

resource supported layer: It supply plenty function modules
for choosing the resources of outside data resources,inside
data resources and business functions resources. The
resource distribution strategy are designed. We can expand
and optimize the resources conveniently.

The three-layer architecture show the layered system
designing idea. Between the layers,the standard protocol or
the APl enveloped mode are adopted. Every layer has
relative independence. Shared business connected layer and
independent function supported layer build the business
process platform for the telephone auto-payment system.
They have the characteristics of business-independent,
stabilization, security and standard. The resource supported
layer has the characteristics of expandability, optimizability.

3.4 Standard Design of the Communication Interface

To realize the auto-payment business,the platform may have
interfface  with many outside and inside systems or
communication equipments,.such as fix
telephone,mobile,PDA ,etc. The uniform message format is
strictly designed and followed. This can shield the defierence
of the connecting systems or equipments. reduce the work
for the program coding,testing and maintancing. The socket
mode is adopted in the platform. It is decribed as follows:

(1) Packet head control message:
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struct PktCtlMsg
{

unsigned long  dwLen; /I length of the packet
unsigned char  byFactory; // factory code
unsigned char  byProgID; // process|D
unsigned char byMorePkt;
char  pCMDI[10];
long dwStartNum;
long dwEndNum;
long dwRequestiD;
long dwAnsweriD;
long dwSeqg;
char pRecSep[5];
char pFieldSep[5];
long dwReservedl;
long dwReserved? ;
I
(2) packet body structure
struct PktMsg

{

struct  PktCtiIMsg  CtIMsg; /[ Packet control
message

short errorcode;
char datatrang1];
H

/10: success, others: fail
[ltransfer data

4. APPLICATION FOREGROUND

The telephone auto-payment platform is based on the
designing idea which is cross-vocation cooperation and
resource integration. It is predictable that the platform can
mainly achieve tow goas after the platform combined
different telecom operation support system with the credit
card system.

(1) The basic telecom services change to E-buisness mode.
It would satisfy with the requirement of developing
telecom business by fully use every channel
resources, and consummate bank charging act as an
agent for the fixed telecom corporation. Only with a
credit card, the customer can enjoy the different
services supplied by the telecom corporation like local
call, long distance call, IP phone, online, fee, recharge
etc. It can aso redize short financial messages
releasing for PHS, E-phone.

(2) It can exert the advantage of mobile caling of PHS
and oper address information of fixed telephones
owned by fixed telecom corporations. Phone charging
with bundled bankcard would be true. Customers can
make real time consumption and payment by select
productions with dealing the corresponding phone
number. In the beginning it will mainly supply

Auto-payment with deferent game points, even B2B
(business to business) mode as productions distribution like
cigarette and drinking,etc.

5. CONCLUSIONS

The telephone auto-payment platform would be the most
important expanding operation and service means of telecom
corporations. Telecom corporations can directly share the
resources belong to banks like shop points, customers,
human and technology. It would change the basic telecom

businesses to E-buisness mode, explore application
foreground more widely to phone-business and
electronic-business.
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ABSTRACT

PETSc platform is used as the parallel solver for the complex
3D Helmholtz equations in Chinese GRAPES atmosphere
model. With different Krylov subspace methods and
preconditioners, we have made numerical experiment for
several discrete dimensions. Numerical tests shows that the
PETSc tools is an efficient parallel solver library for the
difficult 3D Helmholtz equations.

Keywords: Parallel Computing, PETSc, GRAPES, Helmholtz
equation

1. PREFACE

1.1 PETSC

PETSc (Portable Extensible Toolkit for Scientific Computation)
is developed in American ARGONNE NATIONAL
LABORATORY, which has evolved into a powerful set of tools
for the numerical solution of partial differential equations and
related problems on high performance computing. PETSc is
based on MPI parallel library and some mathematics packages,
such as BLAS and LAPACK, which is a extending parallel
linear, non-linear equation solving tool and time stepping
environment. It use object oriented technology which offered
gigantic flexibility to users. PETSc is a complex muster of
software tools, including many kinds of libraries (like class in
C++), PETSc library could be used in application codes
compiled by FORTRAN . C. C++, which offer many
mechanism needed in parallel application code like parallel
matrix and vector gathering program.

The object KSP is the heart of PETSc, it provides uniform and
efficient access to all of the package's linear system solvers,
including parallel and sequential, direct and iterative. KSP is
intended for solving nonsingular systems of the form

Ax =b,
where A denotes the matrix representation of a linear operator,
b is the right-hand-side vector, and X is the solution vector.

1.2 Grapes Helmholtz Equation

GRAPES (Global and Regional Assimilation Prediction
Enhanced System) atmosphere model is the new generation of
nonhydrostatic compressible forecast model, and it is a
self-dependent model developed by the Chinese Agency of
Meteorol ogy. The semi-implicit semi-Lagrangian time
stepping in this model make it necessary to solve a three
dimension Helmholtz eguation efficiently, which is very
complicated with variable coefficients and cross derivative
terms. The continuum and discrete form of this equation is very
complex, and make it a intractable problem to solve. In all
other nonhydrostatic atmosphere models in the world, the

* Thiswork was supported by National Nature Science Foundation
under grant number 40505023.

Helmholtz equations is also the computation bottleneck, and till
now there is no good final method for it.

With 19 points finite difference scheme, the discrete matrix
form of 3-D Helmholtz equations involve three space layers:

(éno)i,j,k = Bl(H)i,j,k + BZ(H)i—l,j,k + BS(H)i+1,j,k
+ By (1) jow + Bs(ID) juse + B (1) junn

+ B, (H)i+l,j—l,k + BS(H)i—l,j—l,k + BQ(H)i—l,j+1,k

+ By (H)i,j,k—l + By (H)i—l,jk—l + By, (H)Hl,j,k—l

+ By (H)i,j—l,k—l + By, (H)i,j+1,k—1 + Bys (H)i,j,k+1

+ By (H)i—l,j,k+l + By (H)i+1,j,k+1 + By (H)i,j—l,kJrl
+ By (1) jrakn

| B19
B16 B15 B17
B18
B B5 B6
B2 B] E
B8 B4 B7

/

Fig.1. Three spacelayersof 3-D Helmholtz equations

/.

2. NUMERICAL METHOD

This article only made numerical test for regional idea field.
Global model would be different due to boundary handling. If
space grid point of discrete is mxnx|, we could simpely
map the grid points connectings to imitating 19 diagonal matrix
Aaccording toi, k, j direction: (m xnx 1)* (mxnxI)

This article adopt three groups of data to make test, whose
coefficient matrix A and right-hand-side b are produced by
GRAPES readl data The data size is. 19285*19285,
39672*39672 and 82080*82080.

Use abundant Krylov subspace mothed and preconditioning in
PETSc library to solve Ax=b , the key point is the
initiglization of sparse matrix. The number of non-null of the
above three groups data is as:326571. 598251, 1301935,

directly use MatSetValues() function and endow non-null with
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value in A.When use PETSc's -log_summary running should
choose to statistic solution performance.

Numerical value test is got in a small cluster (have 4 nodes,
Each node is double core IA64 CPU and 1.0G memory).
PETSc related parameters are:

a)  maximum iterations=10000

b) initial guessiszero

c) tolerances:. relative=1e-16

d) absolute=1e-50

e)  divergence=10000

f)  left preconditioning

g) Using Petsc Release Version 2.3.1

Following the code we show a few of the most important parts
of this program.

PROGRAM grapes petsc

/* Initializes PETSc and MPI */
call Petsclnitialize(PETSC_NULL_CHARACTER,ierr)

/* Compute the matrix and right-hand-side vector that define
thelinear system, Ax=b. */

call set_A_petsc(a_helm,A ierr,ids,idejds,jdekdskdeims, &
ime,jms,jme,kms,kme, its,ite,jts,jte ktskte) /* Creat matrix. */
cal set_b _petsc(b_helm,b,ierr,ids,ide,jds,jdekdskdeims, &
ime,jms,jme,kms,kme, its,ite,jts,jte kts,kte) /* Creat vectors. */

/* Create linear solver and set various options . */

call KSPCreate(PETSC_COMM_WORLD kspiierr)

call KSPSetOperators(ksp,A A, &
DIFFERENT_NONZERO_PATTERN,ierr)

call KSPGetPC(ksp,pc.ierr)

call PCSetType(pc,PCIACOBI, ierr)

call KSPSetTolerances(ksp,tol, &
PETSC_DEFAULT_DOUBLE_PRECISION, &
PETSC_DEFAULT_DOUBLE_PRECISION,10000,ierr)

call KSPSetFromOptions(ksp,ierr)

[* Solve linear system */

call KSPSolve(ksp,b,x.ierr)

/* Freework space. */
call VecDestroy(x,ierr)
call VecDestroy(b,ierr)
call MatDestroy(A ierr)
call KSPDestroy(ksp,ierr)
call PetscFinalize(ierr)

END

/* About subroutine set_ A_petsc and set_b_petsc. */
SUBROUTINE set_A_petsc(a_helm,A ierr,ids,idejds,jde, &
kds,kde,ims,imejms,jmekmskme, its,ite,jtsjtekiskte)

[* Create matrix A */

cal MatCreate(PETSC_COMM_WORLD,A ierr)

call MatSetSizes(A,PETSC_DECIDE,PETSC_DECIDE,n, &
n,ierr)

call MatSetFromOptions(A ierr)

call MatGetOwnershipRange(A |l start,llend,ierr)

call MatSetValues(A,1,nn,1,mm(l),a_helm(l,i,k,j), &
INSERT_VALUES;ierr)

/* Assemble matrix A */
cal MatAssemblyBegin(A,MAT_FINAL_ASSEMBLY,ierr)
call MatAssemblyEnd(A,MAT_FINAL_ASSEMBLY,ierr)

END SUBROUTINE set_A_petsc

SUBROUTINEset_b_petsc(b_helm,b,ierr,idsidejdsjde, &
kds,kde, ims,ime,jms,jmekms,kme, itsiitejts,jtekts kte)

[* Create the right-hand-side b. */
call VecCreate(PETSC_COMM_WORLD,bierr)
call VecSetSizes(b,PETSC_DECIDE,n,ierr)
call VecSetFromOptions(b,ierr)
call VecSetVaues(b,1,nn,b_helm(i,k,j), &
INSERT_VALUES,ierr)

" I+ Assemble the right-hand-side */
call VecAssemblyBegin(b,ierr)
call VecAssemblyEnd(b,ierr)

END SUBROUTINE set_b_petsc

3. NUMERICAL RESULT AND ANALYSE

We use T, to stand for 1CPU’s running time,Tpn stand for n
CPU paraléel running time(-rpl =T) S, =T,/(nxT,) stand

for the coefficient of n CPU parallel running to 1CPU .

Below is the running time stastics under three different
data scae, and under different Krylov subspace and
preconditioning. In the tablee GMRES/JACOBI stand for
JACOBI preconditioning when use GM RES subspace method.

Table 1. Running time when A size is 19285* 19285

Tpl Tp2 Tp4 Tps

GMRES/JACOBI 4.818E+01]1.742E+01)5.336E+00|4.156E+00

GMRES/SOR 3.879E+01]1.360E+01|3.555E+00]2.579E+00
CR/JACOBI 7.452E+01]4.054E+01|2.501E+01{2.889E+01
CR/SOR 1.200E+03|9.037E+02|7.159E+01|2.000E+01
BICG/JACOBI  [3.881E+01|1.535E+01)4.932E+00]4.373E+00

Table 2. Running timewhen A sizeis 39672* 39672

Tpl Tp2 Tp4 Tps

GMRES/JACOBI(2.956E+02(9.616E+01{2.200E+01{1.200E+01

GMRES/SOR  [2.789E+02(8.781E+01{1.750E+01{8.558E+00|
CR/JACOBI 3.897E+02|1.403E+02/5.010E+01)4.411E+01
CR/SOR 5.579E+02/4.048E+02|3.577E+01)2.138E+01
BICG/JACOBI (2.878E+02(8.319E+01{1.837E+01|9.541E+00

Table 3. Running timewhen A sizeis 82080* 82080

Tpl Tp2 Tp4 Tps

GMRES/JACOBI|1.399E+03]3.783E+02|1.144E+02|2.638E+01,

GMRES/SOR  |1.376E+03]3.666E+02/8.989E+01|2.266E+01,
CR/JACOBI 1.439E+03(4.042E+02{1.141E+02(3.671E+01
CR/SOR 1.442E+03|4.026E+02{1.086E+02(3.939E+01
BICG/JACOBI |1.388E+0313.751E+02)9.322E+01)2.490E+01

Through analysing above three table we could get: when use
GMRES/SOR we could always get minimum computation time
for different data size under different computation size,
CR/SOR single CPU running time reach same scalar level as
80280* 80280 under data size :19285* 19285, computation time
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is long when use CR Krylov subspace method, GMRES
comparatively shorter.

Table 4. GMRES/JACOBI S, under different datasize

1CPU 2CPU 4CPU 8CPU

A82080* 82080 1.000 1.849 3.057 6.629
A39672* 39672 1.000 1.534 3.359 3.079
A19285* 19285 1.000 1.383 2.257 1.449
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Fig.2. GMRES/JACOBI isthe S = corresponding figure under
different data size
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different data size
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Fig.4. BICG/JACOBI isthe S corresponding figure under
different data size

For most Krylov subspace method and preconditioning , bigger
question size, bigger S ; Good comparative coefficient could

get in handling big questions when many CPU are used at the
same time. CR/SOR is not suitable for solving GRAPES
mode Helmholtz equation , theoretically CR subspace method
require matrix A to be symmetry and positive , obviously
GRAPES mode Helmholtz equation is not completely
symmetry and positive.

. 000
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000 | ——A39672
000
000 I
. 000
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Fig.5. CR/IJACOBI isthes ~ corresponding figure under
different data size

Table.5. CR/SOR S, under different datasize

1CPU 2CPU 4CPU 8CPU
A82080*82080| 1.000 1.791 3.320 4.576
A39672*39672| 1.000 0.689 3.899 3.262
A19285*19285| 1.000 0.664 4191 7.500
8. 000
6. 000 —o— A82080
4.000 —— A39672
2.000 f / A19285
4 Al
0.000 ! !
1CPU 2CPU 4CPU 8CPU

Fig.6. CR/SORisthesS ~ corresponding figure under different
datasize

4. SUMMARY

The PETSc packages make it convenient to use Krylov
subspace and preconditioning with no need to consider the
details of implementation. We could directly appoint in running
which reduced the job of program runner greatly and shortened
the development cycle time. At the same time PETSc offer
support to FORTRAN. C and C++ which offered gigantic
flexibility to users. At present, more and more application
programs are developed under PETSc, which shows the high
efficiency of PETSc in solving differential equation. GRAPES
dynamic mode is a massive data imitating questions which is
the advantage of PET Sc. We could make good use of PETSc to
offer abundant Krylov subspace iterative method and
preconditioning to solving core differential equation group in
GRAPES for users.

GRAPES dynamic model is using GCR method to solve
Helmholtz eguation at present. While PETSc library didn’t
offer support to GCR method directly, but the open source code
and expansibility of PETSc make it easy to extend. The high
efficiency, flexibility and expansibility of PETSc in solving
differential equation would surely play bigger and bigger role
in GRAPES.
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ABSTRACT

The rapid development of information technology and evolving
of management concepts, poses big challenges to small and
medium-sized enterprises (SMEs), due to their limited human
resources, limited capital resources and less developed
infrastructure. This paper proposes a hierarchical model for IT
strategic planning based on companies objectives and current
status. It then discusses detailed general considerations for
SMES IT strategy planning, so that SMEs can use them easily
to identify their critical needs and decide their IT strategies.

Keywords: SMEs, Strategic Planning,
Planning Method

IT Applications,

IT application has become an important component of China's
information strategy. It is an important means to enhance the
competitiveness of enterprises. Facing the fierce market
competition, SMEs should be aware of the important role of
information technology. Information technology could help
SMEs expand their viability, enhance their ability in
technological innovation and market competition. With the
promotion and support of all sectors of society, more and more
SMEs are beginning to understand the value of information
technology, and apply IT in enterprises. But more and more
fashionable terms emerged recently in IT field, from website,
OA to ERP, CRM, SCM, etc, which has given much more
difficulties to SMEs in IT applications. Also, the failure of IT
applications in some leading companies created a huge negative
impact on other enterprises. Under the constraints of finance and
human resource, SMEs are generaly ignorant with the
following issues, such as when do SMEs apply IT? Which
field should be the first one to apply IT? How to combine IT
with business? How to form a long-term IT strategy to ensure
that IT strategy coordinate with business objectives? These
issues have become realistic problems stare SMEs in face, yet to
be resolved. There is no time to delay to conduct study on IT
application in SMEs from the strategic angle.

1. RELATED RESEARCH REVIEW

There are extensive and in-depth research theories about 1T
application and Information Technology Planning. Such as
Stages Theory of IT management by Richard L. Nolan[1],
Nolan’ s model defines the absorption process of IT in
enterprises, and gives characteristic of IT at various stages;
IBM's Business Systems Planning (BSP)[2] is a summary of
information systems development practice; William R. King’ s
Strategy Set Transformation (SST)[3] give us a transformed
method from enterprise objectives to IT objectives, Professor
John Rockart gave Critical Success Factors(CSF) in late
19709[4]; Applegate and McFarlan and other scholars gave a
method called Strategic Grid(SG) in the early 19809[5], this
method can diagnose and analyze the role of IT with a grid; In
his 1985 book Competitive Advantage, Michael Porter

*The Project is supported by the open fund of Key Laboratory of
Information Management and Information Economics, Ministry of
Education PR.C, F0607-10.

introduced a generic value chain model to analyze value chain,
namely Vaue Chain Analysis (VCA)[6]. This method considers
business value chain as core, considering internal and external
environment to plan information systems, in order to obtain a
strategic advantage with information technology. These theories
and methods are summary of IT application practical experience,
can guide Chinese enterprises using I T to enhance their abilities.

With the expansion of IT application in enterprises, more and
more experts and scholars participate in the research of IT
application theory and practice. Huacheng X UE[7]-[8] conducts
some studies on the IT planning methods and portfolio tactics
with his students, and sort various planning methods into four
categories according to their character: data center,
decision-making center, business process center and project
center, and sort these methods into four categories according to
the integration process. Bottom-Up, Top-Down, Inside-Out and
Middle-Out. Yulin ZHANG [9] give a new analytica
framework for strategic planning based on various existing IT
planning methods. Lingling ZHANG and Jian LIN [10] base on
previous theoretical results, combine with the implementation of
Chinas IT application in enterprises, give a framework of 1T/IS
strategic planning. These studies also can give some guidance to
IT application in enterprises.

However, previous studies and researches are al genera
practice, paid little attention to SMEs. This paper proposesan IT
strategic planning framework for SMEs, and gives a clear
appropriate planning method to guide SMEs in their IT
applications.

2. AN ANALYTICAL FRAMEWORK OF IT
STRATEGY FOR SMES

Firstly, we will analyze the characteristics of IT application in
SMEs before the research on strategic planning framework of IT
applications for SMEs. Characteristics of IT application in
SMEs are determined by characteristics of SMEs. SMES
characteristics can be understood from two aspects: advantages
and disadvantages. There are many theories anayzed the
advantages of SMEs, and the large-scale ending theory [11] has
the greatest influence. This theory considers that the diversity
and individuality of consumption structure leads to the
prevalence of small batch production methods. SMEs are more
flexible than traditional large-sized enterprises to adapt this
mode of production. At the same time, SMES have
disadvantages of smaller scale, less capital and wesker
risk-resisting ability, lack of technology and human resources,
lower level of internal management, and unstable organization
structure, etc.

All these characteristics require SMES' IT applications to be
right to the critical point, less investment, effective and low-risk.
Therefore, in order to meet the overall requirements, IT
applications in SMEs must be based on their current situation,
building up their systems with mature technologies, instead of
catching up with advanced technology and development trend.
Secondly, IT application in SMEs should balance the immediate
needs with future plans. Thirdly, SMEs should redlize the
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balance between the flexibility of their business and the
criterion of IT applications. Fourth, SMEs should begin their IT
applications in their operational bottleneck and the fields that
are needed most.

Based on Strategic Management Theory and previous theories
and methods of IT strategic planning, combine with the

Business Planning

characteristics of SMEs, we propose a hierarchical framework
of IT dtrategy planning, as shown in Fig.l. Under this
framework, SMEs should obtain a clear perceive about the
relationship between business strategy and IT strategy, should
identify the important factors in IT applications. This
framework intends to provide a practical guide to SMEs to set
up their IT applications.

Internal

Environment

Externa
Environment

Information Technology Planning

Internal IT

IT Strategy ]

External IT
Environment

Environment

* | T Infrastructure

* Mission/Vision

* IT Industry

* Existing Information
Systems

* IT Organizational
Structure

* IT Quality of Staff

* Objectives
 Application Fields

* IT Governance Model
* |T Structure

* Implementation Plan

 Related Enterprises

Fig.1. IT Strategic Planning Framework for SMEs

In this framework, we divide IT strategic planning into two
levels: business planning and information technology planning.
IT strategy should be based on and consistent with business
strategy. Therefore, IT strategy planning should be based on
business planning to ensure that IT supports the development
goals of enterprises. An enterprise should consider its internal
and external environment when it plans its business strategy.
And also, an enterprise should consider its internal and external
IT environment when it plans IT strategy. An appropriate IT
strategy can reflect business direction, and successful
implementation could make information technology into real
play. Thus, there is atwo-level implementation of IT strategy in
this framework. These two levels constitute a complete IT
strategic planning framework, can provide practical guidance to
SMEs.

Business planning and implementation of IT strategy form the
related environment for IT planning. This model reflects the
location of IT planning in the management of enterprise more
clearly, and points out the influencing factors and related factors
of IT strategy and the content of IT strategy of SMEs.

3. GENERAL CONSIDERATIONS OF IT
STRATEGIC PLANNING FOR SMES

Under the IT Strategic Planning Framework for SMEs, we
propose a general method of IT planning for SMES (as shown in
Fig.2). It combines with the advantages of the existing IT
planning theories and methods, and also considers the special
needs of SMEs. Under the resources restriction, information
technology and information systems should be chosen carefully
for every SMEs.

Conducting IT planning, the SME must have an in-depth
understanding of the business strategy. Otherwise IT strategy
would deviate from the correct direction easily, and bring losses
to the enterprise. Business strategy is the basis of IT strategy,
and well understanding of business strategy, SME could get a
clear strategic vision and mission.

The internal IT environment of SME include IT infrastructure,
existing information systems and quality of staff. It can be
considered as its ability of conducting IT strategy. IT
infrastructure means the existing computers, networks and other
hardware equipment. Appropriate and up to date infrastructure
can reduce further investment, and this is especialy important
for SMEs. Existing information systems are difficult parts
because SMEs will have to decide to keep them as a part of the
future system or to throw them away. Although keeping them
can save cost on the surface, it may cause problems of sharing
data with other modules later and limit the capability of future
system due to the limitations of this existing system. However,
no matter whether the existing hardware or software useful to
the new system, good existing systems often indicate that the
organization may have good and capable IT staff, and thisis a
very good and important start point for the new system. The
quality of staff is also an indicator of SME's ability of
conducting IT strategy. If the staffs have higher quality, the
SME can have greater possibility of ensuring the success of IT
strategy. SMEs usualy have constraints in staff, so this is an
important factor to consider before setting up an ambitious plan.
IT ability directly affect the choice of IT application objectives.
An enterprise with higher IT abilities can choose a more
integrated system, while an enterprise with lower IT abilities
should start its IT application from the very beginning, and give
the employees a certain amount of time to practice to enhance
their IT capabilities.
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Fig.2 Genera Considerationsin IT Planning for SMEs

The external 1T environment of SME include IT industry and
related enterprises. Analyzing best practices, products and
services and development trend of IT industry, analyzing the IT
applications state of competitors, suppliers and customers, the
enterprise can find out what is available on the market, what is
useful now and what will be useful, and understand external
needs, so as to help the company to choose appropriate IT or IS.
Since SMEs are vulnerable to risks, they should choose more
mature technol ogies rather than adventuring ones.

The operational aspects of SME include designing/producing,
marketing/sales, procurement/inventory, financing and human
resource, etc. Analyzing operational aspect bottleneck can find
out which area should be the first one to apply IT, and then the
second, etc.,, make its IT application to be "accurately and
precisely"”.

Aswe al know, the grestest disadvantage of SMEs s lacking of
various resources, including funds, human resources, etc. These
resource constraints make the most serious influence to IT
applications in SMEs. Thus, analyzing the restriction of
resources is extremely important to SMEs.

Through strategy understanding, IT status evaluation, IT gap
analysis, IT needs analysis, operational bottleneck anayss,
restriction analysis and priority scheduling, the enterprise could
get a clear IT strategy to guide its IT application. This IT
strategy consists of mission/vision of IT application, long-term
objectives and short-term objectives, application fields, IT
governance model, IT structure and implementation plan, etc.
Under the guidance of IT strategy, SMES can have a clear view
of their IT application and make sure the success of these
applications.

4. CASE STUDY

As we al know, the practice is the sole criterion of truth.
Through the analysis of actual cases, we can test the
applicability of this framework and model. In this part, we use
the proposed strategic framework and model to analyze the IT
strategies of Company A and company B, in order to discuss the
applicability of the proposed framework and model.

4.1 Company A

Company A was founded in 2003. This company is a
Sino-foreign joint venture, with registered capital of 610,000
U.S. dollars. At present, it has 170 employees, of whom 15 are
management. This company mainly produces hydraulic joints
and other products. The categories of its products are more than
800 kinds. This company has a monthly production of
300,000-400,000 pieces, and its products are mainly exported to
the United States and Britain. It has stable customers, and its
salesincome was about 17 million in 2004.

According to the proposed framework and model, we give a
depth analysis of this company and get its IT strategy as
follows:

The mission/vision of IT applications is to breakthrough its
business bottleneck. The short-term goal is to achieve a single
functional IT application to manage the data of its products, and
the long-term goal is to achieve the enterprise's interna
information integration, ERP systems can be considered. These
information systems need 10-20 thousands, and Company A can
afford. This IT strategy can meet its immediate needs, and also
takes its future needs into account.
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This case proves the feasibility of the proposed framework and
model.

4.2 Company B

Company B was founded in December 1994. This company is a
state-owned enterprise producing electronic products and
integrated electronic energy-saving lamps, with registered
capital of 9.15 million. It has a total of more than 700
employees, with a monthly production of 1.5 million lamps and
5 million ballasts. 80%-90% of its products are exported to
abroad. Its sales income achieves 250-300 millions since 2002.

According to the proposed framework and model, we give a
depth analysis of this company and get its IT strategy as
follows:

The mission/vision of IT applications is to create competitive
business advantage. The short-term target is to achieve the
transformation from IT applications in functional department to
the whole enterprise, can choose ERP, CAD, CAM, CAI, etc.
This strategy must consider the integration of existing systems
and the new systems. The long-term goal is to achieve the
integration with external related enterprises, CRM is a best
choice. These information systems need 30-50 thousands, and
Company B can afford.

Under the guidance of this strategy, Company B conducted its
own information technology applications. So far, its information
systems run very well, and improve the efficiency of the SME.
This proves the applicability of the proposed framework and
model.

5. CONCLUSIONS

Base on previous research, we gave a hierarchical framework of
IT strategic planning and detailed considerations for IT planning
for SMEs. Under the guidance of these framework and method,
SMEs can identify critical needs and key application areas
according to business goals, operational aspects and
management status.

IT applications in Chinas small and medium-sized enterprises
have made certain achievements, but there is still along way to
go. The external environment surrounding them dtill has
problems that hindering the process of IT application in SMEs.
Except their own efforts, more helps from the government and
other sources would do a lot good to their improvement. A
discussion of input from other sources will aso benefit this
topic.
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ABSTRACT

The increasing use of IT has resulted in a need for evaluating
the productivity impacts of IT. One of the difficult challenges
facing management and researchers today is how to justify
costly investments in information technology (IT). This paper
presents an approach to investigating the effects of IT on
technical efficiency in a firm’s production process through a
two-stage analytical study. In the first stage, We demonstrate
how a mathematical programming technique called Data
Envelopment Analysis (DEA) can be used to evaluate the
efficiency of IT investments. A nonparametric frontier method
of DEA is employed to measure technical efficiency scores for
the firms. The second stage then utilizes the Tobit model to
regress the efficiency scores upon the corresponding IT
investments of the firms. Statistical evidence is presented to
confirm that IT exerts a significant favorable impact on
technical efficiency and in turn, gives rise to the productivity

growth that was claimed by recent studies of IT economic value.

Practical implications are then drawn from the empirical
evidence.

Keywords: Information Technology (IT), Performance,
Technical Efficiency (TE), Data Envelopment Analysis (DEA),
Productivity Paradox.

1. INTRODUCTION

Information technology (IT) is re-shaping the competition
environment. IT necessitates the establishment of new
competition rules that focus more on speed, quality,
productivity, efficiency, and customer orientation. Businesses
are spending more than ever on IT-related expenditures. For
almost two decades, top management has been wondering if IT
spending is worthwhile [15]. The issue of measuring IT returns
has become even more pressing because the expenditures on IT
equipment and service activities have skyrocketed. Remenyi et
al. [13] identified several reasons why management needs to
scrutinize IT spending. Firstly, the amounts of financial
resources invested in IT are substantial and they are thus very
likely to supplant other capital spending. Secondly, IT
investments are seldom tied to the revenue-generating or
profit-making aspects of the business and as a result,
management may not readily agree to IT’s value, contribution,
or performance. Thirdly, IT investments have frequently been
perceived as high risk, compared with other traditional capital
budgets.

There have been several attempts in the past to assess the
impact of information technology on firm performance that
have yielded conflicting results. Researchers have been unable
to conclude that IT spending by an organization results in
increases in key performance indicators. A number of studies
on the “productivity paradox” have found a positive

relationship between IT investment and firm performance [4, 5].

The research at the industry level has yielded mixed results [2,
6].

This is partly due to the fact that IT is indirectly linked with
firm performance. Kauffman and Weill [21A] suggest using a
two-stage model to incorporate the intermediate variables that
link the IT investment with the firm performance. Wang et al.
[16] utilize Date Envelopment Analysis (DEA) to study the
marginal benefits of IT with respect to a two-stage process in
firm-level banking industry. As a consequence, the issue of how
to justify expensive IT investments and substantiate IT’s
benefits has become important.

There are several ways to define and measure IT’s business
value. The first type of performance measures that managers
understand and may prefer are financial, such as revenues,
profits, sales growth, return on assets, return on investment,
return on equity, and so on ([3, 7, 11]). Strassmann (1990),
however, contends that this bottom-line type of financial
metrics may not serve well as valid performance measures to
reflect IT’s true benefits [15].

A different line of empirical studies considers the intangible IT
benefits that were previously overlooked. These focus on user’s
perceptions, such as acceptance and satisfaction, and try to
capture the effect of various user behavioral and psychological
constructs, like participation and attitudes, on the successful
outcomes of IT/IS projects [9]. These approaches, however,
offer no direct links with IT’s business value. A framework for
assessing the relationship between information technology
investments and firm performance is shown in Fig.1.
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Fig.1. A framework for assessing the relationship between
information technology investments and firm performance

Based upon DEA, this paper develops a methodology that
measures the relative efficiency of two-stage processes and
identifies an empirical efficient frontier. Our work is carried out
in two stages. The first stage involves use of data envelopment
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analysis (DEA) to construct a nonparametric production
frontier and measure the scores of technical efficiency. In the
second stage, the efficiency scores are treated as a dependent
variable and regressed upon the corresponding IT investments
to examine whether IT has a positive influence on technical
efficiency.

The current study uses DEA as the fundamental tool for the
following reason. First, in performance evaluation, the use of
single measures ignores any interactions, substitutions or
tradeoffs among various firm performance measures. DEA has
been proven effective in performance evaluation when multiple
performance measures are present [17]. Second, DEA does not
require a priori information about the relationship among
multiple performance measures. DEA estimates the efficient
frontier from the observations. Third, a number of studies about
the IT impact on firm performance have successfully used DEA
[14, 16].

2. METHODOLOGIES

2.1 Theory of Production

Firms operate in an exceedingly complex environment, with

myriad factors influencing their operations. Their performance

is also multidimensional, measurable by many different gauges.

Although all this complexity cannot be modeled completely, we

believe the framework presented here is reasonably

comprehensive, and allows us to pose the following research
questions:

(1) Is the gestalt approach valid-that is, can we better capture
the relationship between an aggregate of investment
measures (both TT and non-IT) and a set of firm
performance measures (in lieu of individual variables)?

(2) How are IT investments related to a firm's market value?
Market share? Sales? Assets? Equity? Income? What
about non-IT investments (labor and capital)? Do these
effects vary by industry sector?

(3) What is the impact of computer capital versus
noncomputer capital on firm performance?

A firm utilizes different kinds of resources (inputs) and
produces tangible goods or intangible services (outputs) to
satisfy the needs of its customers. The inputs are also termed
production factors and usually include capital, labor, materials,
etc. The transformation of inputs into outputs is a production
process. The production frontier, which characterizes the
relationship between inputs and outputs, specifies the
maximum output achievable by employing a combination of
inputs. The distance between the maximum output (or the
production frontier) and the actual output is regarded as its
technical inefficiency.

Technical efficiency is concerned with getting more out of
input resources with an extant production technology. In this
regard, technical efficiency focuses on either the output side or
the input side of a production process. An indicator of technical
efficiency can thus be actual output versus expected output
(given some input amounts) or resources actually consumed
versus resources expected to be consumed (for producing a
certain level of output). Productivity indicates the effective use
of overall resources, without implying any production
technology. Productivity evaluates what come out of the

production process against what are consumed to produce them.

Productivity growth is then measured as a set of successive
indices that compared outputs to inputs. A crucial connection
between technical efficiency and productivity can be

established: productivity growth is a composite index of the
change in technical efficiency and the shift in the production
frontiers [10].

Productivity growth=technical efficiency change x technical
change

There are two different approaches to measuring technical
efficiency: parametric and nonparametric production frontiers.
The parametric approach requires the assumption of a
functional form (e.g. Cobb—Douglas) to be made for the
production frontier; it uses the statistical estimation to estimate
the coefficients of the production function as well as the
technical efficiency. Nonparametric production frontiers are
based on mathematical programming and do not make any
assumptions about the functional form. The data points in the
data set are compared with one another for efficiency. The most
efficient observations are utilized to construct the piece-wise
linear convex nonparametric frontier. As a result,
nonparametric production frontiers are employed to measure
relative technical efficiency among the observations.

2.2 Research Methodologies and Hypothesis

DEA was initiated by Charnes, Cooper, and Rhodes (CCR), and
their original model assumed constant returns to scale in the
production process. Banker, Charnes, and Cooper (BCC) [1]
later proposed an alternative model that can handle the more
flexible case of variable returns to scale. There are several
inputs X; (capital and labor, plus an optional IT spending) and
one output Y. For any specific firm k, the BCC model is
employed to measure the scores of technical efficiency as
follows:

min g,
S.t. — Yk + z ;:]pijj >0
9 Xy — Z f:l.pij[j >0,

z;:ipkf =1

Py 20, j=12,.n 1)

where 7 is the number of firms, and s is the number of inputs.

The purpose of this paper is to introduce to the IT literature a
new framework for evaluating investments in IT based on a
mathematical programming technique called Data Envelopment
Analysis (DEA). DEA is an approach that evaluates the relative
efficiency of peer units with respect to multiple performance
measures. In DEA, the units under evaluation are called
decision making units (DMUs) and the performance measures
are grouped into inputs and outputs. DEA is particularly useful
when the relationships among the input and output measures
are unknown.

To illustrate, the six DUMs plotted in Fig.2 require various
amounts of two inputs to produce a specified level of a
common output. In Fig. 2, DMUs A, B and C make up the
efficient frontier and are considered efficient. DMU E is not
considered efficient because while it requires the same amount
of Input 2 as DMU B to produce the specified output, it
requires more of Input 1. Likewise, DMU F require more of
Input 2 and DMU G requires more of both inputs to produce
the specified output.

Technical inefficiency in a production process are attributed to
a number of events that would unfavorably affect the firm’s
capacity to transform input resources into output. Some of the
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undesirable events are beyond the firm’s control, like weather,
natural disasters, accidents, regulation changes, etc. Others,
however, can be ascribable to the firm itself and be amended
through efforts to rectify the situation.

input 2

input 1
Fig.2. Developing the efficient frontier with DEA

As a consequence, there are reasons for us to presume that the
deployment of IT in an organization is able to enhance its
capability to produce more output using the same amount of
input or, alternatively, produce the same level of output using
less input. Therefore, the following hypothesis is implied.
Hypothesis 1. A firm’s IT spending has a favorable impact on
the technical efficiency of its production process.

Brynjolfsson and Hitt’s work was based on standard production
theory from economics. The output a firm produces is a
function of the inputs it uses. In order to examine IT’s impact
on technical efficiency in the production process, we carry on
the second stage of our study by regressing the scores of
technical efficiency, derived from DEA in the first stage,
against their respective IT investments. The most efficient in
comparison with the others are employed to construct the
nonparametric production frontier. Hence, they have perfect
scores of one for their efficiency measurement.

McCarty and Yaisawarng [12] suggest that, under this
circumstance, the Tobit regression model should be used,
because it can account for the censoring of the dependent
variable. If, for firm i, we represent the original scores of
technical efficiency as TE,", the measured (censored) scores of
technical efficiency by DEA as TE,, and IT spending as /;, then
the Tobit regression model in the second stage is formulated as:

TE; = a,+a,l, + ¢,

1 if TE >1,
=]l T

TE, if TE, <1,
When the coefficient estimate o, for IT investments is found to
be significantly positive, we are provided with statistical

evidence to corroborate that IT exerts a positive total effect on
the firm’s technical efficiency in the production process.

i=12,-,n 2)

i=1,2,,n

3. DATADESCRIPTION

A comprehensive firm-level data set is employed in our study.
This data set was used in several previous studies to examine
the effects of IT on productivity, profitability, consumer value,
and substitution elasticities [17].

Analyzing the efficiency of investment in IT is complicated by
the fact that (1) there are often a time lag between investment
in IT and performance improvement, (2) the length of this lag is
not known and in actuality varies, and (3) the performance
improvements provided by investments in IT frequently extent
beyond one reporting period. To address these issues input data
were collected for the years 1989~1991 while the performance

measures assessed the compound annual change in the measure
over the 5 year period beginning in 1990 and ending 1994. In
terms of the three inputs, each was operationalized as the
average level of the measure over the period from 1989 to
1991.

A firm’s value-added output (Y) is defined as its gross sales
deflated by the industry output price deflators , minus its
non-labor expenses deflated by the producer price index for
intermediate materials, supplies and components. Two
production factors, capital (K) and labor (L), were computed as
book values of capital stock and labor expenses. The IT-related
data were in two parts: IT hardware value (H) and IS staff
expenses (S). IT spending (/) was constructed by aggregating H
and S. The apparent way of doing this was to add them and use
the total to represent the IT spending variable.

We also considered two cases of production factor
categorization. For the first, the inputs included the traditional
production factors: capital and labor. Thus, IT hardware value
was part of capital, and IS labor expenses were included in
labor. IT spending was then thought of as an observable
firm-specific factor, which influences the firm’s capacity of
converting inputs into output in the production process. On the
other hand, several recent studies of IT economic value have
treated IT spending as an individual production factor.We also
excluded IT hardware value and IS labor expenses from capital
and labor, and considered IT spending as a separate production
factor in measuring technical efficiency through DEA. The
Tobit regression model then followed to determine the
correlation between IT spending and technical efficiency.

4. RESULTS AND DISCUSSIONS

4.1 1T Spending as A Firm-specific Factor

When IT spending is treated as an observed firm-specific
characteristic, we are interested in the sign and significance
level of the coefficient estimate of o, in the Tobit regression
model. The results from the first stage of DEA for this
categorization of production factors (K and L) are presented in
Table.1. The BCC model assumes variable returns to scale, and
computes the scores of technical efficiency (TE) and scale
efficiency (SE) for each firm in the data set. The averages of
both efficiencies are presented. Also the numbers of firms with
technical efficiency scores equal to 1 are reported. They are
used to construct the nonparametric production frontiers for the
measurement of technical efficiency.

Table 1. Results of the BCC model with IT spending as a
firm-specific factor

Average Average No. of No. of
Year TE ¢ SE ¢ observations TE=1 o (m=3)
1988 0.785 0.951 137 17 0.137
(0.053)
1989 0.787 0.938 133 17 0.101
(0.032)
1990 0.775 0.946 262 30 0.086
(0.023)
1991 0.759 0911 287 25 0.077
(0.016)
1992 0.765 0915 296 25 0.054
(0.015)
All 0.735 0915 1115 31 0.047
(0.007)

a; shows the coefficient estimates from the Tobit regression
model in the second stage. It is observed that all of the
coefficient estimates of a; are significantly positive with the
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<0.01 (actually most of them with the p<0.001). Therefore, we
are able to reject the null hypothesis, or the alternative
hypothesis of Hypothesis 1 is not rejected, with a confidence
level of 99%. In other words, the conclusion represents strong
statistical evidence that IT investments, considered as a
firm-specific factor, exert a positive total effect on the firm’s
technical efficiency in the production process.

4.2 IT Spending As A Production Factor

In the second categorization, IT spending is regarded as a
production factor, along with capital and labor, in the
production process for efficiency measurement. The coefficient
estimate of @, in the Tobit regression model reveals the
correlation between IT spending and technical efficiency. For
every value of m (1,...,7) used in aggregating IT spending,
different scores of efficiency were derived by the BCC model.
Table 2 shows only the results for m=3, mainly because this
value has been used in most of prior research. The scores of
technical efficiency in Table 2. are higher than those in Table.2.
These results correspond to one feature of DEA, which states
that the addition of an extra input in a DEA model results in an
increase in the scores of technical efficiency.

Table 2. Results of the BCC model with IT spending as a
production factor (m=3)

Vear Average Average No. of No. of a
TE SE observations TE=1 !
1988 0.812 0.947 137 26 0.098
(0.047)
1989 0.840 0.962 133 31 0.047
(0.023)
1990 0.798 0.950 262 31 0.072
(0.024)
1991 0.794 0.924 287 40 0.071
(0.018)
1992 0.792 0.945 296 43 0.056
(0.017)
All 0.759 0.938 1115 64 0.045
(0.007)

In Table.2. all the coefficient estimates of a; are observed
significantly positive with the p<0.05 (actually most with the
p<0.01), thereby allowing us to reject the null hypothesis with a
confidence level of 95%. We are again provided with
significant results to support our thesis that IT spending,
regarded as a production factor here, exercises a favorable
impact on the firm’s technical efficiency in the production
process.

4.3. Discussions

The estimated total effects of IT spending on technical
efficiency are found to decrease when the value assumed for m
(the multiplier for S in the formulation of I) increases. The
average decrease rate is 16.74% when IT spending is treated as
a firm-specific factor and 17.55% when IT spending is
considered as a production factor.

As m increases, the IS labor component of IT spending
becomes more intensive (or the hardware capital component
becomes less intensive). This tendency corresponds with the
claim made by production economics researchers that technical
efficiency and capital intensity commonly are positively
correlated. The rationale for promoting a capital-intensive
production process is that labor-intensive alternatives would
require more labor and at the same time, more capital per
output unit, compared with those production technologies with
high capital-labor proportions. When labor costs are
continually rising and hardware costs dramatically falling, the
firm should make good use of this cost advantage associated

with hardware [8]. This suggests that in an efficient production
process the hardware cost advantage should be capitalized by
replacing some labor with hardware, hence, intensifying the
hardware component in IT investments.

IT, is expected to enhance an organization’s performance as
measured by technical efficiency. Previous studies of IT
economic value have substantiated the positive correlation
between IT investment and a firm’s productivity growth and
thus, suggested that the IT productivity paradox had
disappeared. Due to the connection between productivity and
technical efficiency, if management wishes to improve the
firm’s productivity, one logical way of achieving this is to
employ IT in different aspects of the business and enhance its
technical efficiency in the production process.

However, management should not draw too hasty a conclusion
from our findings. The positive relationship between IT and
technical efficiency does not translate directly into reckless IT
investments. Firms that invest heavily in IT and are highly
efficient in the production process may differ inherently from
inefficient firms in ways that are not rectifiable by merely
increasing IT expenditure. Strong support from top
management, effective IT strategies, innovative organizational
culture, excellent IT personnel, and other resources must also
be available to help exploit this promised benefit of IT.

5. CONCLUSIONS

Based upon DEA, this paper has focused on the relationship
between IT investments and technical efficiency in the firm’s
production process and employed a two-stage analytical
investigation, DEA and the Tobit regression model. Managers
can use this new tool to further identify potential candidates for
benchmarking and identifying the source of the disparity
between IT investment and performance among various firms.
We have obtained statistical evidence suggesting that IT, in
general, exerts a significantly positive influence on the firm’s
technical efficiency. Due to the close relationship between
technical efficiency and productivity, this study offers another
way to explain the productivity paradox associated with IT.

IT is expected to enhance an organization’s performance as
measured by technical efficiency. Due to the connection
between productivity and technical efficiency, if management
wishes to improve the firm’s productivity, one logical way of
achieving this is to employ IT in different aspects of the
business and enhance its technical efficiency in the production
process.
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ABSTRACT

The paper presents a universal distributed parallel computing
system--CBDCS, which is based on solving NP-hard problem
in Computational Biology and provides an open interface for
user to upload application and call service. The system is
on-limits and isomerous. CBDCS has the characters such as
fault tolerance and usability. The paper mainly focuses on the
fault-tolerant mechanism, checkpoint strategy and task
scheduling algorithm of CBDCS. The experiment for Motif
Finding problem shows that the system can shorten running
time sharply. CBDCS is an effective way to solve some
NP-hard problemsin computing field.

Keywords: Distributed Computing System, Fault Tolerance,
Task Scheduling, Java, XML

1. INTRODUCTION

In the research of biology, plenty of problems are NP-hard, the
solution often needs large-scal e calculation, however the super
computer with high-powered is expensive and limited. Along
with the development of hardware technology, more and more
personal computers have formed a huge network, according to
astatistics, up to 2000( It is not so easy to get accurate number
from then to now), the number of computers that connect to
Internet had exceeded 300 millions, each of them had 80%~
90% of its CPU resources left unused, how to organize and
use these idle resources for Distributed Computing and solve
biological caculation or some hard problems of other fields
had became a more and more hot point[1].

We combine the common Characters of Java and Web. We
know that Java is irrespective with platform and Web is very
easy to use. We adopt volunteer model[2] in our distributed
computing system for Computational Biology—CBDCS. It
has some characteristics as following:

1) Open: The authorized users can submit the calculation task
from network to system and may get results from the calcu-
lation resource of this System.

2)Usahility: CBDCS offers simple friendly interface, volunt-
eers need to install JRE and client software when they apply
for the first time, the other work will be completed volunt-
arily by client software.

3) Easy programming: Interface is simple and distinct, it is
convenient for programming, no need to pay attention to the
details, such asfault tolerance and scheduling, etc.

4) Isomerism: CBDCS can run in typical system environment,
and may pass through firewall.

5) Fault-tolerance: System can tolerate and handle the faults
that made by the uncertainty of volunteers.

2. SYSTEM DESIGN

2.1 System Design Project

*Supported by the National Natural Science Fund of Chinaunder
Grant No. 60433020.

System adopts the programming language of Java, chooses
Java Application and HTTP protocol, spans across various
platforms and solves the communication problem through
firewall, the communication data encapsulation uses XML
technology. Construction of systemis showed in Fig. 1.
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Fig.1. CBDCS Structure

1) Client computer
Client computer is the applicant of resource, it submits
problems to server, and waits return result. Users compile
the application program that accord with systematic
interface, it is uploaded by Web page, server arranges for it
voluntarily as one calculation serve, then client computer
uploads the scheduling service, server decomposes task and
distributes it to each work computer to calculation. When
caculation has been completed, it joins the results and
return to client computers.

2) Work computer
Work computer offers idle calculation resources, its work
process is a circulating process. It applies for task from
serve and begins to calculate. It returns calculation result
after all task is finished. Work computer downloads client
software when it apply for task at the first time, then
program applies for task from server voluntarily, calculates
and returns result. Terminated application and calculation
until volunteer closes computer or has received inform that
task be completed. Work computer will preserve
intermediate state then send it to server when it need to be
pause in the calculating process because system have
adopted the checkpoint strategy.

3) Server
Face to client computer, server receives submitted task and
returns result. It receives requests from work computers,
distributes task, and receives returned intermediate state of
checkpoint and calculation results. It offers visited Web
interface for client computer and work computer. Besides
the work of agency layer--- storing the task set which the
apply program decomposes and responding the request of
work computer, server adopts suitable scheduling algorithm
to distribute task; receiving the result from work computer
and validating it. Server receives and preserves the
checkpoint state information that is sent by work computer,
realizes the transfer of calculation when it is needed.
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2.2 System Module And Process

Server and work computer adopt Master-Worker model,
systematic module is showed by Fig.2. Application module
takes the responsibility for completing the serial part in
algorithm, i.e. decomposing problem to be the independent
parallel task and returning conformity result. Server Control is
the main control module of server and takes charge of
interacting with Application module: Offering interface to
Application and inserting task produced by Application into
database, and scheduling the interface that Application
acquiesces to realize and reporting result to Application.
TaskServer (Task server module) and FileServer( File server
module) actually are the HTTP server which Servlet realizes.
The former takes the responsibility for receiving the task
which work computer requests and carrying out scheduling of
task. The latter takes the responsibility for downloading of
program and data file and uploading of result file. The Task
table in Database records the detailed information of task,
includes task 1D, task state, sending time, time restriction,
checkpoint information and so on. The there modules of
server--ServerControl, TaskServer and FileServer interact by
visiting and modifying the Task table. Client is the client serve
software that works on work computer.

The whole process of work computer representsin Fig.2.
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Fig.2. System Module Designed

1) Client sends request message task_request.xml which XML
encapsulates to the TaskServer, the request message
contains Client’'s IP of the local work computer, the basic
disposition of computer etc.;

2) TaskServer checks the localness of request and judges if the
volunteer machine satisfies the minimum requirement of
task working, then it carries out the task scheduling, the
information of distribute task, includes task 1D, program ID
that needs to be run, the data file ID which task needs etc.,
these are encapsulated into the respondence message
--task_reply.xml and sendsto Client;

3) Basing over the content of task_reply.xml, client sends
GET order of HTTP to the designated URL address for
downloading corresponding program and datafile;

4) Client uploads the result file to FileServer through the
POST order of HTTP after calculation.

3. SYSTEMATIC CRUCIAL TECHNOLOGY
AND REALIZATION

In the environment of distributed computing, many computers

will work in coordination, it will refer to the problems like
organization of computers and the distribution of problems,
transmission postponement in network environment, fault
tolerance etc.. The redization mechanism of some major
problem will be given as follow.

3.1 Mechanism of Fault Tolerance

Because of network unreliability and the arbitrariness of
volunteer machine joining and leaving, system must consider
fault tolerance.

The suitable task of parallel calculation in distributed
computing should be coarse-grain, having very high
calculation-communication rate, therefore it adopts the
mechanism of task redistribution of time out. For the task that
had distributed, if it does not return a result in a previously
assigned time, system will consider the work computer which
the task is distributed to have quitted system or can not
complete the task, then it modifies the task state as
un-distribution in database, and waits for distribution the next
time. The time restriction of each task is designated by
Application. ServerControl scans task table periodically, and
finds the task of overtime and handles it basing on the sending
time of task and the time restriction. This mechanism possible
cause that many work computers report a same task result, but
the system just accepts the result of returning earliest. Work
computer inserts <result_report> into task_request.xml of new
task of applying for to report the state of task completion:
<result_report>
<task_id>123</task_id>
<result_state>0</result_state>

<!--0 represents success,-1 represents failure-->

<total_cost_time>45.34</total_cost_time>

<!- -if successfully processed record total cost time- ->
</result_report>

TaskServer analyses <result_report> informs, if task till

successful completes at the same time it does not get the result

of task.just informs work computer to upload the result ;
otherwise it informs not to upload the inform message
expresses in <result_ack> of task_reply.xml:

<result_ack>

<task_id>123</task_id>
<upload_result>0</upload_result>
<!-0: Should upload result, -1: no need -->

</result_ack>

Client in the work computer analyses <result_ack>, uploads

when it is need otherwise deletes the result file.

In addition system has considered Byzantine faults, includes:

random wrong as having no intention, such as data losing,

processor mistake or the failure of network connection and
cheat, the attack of malice. It will be solved with following
mechanism:

1) The correctness verification of simple task. Some applied
results of the paralel task are verified very easily to be
correct or false, such as solving certain complex eguation, it
can be verified so long as returning the result to equation.
For those search problems that have only the few solutions,
we give the determinant function to judge the correctness.

2) Mgjority-voting redundancies technology verification. Be-
cause of suitable scope limiting of the function level
verifying, system will alocate the task for 2*m-1 times. It
requires that at least m of them in the result are consistent.
Parameter m is sets by application program according to

accuracy requirement.

3.2 Checkpoint Strategy
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Because paralel task is coarse-grain, it needs a long time
calculation, once making mistakes, it will waste the plenty of
calculations, and we adopt checkpoint strategy to avoid this
kind of loss. Duda[3] has proofed that under fault condition if
there is not check point the average time of program
performing will be increase exponentially with its effective
time of performing, and increase linearly when it uses the
checkpoint of fix interval. The technology of Checkpoint can
not only realize fault recovery but aso redize transferring of
caculate: using checkpoint to preserve the operation state
information on a certain computer, then resuming operates on
other computer.

According to the place of the preservation of intermediate
state, there are two kinds of checkpoint strategy: local
checkpoint model and network checkpoint model[4], the
former preserves intermediate result to local, the latter
dispatches intermediate result to server, we adopt the | atter.

We will first consider opportunity under setting checkpoint. It
is periodicity to set checkpoint, and is decided by application
program that when it should pause calculation and what state
information it should be preserved. Therefore the application
program inserts sentence in the suitable recording place of
checkpoint, it judges whether there is a time of period from
the recent setting of checkpoint. If it is that, we record state
information, otherwise calculate continuity. The method that
judges if it is time of checkpoint is offered by systematic
client.

For realizing the restarting and transferring of calculation, the
application program will redlize the method of calculation
restarting, the information of intermediate state will dispatch
to work computer together along with task elephant.

The checkpoint strategy demands to application program
realize the interface of checkpoint:

public class BasicTask; // Basic kind of task

private object state_info;

// Record the newest intermediate state. For a task that just
being got, this value is written in by task scheduling
module. If its value is null, the calculation starts again
from beginning, otherwise calculation begins from
breakpoint;

public long start_time

/I Calculate the time of beginning;

private CheckCom Thread check_com

/I Take the responsibility for the thread communication of
checkpoint

boolean time_to_checkpoint()

// Judge the time-interval away from to the last checkpoint
that whether there is a time of period

void do_checkpoint (Object state_tmp)

/I After checkpoint is recorded, first we compares the new
intermediate state information state_tmp with state_info,
if exists some difference, we start communication thread
check_com and send it to the server and replace it on
state_info()

abstract BasicResult resume()
/IBe realized by application programmer, it completes
reading the state information from state_info of task and
calculating continuously.

3.3 Tasks Scheduling

In CBDCS, we employ the advanced eager-scheduling
algorithm for the task scheduling. That is the eager-scheduling
algorithm which takes the fault-tolerance (i.e. majority-voting)

and checkpoint into account.

Eager-scheduling algorithm: a work computer can only get
one task in an application, while the work computer with high
operation ability will get more tasks. When the number of
tasks are less than the work computers’, the tasks that have
been distributed but still have not been completed yet will be
distributed again, and the fault state of machine will be
managed.

Advanced eager-scheduling arithmetic can be described as
follow: in the m-voting, every task should be distributed at
least for 2*m-1times, then the total 2*m-1results should be
validated. Actually, the more effective method is m-first voting
method. The method m-first voting[5] starts its check not until
the 2*m-1 results come out but when the first m results come
back. If the m results are the same, we regard the task has got
the right results. For this algorithm, firstly each task will be
distributed m times. If these m results are disagree, we
distribute them again for m+1 times, until there are m results
that are in agreement.

For recording the state of the task and condition of distribution
and so on, we design a kind of TaskUnit to encapsulate the
task information, ComputeUnit encapsulates the information
of each calculation (once atask is allocated for one time, there
exist one caculation). Each TaskUnit has a ComputeUnit
queue. It allocates one task once, and then adds a
ComputeUnit object in the ComputeUnit queue. TaskUnit has
defined various states, such as UNSTARTED(task does not
still begin to be handled ), IN_PROCESS( task waits
continued  distribution), WAIT_RESULTS(wait  some
calculations to return as a result), WAIT_VALIDATED(wait
the verification of result), HAS DONE( task has been
completed: Get the result after verification or calculation
failure).

When we carry out the task scheduling basing to the thought
of m-first voting, the frequency of the task number of
IN_PROCESS state is less than m. Since we hope to get the
result of a task as soon as possible, the completed task from
task pool can be deleted as early as possible, so we will
distribute this kind of task first, then distribute the task that is
in UNSTARTED. The scheduling algorithm still handles the
task of disabled calculation (time is out and no result has
returned), that is to redistribute the overtime tasks that in the
state of WAIT_RESULTS. The redistribution is not to
redistribute calculation(found the new ComputeUnit object)
for task, but is to calculate continuously of the tasks that not
be completed---that is to send the newest state information of
calculation together with the task to work computer, work
computer begins to calculate continuously from breakpoint.

4. CONCLUSIONS

Through test a example sequence when k=10(sequence
number), n=82(sequence length), we seek the (15, 4)-Motif
(Length of motif is 15, 4 operations are promised) in the
seguence, the running result is showed as Table 1.

From the test result, the mechanism of distributed Computing
can shorter the run time of programmer sharply.

System not only supports the optimal solution for
Computational Biology, but also offers effective way for the
NP-hard problem that can be decomposed to in computing
field.
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Table 1. The running time of multitude work computers

Work 1 2 (3 |4 |5 6 7
computer(Number)
Running 0.7410.46|0.25|0.24|0.24|0.17|0.13
time(Hour)
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ABSTRACT

Automatic Fare Collection System (AFC) is one of the most
important systems to support the safety and convenience of
rail transit operation. But the past research just limited to four
layers structure of AFC, which did not fit to Chinese National
Standards GB 50381-2006. Based on the four layers structure,
a new structure of five layers AFC network was put forward,
the performance and reliability of which can be effectively
improved by using distributed computing and decentralized
data processing technique. The outcome of this study will be
helpful to the construction and operation of rail transit AFC.

Keywords: Rail transit,Automatic Fare Collection,Distributed
Computing,Decentralized Data Processing

1. INTRODUCTION

During the past few decades, vehicle population has been
rapidly increasing in China cities, and the development of
traffic supply can not keep up with the increase of traffic
demand, so we often encounter traffic jam in cities. To solve
this problem, major efforts should be devoted to public
transportation [1]. As akind of safe, convenient, punctual and
high efficient transportation, urban rail transit is an effective
solution to urban traffic jams. Thus, rail transit systems have
been constructed or to be constructed in many Chinese
metropolitans. The advantages of rail transit can be supported
by Automatic Fare Collection Systems (AFC). The gates in
AFC should let the passengers pass as quickly as possible, or
else safety and efficiency of rail transit operation can not be
guaranteed, just like the congested status which can be seen in
the stations in Beijing and Shanghai during rush hours. So is
the AFC one of the most important systems to support the rail
transit transportation.

2. THE DEVELOPMENT OF AUTOMATIC FARE
COLLECTION SYSTEM

2.1 The Efinition of AFC

AFC is a revenue collection system [2], which requires the
passenger to purchase one ticket and uses it to permit access to
or from the rail transit. It is a complicated and huge system,
integrated with computers, network, communication,
automation, microelectronics, machinery etc, has a wide
application in the comprehensive information control system
[3]. AFC has some advantages. It automates the ticket
counting and selling processes and it can get detailed data on

* This study is started by Program for Tackling Key Problems of
Science and Technology (BE2006010) of Jiangsu Science And
Technology Department, also supported in part by Program for
development of Science and Technology in NanJing (200601001)
of NanJing Science And Technology Bureau and Mega-projects of
Science And Technology research Plan (8550143007) of Nanjing
Metro headquarters.

system usage. It aso reduces ticket-less travel although it
never completely eliminates it, and it allows more revenue to
be collected without employing an army of staff. In a word,
AFC reduces the need for ticket checking staff and helps
prevent fraud.

2.2 The Development of AFC

The oldest version of AFC uses tokens or paper tickets, which
are not really “automatic fare collection” systems at all. Then
magnetic AFC system was applied in 1970s, the fare mediais
amagnetic card of credit card size, containing all information
necessary for passage encoded on its magnetic stripe. The
AFC equipment reads and writes information on the stripe, as
necessary. Ticket Vending Machines (TVM) are located in the
free areas of stations, which accepts coins, hills, and credit and
debit card as payment and issues a ticket for the amount
selected; it encodes the ticket for entry. Fare gates are located
to separate the free and paid areas of stations. The entry gate
establishes the station of origin and other control information
for aparticular trip; it encodes the ticket for exit. The exit gate
subtracts the fare from the ticket value based on the entry
station. Point of sale terminal (POST) can be ingtalled in free
and paid area according to different functions, which installed
in free area of the stations are mainly for selling the tickets,
POST which installed in paid area of the stations are mainly
for conflicts solving (such as excess fare). Adding fare
machines are located in the free areas of stations. The adding
fare machine allows value to be added to stored value tickets if
the remaining value is less than the required fare at exit. But
magnetic AFC system need passengers to insert their magnetic
tickets into the slots and then, to take them away at entry and
to be recycled at exit, so its operational costs are higher just
because the transmitting and recycling mechanical parts were
too complicated, which lead to a high maintenance rate (the
ratio of annual maintenance costs to the cost of investment) of
around 15%[4]. Also magnetic AFC system is poor to expand
because it was a centralized system.

In 1990s, Contactless IC card was appeared. compared to
magnetic AFC system, it has lower costs, high reliability and
high speed to access, and the most important is Contactless
Smart card (CSC) AFC system can adopt distributed network,
distributed Computing and decentralized data processing
technologies. In this system, the passengers would simply
touch their IC cards to the reader located in AFC gates and
then go through. The less mechanical parts could decrease the
maintenance costs [5].

3. DISTRIBUTED AFC SYSTEM

3.1 The Overview of Distributed System

A distributed system is one in which components located at
networked computers, communicate and coordinate their
actions only by passing messages [6]. This definition leads to
the following characteristics of distributed systems:
concurrency of components, lack of a global clock and
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independent failures of components. In this kind of AFC
system, some components fail while others continue to
function.

3.2 The Structure of Distributed AFC System

If AFC system adopts distributed network, it can be divided
some layers and each layer performs some different functions
and exchanges information between layers.

3.2.1 Four Layers Structure of AFC Systems

Distributed AFC system usually consists of tickets layer,
terminals (e.g. Gates and TVMs), stations servers and a center
server of four layers (Fig.1). The tickets layers include all
kinds of Contactless cards, such as single journey tickets,
multipurpose smart cards, stored value tickets etc. Terminals
mainly are automatic Ticket Vending Machine (TVM),
Automatic Gates, Point of Sales Terminal (or POST), Portable
Ticket Checking Machine (or PVU) and other terminals etc.
Stations servers are Station Computers (SC). The SC consists
of a NetServer computer with Raid disc controller, keyboard,
mouse and color monitor, CD Reader/Writer drive. Center
servers also consist of NetServers and computers which form
the Local Area Networks (LAN).

Center
servers

Station
servers

i

Terminals

]

Contactless
IC Tickets

Fig.1. Four layers structure of AFC systems

3.2.2 Five Layers AFC Systems

3.2.2.1 Five Layers Structure of AFC Systems

According to the new National Standards GB 50381-2006,
there should be a rail transit AFC Clearing Center (ACC)
above the line centers (LC) (Fig.2), just because there may be
many operation companies to run their respective lines which
should be free transferred in the rail transit network of the city.
Some functions of LC are very similar to Center servers in
four-layers AFC.

City TransportationCard | | Other systems(Supermarkets,
System Gas stations efc)
r 5thlayer: AFC Clearing Center
Other systems(Banks etc) ACC
atian Col 2| 4thlayer: Line central computer
Operation pen mpeny & P
LC1 company 1 LC2 LC3
T
/ 3th layer: Station computer
A station B station C station
server server server
2nd layer: Terminals
Automatic PVU with Other
VM gates POST PC terminals
1st layer: Tickets
Single journey City Smart Stored Value
tickets cards cards

Fig.2. Five layers structure of AFC systems

3.2.2.2 The Functions of Each Layer

In the five layers structure of AFC systems, the functions of the
AFC system are distributed to each layer. First layer is tickets
layer which is the passenger's payment media, regulating
physics and electric characteristics of single journey tickets and
stored value tickets, technical requirements of organizing
application data structure and security mechanism. Terminals
equipped on the concourse of stations serve passengers for
entry and exit of the rail transit. The main Fare Ticket Types
are Single Journey Tickets (SJT), city smart cards and Stored
Value Cards (SVC).

The Station Computer (SC) System, situated at the station level,
is responsible for the configuration, monitoring and control of
local station equipment, and the data collection within its

station. The main functions of the SC are summarized in
Tablel.

Line Central Computer System (LC) is the central part of
Automatic Fare Collection (AFC) on itself rail transit line. It
supervises AFC equipments, audits parameterises of AFC
equipments, collects data from all equipment types, and
generates reports on the activities mentioned above on itself
line. It is also responsible for accounting by sending itself data
to ACC. The main functions of the LC are summarized in Table
2. All these functions limit to itself line.

The main functions of ACC are to unify the various interna
operating parameters of urban rail transit AFC systems. ACC
collects CSC and SJT transactions data, AFC audit register data



DCABES 2007 PROCEEDINGS 123

Table 1. The Main Functions of Station Computer Layer

Functions Contents
1)Data processing All kinds of AFC data collection inlocal station, data processing and upload.
2)AFC Equipment | Equipment control, either manually or automatically; Equipment status supervising and real-time
supervision management.

3)AFC Equipment operation
management

Equipment Operating Data (EOD) management; Equipment management; Security and key
management.

4) Passenger flow | Monitor real time entry and exit passenger flow in local station; Monitor tickets selling and fare
monitoring adding.

5) Operation mode | Setting and dismissing operation modes in local station according to traffic situation.
management

6) Report creation

Generate activity report by compilation; Various reports (operational, management, traffic and
revenue, etc) giving a means to obtain analysis of patron traffic and system performance

7) Revenue management

Managing revenuein local station.

8)Maintain management

Service for maintaining AFC equipments.

9)Software updating

Download new version software and updating.

Table 2. The main functions of the LC
Function
Administration functions
AFC system time synchronization functions
AFC equipment management functions

Spare parts management

Ticketing Key Management Functions
EOD Management Functions

AFC Data Collection Functions
Reporting Functions

Auditing Functions

Information Exchange with ACC
AFC Equipment Monitoring Functions
CSC Ticket Tracking Functions

CSC and SJT Initialization Functions
CSC and SJT Stock Functions
Housekeeping Functions

Network Management Functions

and AFC equipment event logs. ACC is aso responsible for
revenue settlement among internal rail transit lines and clearing
between rail transit AFC systems and city smart card systems.
The technical requirements for ticket management, operations
management, system operation, system maintenance and
management are regulated in ACC.

4. DECENTRALIZED DATA PROCESSING IN
AFC

In order to improve the efficiency and reliability of CSC AFC
system, decentralized data processing technique was
developed[7][8], but those studies only limited to four layers
rail transit AFC system. According to the five layers structure
of AFC systems discussed above, decentralized data processing
is established (Fig.3), where four Data Fields(DF) respectively
lies among five layers. A DF is the smallest subdivision of the
stored data that can be accessed. A DF can be used to store
numerical information such as price, count or date or time for a
period of time. A pair of DFs can be used in combination to
hold a geo-spatial coordinate. Also, a DF can be used to hold a
block of text. A DF takes up permanent storage within the
data-store. As DF is applied in AFC, which store data and is a
data buffer, when some AFC equipments are failure or busy,
data exchange in different layers may be paused, and DF can
avoid data losing.

This system is unique with four different DFs featured by
various time ranges. In the DF1, wireless communications
between CSC tickets and terminals are done within 200

milliseconds while the data flow hourly in the DF2. The data
transmission in the DF3 has two cycles: daily and hourly. There
are plenty of accounting data among L Cs or between rail transit
network and city transportation smart card system (also named
urban multipurpose transit smart card system), and the data
transmission in the DF4 has two cycles: daily and hourly, or
even can be adjusted to less than one minute when necessary.
These time ranges are varied with system need and aim at both
high-speed processing and high reliability [9][10]11]. All the
LC computers connect to the ACC through the DF4 and thus,
they can exchange data with each other.

\ ACC |

I

\ DF4:daily and hourly |

City Smart
cards

Fig.3. Decentralized CSC AFC system overview

5. CONCLUSIONS

To CSC AFC system, its performance and reliability can be
effectively improved by using distributed computing and
decentralized data processing technique. Based on Chinese
National Standards GB 50381-2006, a new AFC network was
designed, it will helpful to let the passengers pass as quickly as
possible during rush hours.
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ABSTRACT

The aim of constructing the national information system for LC
is to provide the online complaint service for masses, and to
supply relevant governmental institutions with efficient
information platform for operation processing and supervising
of LC. Besides, it can offer the leaders at al level a public
feeing analysis platform. Utilizing the four stages
development model of e-government, we proposed the overall
plan, vertica and horizontal integration, manage operation
mechanism of the system. Moreover, we also suggested the
resource information deeply development and application, and
its post-eval uation feedback mechanism; and analyzed the draft
study method, technological route, emphases, difficulty and
innovation; The topological structure and system structure of
the system was designed so as to provide theory and method
support for the construction of national information system for
LC, and other national e-government application system.

Keywords: National Information System for LC, Manage
Operation Mechanism,Public Feeling Analysis Platform,
Project Post-evaluation

1. INTRODUCTION

The work of Letters and Calls (LC) is an important approach
for the Party and government to carry forward democracy,
know the public opinion, tie up masses, and to accept the
surveillance of the masses. Besides, it is an important way to
mediate the contradictions among the people, solve the
practica problems, maintain masses legitimate rights and
interests, and to educate and guide the masses. It is useful to
maintain the social stability, create nice political environment,
construct harmonious society, and promote the decision
scientificalness, democratization and legality.

The construction of the national information system for LC
will unblock the channel, decrease the unnecessary procedure,
and reduce the cost. The user can finish it through the way of
letter, visit, telephone or internet.

This system will construct the information system for LC
which are inter-institution, trans-regional, electronic,
networking, powerful, and resource sharing. Moreover, it will
improve the straggling method of ingtitution for LC, and solve
the problem in filing and reporting the information of LC to the
leaders. Thisis beneficial for leaders to hold the situation fully,
decide scientifically, and deal with the urgent matter on time.

The service function provided for each leader is powerful. The
leader can browse the case of LC on the computer everyday,
know the dynamic developing trend, supervise the processing
of the case, and make comments. However, existing system
can’'t meet the need of the leader. They need not only know the
information timely, but also decision support including the
intelligent recommendations of relevant information about
similar case and early warning of some cases that frequently
appear during a specified period, or whose influence are big.

* Thisitem is supported by the National natural science fund item (No.

70572079/G021004).

2. ANALYSIS OF EXISTING CIRCUMSTANCE
AND THE STUDY MEANING

2.1 The International And Domestic Analysis of Existing
Circumstance

Since 2005, a lot of center leaders, such as, Hu Jintao, Zhou
Y ongkang, Wang Gang, Hua Jianmin, etc., had made important
instructions on many occasions, demanded to accelerate the
construction of the national information system for LC, and to
structure the national LC information network which would
cover the four levels LC organization within two years: the
central, the provincial, civic (cantona), and prefectural. This
organization would be interconnection, information sharing,
safe and reliable. They aso made instructions to construct |ot
of systems: the swift and unblocked complain accepting system
of LC, the unified standard business treatment system, the
superintend and checking management system, the LC
information analysis and forecast system, the tight system safe
security system, the scientific and normal standardized system,
convenient and reliable system of the operation system
mai ntenance.

On August 5th, 2006, while listening to state councilor
comrade Zhou Yongkang's report about the LC, the General
Secretary Hu Jintao had carried on overal arrangement in
setting up the information system of national LC, and pointed
out that improving and doing a good job on LC should fully
utilize information-based tool and means to set up and perfect
the information system of the letters. We can construct the
central authorities to the level of province first, and then extend
to the city (district) and county. The “Decisions of Central
Committee of the Communist Party of China about several
important problems of structuring socialist harmonious
society” expanded the channels of the social situation and
people's will expression, perfected the responsibility system of
the treatment for the LC, and constructed the national
information system for LC. Besides, we should put up
diversified forms of communication platform, make masses
interests institutionalized, standardized and legalizing.

January 4th, 2007, "the first stage of the project of nationa
information system for LC" which was undertaken by the
Chinese Software and Technologica Service Limited
Company realized online operation as scheduled. State Bureau
for LC and other 17 provinces with the network environment
opened and run too.

At present, there are few research achievement on the basis of
setting national information system for LC, but some relevant
research results based on the department level and area level
LC information system can be seen in relevant newspapers and
magazines, the survey is as follows: 1) Researches that utilize
LC information to serve the leads science decision. “Making
great efforts to explore the effective way by utilizing the LC
information to service decisions’, in the “Work” of Hunan
Province Xiang Tan Standing Committee of Municipal Party
Committee, probe deeply into exploring the information
resources of the LC, playing a role of the LC, promoting the
Party Committee's decision scientific and democratization,
studying actively and studying the corresponding way
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conscientioudly, all these make the LC information become an
indispensable important component when the Party Committee
makes policy. 2) Researches utilizing L C informationization to
serve the people. For example, “The sunshine government
affairs’,  authored by Li Linfeng (2005), “ Informationization
inserting the wing on the LC”, authored by Tiantian (2002),
“The Government’s LC system goes to the online”, authored
by Ma Zhongku, Suo Gaoying (2003), both of whom were
from the information centre of Shanxi Province. 3) Researches
about realizing the technologies of LC information system.
“The 'readily accepted' information system in Xuhui District”,
authored by Shanghai Jiaoda Withup Software Co., LTD.
(2006); “The design and redizing of LC office system of
Qingdao”, authored by Wang Chagjing (2006) who was from
the municipal party committee and government computer
center of Qingdao; “The design and application of the public
security’s LC”, authored by Wang Limin (2005) who was from
the PSB Technology Communications Office in Shenzheng;
“The design about the management system of LC in
E-government ”, authored by Xie Mingjian (2006) etc., there
are also some other passages carry on the discussion to this
system or the technology realizing or improving of the regional
LC information system. 4) The exploring about the impact that
the LC information flow does on the regulation of LC:
“Information flow in the social stability mechanism---
analyzing about management function and democratic function
of the regulation of LC change’, authored by Wang
Ya nan(2006); “Sampling analyzing the impact that the
information technology does on the government’ s regulation of
LC”, authored by Liu Xiaotao(2006).

On abroad, the LC is mostly called public feeling expression.
Its aim and function are similar with the LC and its function is
distributed in different organization, however the legal status of
them is different at all. Karen Layne and Jungwoo Lee (2001),
who are from the U.S.AA. Nevada Las Vegas University,
investigated the E-government building experience in the
western developed country, and proposed E-government
development models with four stages which were generally
approved by the academia and application sector: Catal oguing,
Transaction, Vertical Integration and Horizontal Integration, in
order to realize the one-stop service and investigate the first
stage of the construction. We may know that the project is
generally at the Transaction stage. But the complain accepting
system of LC inserted in Internet faces Vertical Integration
with both business treatment system and superintend and
checking management system, two of which were operated in
E-government Extranet a present. While the business
treatment system, the superintend and checking management
system face Horizontal Integration with the application system
of E-government that the other government office at the same
level have, in order to realize the information interchange and
resource-sharing. “Complaints systems worthy of complaint”,
authored by Nicholas Timmins (2005), has carried on research
on the complain mechanism of Britain, has pointed out the
present shortcoming of Britain complains mechanism, and
explained the thoughts that utilize the information-based means
to solve these problems. And Steve Dewar (2005), in “Master
of High Court calls for reform of legal complaints system”, put
emphasis on the importance of information construction in the
appealing mechanism reform. Li Yuanjiong (2003) who was
from the Seoul city government's Foreign Affairs Office, in
“Information technology helping urban government affairs
reform---Report on ‘applies to dea with the civil
administration with online and disclose system’ of the Seoul
city government ", introduced that as a means to increase the
municipal transparency and deeper level of the anti-corruption

measures, the government of Seoul developed and ran the
“Dealing with Civil administration with online and disclose
system "on January 25, 1999. This system enables each citizen
to supervise the dealing situation of LC in 24 hours by the
network, can grasp the administrative process without out of
the door at any time.

In general, it is a brand-new subject to the study of setting up
the national information system for LC. The basic function of
the administrative system, such as, the complain accepting
system of LC, the business treatment system, the superintend
and checking administrative system, has basically realized, but
it is facing the Horizontal Integration that the business
treatment system, the superintend and checking management
system do to the other government offices; and at the basis of
those, facing the management and operating mechanism
construction of national information system for LC, and also
facing the development of the LC information analysis and
forecast system, etc.. All of these, involve not only the
technology, business and management problems, but aso
involve deep-seated problems, such as management system,
political structure reform, etc. Before this, the domestic and
international researches are mostly based on the construction,
operation management and information resource-sharing of LC
information system on department level, there is not available
answer that can be sought.

2.2 The Significance of Studying On Construction of The
National Information System For LC

First, there is a great strategic significance to study both the
laws about sustainable development of the construction of the
LC information system, and master plan. At the present time,
the constructions of this system’s four stages are ailmost at the
parallel situation, and faces enormous difficulties. Foreign
experience shows that the first two phases is relatively easy to
achieve, but the vertical integration and horizontal integration
are much more difficult, and should be accurate positioning the
stage of the LC information system, studying the system
sustainable development law, achieving the master plan

step-by-step.

Second, it, that study integration and horizontal integration of
national information system for LC, is the important part of
continuously improving the construction of the LC information
system, is aso the important technology support to build
highly efficient and service-oriented government.

Third, the study on the operating mechanism of the national
information system for LC is the key that the national
information system for LC runs efficiently, also is the key to
construct a efficient service-oriented government. The first
stage project of the national information system for LC is
promoting overall. In practical terms, the thinking mode,
workflow and behavioral habits, which are accumulated by
the organization of the LC, the Party Committees at all levels,
the government and the legal system related inalong time, in a
certain extent, are constrained to play an efficient role in
national LC, so it is necessary to rebuild the operation and
management mechanism of the national information system for
LC, which is a more formidable task than technological
innovation, is also the key that the outcome play an important
role.

Forth, that, study the depth development and utilizing of the
national LC information resource, provide leadership the
serves of scientific decision-making, provide individualized
advisory services for the masses, is an important manifestation
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of constructing a highly efficient service-oriented government
and digging the depth effectiveness of the national information
system for LC. As the nationa information system for LC
construction is promoting step-by-step, information systems at
the national information center will build an information
resource data bank which includes the real, complete,
standardized and dynamic update national LC information.
How deeply to develop and utilize the information resource to
provide the scientific decision-making for the leadership and
individualized advisory services for the masses has great
significance.

Fifth, study the construction of the national information system
for LC and the evaluation feedback mechanisms after operation,
is of great significance for meeting the needs of leader at all
levels, the mass and the staffs working in the LC department,
and is also of great significance for efficiently servicing the
goal of building a harmonious society.

3. THE MAIN STUDY CONTENT

The study of subject will analyze and combine at the basis of
achievements that we already have, according to the four stages
development mode of E-government, use the theories and
methods, such as information science, management science,
public management, E-government, etc., to study the
sustainable development law of information system and the
master plan; according to the linkage relation that the national
information system for LC has with the other E-government
application systems, study the horizontally integrate of the
national information system for LC; use the theories and
methods, such as data warehouse and data excavating ,
information management , net technology , integration of the
information resources ,etc. to study the depth development and
utilizing of the national LC information resource, so to provide
a warning and predicting public feelings platform for the
leaders, and a individualized advisory services platform for the
masses; study the project post-evaluation and feedback
mechanism of the nationa information system for LC. The
concrete content includes:

(1)Overal plan. According to the four stages model of
e-government development, this part takes the international
and domestic experience in e-government and e-commerce
system construction for reference. Combining with the
challenge of LC faced in the period of economic structural
readjustment and fast development, it studies on the overall
plan and its fractional implement scheme of the national
information system for LC. Provide the reference for the
system construction.

(2)Vertical and horizontal integration. This part Studies on the
vertical and horizontal integration according to the linkage
of the system with e-government and other application
system. It includes the vertical integration of each level
information system, and the horizontal of each level
information system with paralel relevant department
information system.

(3)Manage operation mechanism based on national information
system for LC. It includes the theory basis, the influence of
the vertical and horizontal integration on the manage
operation mechanism. Besides, it aso refers to the
activation and constraint mechanism of the vertical/
horizontal cooperation, manage operation mechanism
reconstruction of cooperative work for LC, the design of
synthetically assessment index system, and the political
achievement examine mechanism.

(4)Deeply development and application of national information
resource. This part includes the construction of the national
information resource base, which refers to application
demand and realization tactics, national historica data
arrangement and transference tactics, database construction
technology and data mining tools. Besides, the public
feeling analysis and early warning platform in order to
providing scientific decision service for the leaders. This
refers to data mining, grid, intelligent recommendation
technology, CRM and client experience theory and method.

(5)The post evaluation feedback mechanism of the construction
and operation management of the system. It includes the
post-evaluation theory, method, assessment index and the
feedback mechanism of the system.

4. BASIC IDEA AND METHOD OF THE STUDY
ON SYSTEM CONSTRUCTION

(1) Basic idea. The basic ideal carries on according to the route
of “overal plan -- vertical and horizontal integration --
manage operation mechanism reconstruction -- information
resource base construction and its deeply development and
application — project post-evaluation”.

The first step: Combining with the practice, anadyze the
inherent law of the sustainable development of the national
information system for LC. Study on its overall plan.

The second step: The vertical integration can be developed and
operated by state bureau for LC unitedly. The horizonta
integration relies on the practical application level and concrete
condition of each province. It must be developed with regional
characteristic. The tactics using uniform interface standard are
suggested.

The third step: Take the international and domestic theory and
method of development procedure reproduction  of
e-government. Combine new characteristic of information flow
caused by vertical and horizontal integration closely. Fully
coordinate existing manage operation mechanism, and
reconstruct it on the basis of this.

The forth step: Construct the national information resource
base in the information centre of state bureau for LC with the
gradually implement of the information system, and then carry
on the deeply development and application.

The final step: Study on the post-evaluation of the information
system for LC, and build up the feedback mechanism of the
project construction and operation management.

(2) Method. Study on overal plan of national information
system for LC using the systematic analysis and model
methods. Study on the vertical, horizontal integration and
the resource sharing using some new technologies such as
semantic web, knowledge noumenon, and intelligent grid.
Compare and evaluate the manage operation mechanism
reconstructed with quondam mechanism using comparative
and evaluating methods. Study on the construction of
national information resource base using logical model.
Study on the public feelings analysis platform, decision
support system, information prediction and early warning
system using the prediction and statistic methods. Study on
the intelligent consulting system, case analysis system, so
as to provide the individualized service for the user, using
the case reasoning, intelligent recommendation, user
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experience theory and methods. Study on the
post-evaluation mechanism using level analytic, logic
frame, entropy weight optimizing approaches, etc.

5. EMPHASES, DIFFICULTIES AND
INNOVATION OF THE STUDY

(1) Emphases. The first is the manage operation mechanism
reconstruction based on national information system for LC
which decides whether the final aim can be realized or not.
The second is the deeply development and application of
the national information resource for LC. Especially the
public feelings analysis platform, which serves all levels
leaders for scientific decision, is an important way to know
the problem of LC. The third is the study on project
post-evaluation of the system.

(2) Difficulties. The first is that the efficiency of the manage
operation mechanism reconstructed for LC need to be
tested by the practice and be revised and perfected. This a
system project, so we need give an overall consideration
and use the measure of “experiment -- evauation --
perfection -- generalization”. The second is that the
construction of the public feelings analysis platform relies
on the construction of national information resource base
for LC witch need to be exact, intact and normative.
Because the information construction of the system for LC
in different district is uneven, some of them haven't
realized digitalization; arduous efforts are needed to carry
on the digital innovation.

(3) Innovation. The first is the theory innovation. The “five
level goals’ of construction of national information system
for LC isintroduced in this paper, so is the frame system of
“overal plan -- vertica and horizontal integration --
manage operation mechanism reconstruction -- information
resource base construction and its deeply development and
application — project post-evaluation”. Besides, the manage
operation mechanism for LC which will suit the nationa

system for LC is constructed. The second isideainnovation.

Whether the system can be used well, and whether the
predict targets of the Party Centra Committee, State
Department and State bureau for LC rely on the
combination of the information technology and the
operation for LC, especialy on the reconstruction of
manage operation mechanism. The third is method
innovation. Utilizing the new technologies such as
semantic web, knowledge noumenon, intelligent grid, this
paper studies the horizontal integration, resource
conformity and sharing of the information system for LC.
Moreover, it studies on the individualized counseling based
on user experience using the intelligent recommendation
technology. It also research on the project post-evaluation
assessment index of national information system for LC
and its data acquiring and processing.

6. SYSTEM STRUCTURE DESIGN

The network topological structure of the national information
system for LC is composed of three nets which are internet,
e-government extranet and e-government intranet. We can see
that it realize the online LC; online cooperative office in the
form of “user — provincia (civic, cantonal and prefectural)
institution for LC — state bureau for LC” through three net
systems which are physical isolated each others.

(1) Portals system Internet online LC: The user submit problem
of LC and inquire about the processing result through the
portals on internet. The web site nodes, namely the data
centre, built on the first stage of the system project are in
the provincia institution. While the national system uses
the mode of “provincia data concentration”.

(2) Cooperative office system provided on the e-government
extranet: It can be seemed as a big LAN of e-government.
And it is used for the cooperative work of provincia (civic,
cantonal and prefectural) and other parallel ingtitutions.

(3) E-government intranet: The data of LC in provincial centre
are transmitted to the state bureau for LC as core secret
through it. Construct national data concentrating
information resource base in order to carry on the system
development using relevant technologies such as
knowledge management and knowledge engineering. Set
up the public feeling analysis platform so as to provide
information approach of knowing the public opinion, and
decision auxiliary support for the leaders at all level.

The system structure design of the national information system
for LCisshownin fig 1. It can be divided into four parts which
are external standard layer, application service layer, national
information resource base layer and the database layer.

7. CONCLUSIONS

The construction of national information system for LC is a
system project and morale project which the Central Party
Committee, the State department and leaders at al levels put a
high value on. The construction of this system should readlize
the five level goals of “can be use — know how to use — handy
to use — use well — want to use” one by one gradually.
Nowadays, the first stage of national information system for
LC has got the goal of “can be use” through hard work in
system development and test. And it has got the goal of “know
how to use” through training of backbone in state bureau for
LC and its affiliate ingtitutions in each province. In order to
realize the goal of “handy to use’, we should carry on the
optimization and complete the verticd and horizontal
integration.

The goal of first layer to the third layer is limited to the
operation and technology ranges, and it's easy to redlize.
However, how to get the goal of “use well”, and how to ensure
the information flow, which includes “letters, visits and
supervising”, operates efficiently and fast through the network
need further study. It refers to a lot of departments and
institutions, and get involved with the system and mechanism.
So the manage operation mechanism should be reconstructed
to adapt the national work for LC. Besides, it need the
recognition and support of the Central Party Committee, the
State department and leaders at al levels, and the combination
and innovation of the achievement in information science,
system science, philosophy, Party building theory, public
management, administrative management, economics, etc. The
goal at the fifth level isto realize “want to use”. That is to say,
the national information system for LC need to satisfy the new,
rational, and continuous demand suggested by people, workers
of the system and leaders at al levels, and change according to
the demand. So, it is a progressive course to set up the
construction of the national information system for LC. We
should use the tactics of overall planning and implement step
by step. This study mainly concentrate on the redization of the
goals at third layer to fifth layer, that means how to get the goal
of “handy use -- use well — want to use’, and stress on the



DCABES 2007 PROCEEDINGS 129

problem of “use well”.
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ABSTRACT

Topic Maps (TM) are standardized by 1SO 13250 for the pur-
pose of semantic annotation of WWW resources. This paper
presents the knowledge navigation system for city information
portal based on Topic Maps technology, including four layers:
information resources layer, knowledge layer, information
navigation server layer and application layer. The knowledge
layer is abstracted from large quantities of distributing
heterogeneous municipal information resources by using TM.
Navigation scope is built on the knowledge level which
enlarges the navigation unit granularity and quantity of
receiving information, shortens the navigation routing, and
improves the efficiency of navigation. The research is valuable
in digital city and knowledge navigation.

Keywords: Knowledge Navigation, Digital City, Topic Maps,
City Information Portal

1. INTRODUCTION

The concept of digital world is proposed by the vise president
of America and the first international symposium on digital city
is held in Beijing [1]. Since the concept of digital city has been
put forward, the digital city has aroused the attention of
government, increasingly becoming the focus of high-tech
development and city construction [2]. In the 863 projects, the
ministry of science and technology has set up many subjects to
support the research of digital city on theory, technology and
industrialization. Construction ministry has built 30 bases of
digital city over the country. The digital city has been the focus
of academic research in government, enterprises and colleges
[3, 4,5].
City information portal is the important part of digita city
construction. City information resources such as data of
population, economic, geography and communication usually
created and maintained by different departments, so they own
the characteristics of distribution and heterogeneousness.
Integrating the existed information resources to city
information portal, a unified information platform, can bring
out more convenient and prompt information service. Generally
speaking, city information portal should have following
characteristics:
(1) Unified information channel
By unifying the inside and outside relatively dispersive
and independent data of city, city information portal can
enable the users to access the required information by
unified channel, which optimize running of city and
improve economic benefits and society benefits.
(2) Powerful content management capability
City information portal can support structure and
non-structure data, distinguish data from RDBs, and deal
with al kinds of documents.
(3) Individua application service

*Thiswork is supported by the National Natural Science Foundation
of China (Grant NO.70540005).

City information portal can design and provide data and
applications, and tailors individualized information portal
according to the requirements of users, which enhance the
work efficiency of users and reinforce the appetency and
attraction for city.
(4) Integrated with existing information system

It is not necessary to redevelopment for city information
portal can integrate the existing data and applications, and
protect the existing large quantity of investment.

Therefore, information navigation system plays an important
role in information content construction and improvement of
navigation speed and quality and it is a direct check index for
the service qudity of city information portal, but most of
existing navigation systems only provide cursory content
classification and some of them provide information navigation
based on keywords, a method of navigation, which is lacking of
knowledge and based on information matching, and it exists
serious insufficiencies in the rate of complete, precise and
expanding.

With the development of semantic Web, information
navigation technology based on knowledge appeared, named
knowledge navigation, which imports knowledge layer between
user interface and information resources to provide the bridge
between customers and resources. It not only provides resource
view but also knowledge view for users. Knowledge navigation
expands the function of the traditional navigation system, and
carries out the search service on the semantic level.

Topic Maps are anew | SO standard [6, 7] which used to realize
information navigation by efficient organization of information,
and now it becomes a mainstream of knowledge management
and navigation and been applied in many fields[8, 9].

We apply Topic Maps technology to knowledge navigation of
city information portal. The remainder of this paper is
organized as follows: first we present Topic Maps basic
concepts; then we discuss the method of constructing topic
maps by using domain ontology; at last, we describe the
framework of navigation system.

2. TOPIC MAPS

Besides the efforts of the W3C summarized by the concept of a
"Semantic Web", in 1999 the International Standards
Organization (1SO) published a standard for describing WWWwW
resources by some kind of semantic networks. It is called 1SO
13250: Topic Maps [6]. Subsequently, it was refined and ported
from SGML to XML by the XTM (XML Topic Maps) proposal
[7]. Topic Maps are formulated in an XML-syntax, which
makes them interchangeable, and, using standard-defined
methods and restrictions, mergeable.

Topic Maps allow to describe knowledge and to link it to
existing information resources. Topic Maps are described as the
"GPS of the information universe”, asthey are designed to
enhance navigation in complex data sets. Although Topic Maps
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allow to organize and represent very complex structures, the
basic concepts of this model —topics, occurrences and
associations - are smple.

Firstly, atopic is a construct that represents a real world subject
and in this sense a topic can be everything: a theme, a concept,
a subject, a person, an entity, etc. A concrete topic is an
instance of a topic type. Therefore, a topic and a topic type
form a class-instance relationship. At the same time atopic type
isalso atopic.

Topics have three kinds of characteristics: names, occurrences
and roles in associations. The base name of atopic is required.
In addition, topics can have a display nhame and a sort name.
These concepts apply to multilingual scenarios or to the use in
different geographical.

An occurrence isalink to one or more real information
resources, like aweb page, afile, adatabase, areport, a
comment, avideo or a picture. Generally, an occurrence is not
part of atopic map. To express different kinds of occurrences
the standard provides the concept of occurrence roles that are
topics aswell. It isimportant to notice that topics and
nformation resources belong to two different layers. Users may
navigate at an abstract level —the topic level rather than
directly within data.

Topic associations describe the relationships between topics.
They are completely independent of the real information object
and represent the essential value-add of the topic map. This
concept leads to some conclusions. A concrete topic map can
be applied to different information resources. Seen from the
other side, different topic maps can be applied to one
information resources.

Generally, topic associations are not one-way relationships.
They are symmetric as well as transitive and thus, they have
no direction. The construct of association types can be used to
group topic associations and the involved topics. An
association role describes the role of a topic in a topic
association. Again, both the association types and the
association roles are topics aswell.

The Topic Maps standard provides the extended concepts of
scope, public subject, and facets.

A scopeisaset of topics acting as themes used to control the
user-defined validity of topic characteristic assignments. For
examples, scopes can be used to qualify topic name
characteristics in multilingual topic maps.

A topic may have assigned a public subject descriptor in order
to enable the recognition of semantically equivalent topicsif
topic maps are being merged.

Facets provide a means for annotating information objects
pointed at by topic occurrences with simply structured
meta-data (property/value pairs). Both properties and property
values are expressed by means of topics (facet and facet value

type).

Additionally, topic maps can be merged so that their constructs
(their topics and associations) belong to one concluding topic
map. This can be done via a reference to a topic map B within
atopic map A, using the mergeM ap-element [7]. Furthermore,
two topics A and B are to be merged if both have the same

name N in the same scope S or if one topic's subject is
identified by the other topic. The standard defines that
merging of topic A and B resultsin asingle topic T subsuming
al characteristics of A and B (including names, occurrences
and association memberships).

3. BUILDING ELEMENTS OF TOPIC MAPS

Topic Maps provide a bridge between the domains of
knowledge representation and information management. They
build a semantic network above information resources, which
allows users to navigate at a higher level of abstraction. One
advantage of Topic Mapsis that they add semantics to existing
data— by organizing and describing them — without modifying
them.

We build the elements of topic maps from domain ontology for
digital city. The domain ontology, which is the general
understanding of domain experts to the knowledge, mainly
consists of concepts and relationships. In general, the concepts
of domain ontology are the topic types or topics, and the
relationships are the associations.

Agency
I
supply
I
Travel product

class of

Tour customer

synonym

Itinerary

consist of

Tourist

use

Trip Bus

Fig.1. Partial domain ontology for tourist information services

For example, the partial domain ontology for tourist
information services is shown in Fig.1l. The main concepts
include agency, trip, tourist, itinerary etc, and the main
relationships include class of, consist of, synonym etc. In XML
Topic Map, we code these concepts and relationships as
following:

<!—definition of Topic Type -->

<topic id="Agency">

<baseName>

<baseNameString>Agency</baseNameString>

</baseName>

</topic>

<topic id="Travel product">

<baseName>

<baseNameString>Travel product</baseNameString>
</baseName>

</topic>

<topic id="Tour">

<baseName>
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<baseNameString>Tour</baseNameString>
</baseName>

</topic>

<topicid="Trip">

<baseName>

<baseNameString>Travel product</baseNameString>
</baseName>

</topic>

<l—definition of Association Type and Role Type -->
<topic id="superclass-subclass'/>

<topic id="role-superclass'/>

<topic id="role-subclass'/>

<l—definition of Association -->
<association>
<instanceOf>
<topicRef xlink:href="#superclass-subclass'/>
</instanceOf>
<member>
<roleSpec>
<topicRef xlink:href="#role-superclass'/>
</roleSpec>
<topicRef xlink:href="#Travel product"/>
</member>
<member>
<roleSpec>
<topicRef xlink:href="#role-subrclass'/>
</roleSpec>
<topicRef xlink:href="Tour"/>
</member>
</association>

The following XML statements describe the links between
topics and information resources through “occurrence”.
<l—definition of Topics -->
<topic id="web site"/>
<topic id="A001">
<instanceOf>
<topicRef xlink:href="#Agency"/>
</instanceOf>
<baseName>
<baseNameString>Dalian  Agency</baseNameString>
</baseName>
<occurrence>
<instanceOf>
<topicRef xlink:href="#web site"/>
</instanceOf>
<resourceRef
xlink:href="http://www.dalian_agency.com.cn"/>
</occurrence>
</topic>

After building the local topic map from every loca domain
ontology and information resource, the global topic map for

digital city is built through integration process (shown in Fig.2).

The integration process follows the rules:

(1) Merging of topics where multiple conceptually equivalent
topics are combined into one topic.

(2) Merging associations between topics where conceptually
equivalent associations from one topic t1 to another topic
t2 are combined into one association.

(3) Copying atopic and/or its properties if the same or
equivalent topic does not exist in the target Topic Map.

(4) Generalizing related topics or topic typesinto amore

general topic type.

Global Topic Map

it

Ontology based
Integration

L

Local Local
TopicMap | ------ Topic Map

DB 1 DBn

Fig.2. The topic maps integration

4. THE NAVIGATION SYSTEM

In order to map the management of information resources to
topic map ontology, knowledge navigation system constructs a
knowledge layer above information resources, named topic
map ontology, which can be used as the bridge between users
and resources. The whole system has four layers (shown in
Fig.3): information resource layer, knowledge layer, navigation
server layer and application layer.

Information resource layer includes al kinds of resource, such
as statistic database, education database, traffic database, tour
database and environment database etc.

Knowledge layer islaid over existing information sources for a
variety of purposes. location, annotation, connection,
comparison, classification, and organization of information.
The main characteristics of knowledge layer are:
1) Usuadly it contains additional information or meta-data
about base information elements.
2) Itischaracterized by avarying degree of structure.
3) It doesnot modify the base information.
4) As a key characterigtic, it contains references to base
information elements.

The topic map iswell qualified for the knowledge
representation. We use relational database to store topic maps
which include topic type table, topic table, association table,
occurrence table and role table, etc.

Navigation server layer, which is the core of the whole system,
completes knowledge management and navigation service.
Knowledge management mainly completes the building &
maintenance and coding & memory of topic map ontology.
Navigation service has two methods: ontology browse and
knowledge retrieval. Knowledge retrieval gets back relative
resource using semantic matching between the input of user
and topic maps. We use TM4J topic maps engine to parse topic
maps.

Application layer which is user-oriented graphica interface,
realize the functions of login, information issue and knowledge
navigation, etc.
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Fig.3. The navigation system framework

5. CONCLUSIONS

Stocks of information and data have grown rapidly in recent
years. Y et information seeking has become more difficult and
time consuming. Therefore, knowledge navigation is the future
development trend for managing city information resource.

In this paper we introduced Topic Maps for city information
portal. The topic maps for digital city is built, and then the
navigation system framework is presented.

The future research focuses on the automation construction of
topic maps from information resources.
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ABSTRACT

In multi-hulls ship development, the position optimization of
the outriggers for Trimaran has to be taken into account. This
problem will be solved by multi-objects nonlinear program. In
this paper, The Rankine Source method based on the potential
flow theory is used to predict the wave-making resistance of
the trimaran and the Genetic Algorithms (GAs) is used to
optimize the position of the outriggers and the optimum results
of CFD method were given too. The results show that GAs is
an efficient and qualified engineering optimum design method
in ship design.

Keywords: Genetic Algorithm, Wave-Making Resistance,
Optimization

1. INTRODUCTION TO GAS[1]

The GAs developed in the 60~70’s of last century by John
H.Holland are some kinds of stochastic approach based on the
mechanics of natural selection and Darwin’s evolutionism,
which are known to be robust and global optimum. In basic
GAs, the problems are transferred to binary numbers called
chromosome and fitness number by a kind of coding
technique. To engineering problems, it’s more convenient to
use real numbers instead of binary numbers. The length of the
real number string corresponds to the number of design
variables. Every string is an individual, which represents a
possible solution to the problem. All of the strings consist of a
generation. The number of strings is called the population size.
The mechanics of survival of the fittest are applied by a kind
of fitness value when generate the subsequent generation from
their parents. By a series of evolution of the populations, the
optimization processes are carried out, and at last the relative
optimum solution(s) can be obtained. Suppose P(t) to be the
generation t,the standard program structure of GAs shows as
follows:
Procedure evolution program
Begin

t—0

initialize P(t)

evaluate P(t)

while (not termination — condition) do

begin

te—t+1

select P(t) from P(t-1)

alter P(t)

evaluate P(t)

end
end

2. INTRODUCTION TO RANKINE SOURCE
METHOD

To inviscid and irrotational flow, the velocity can be expressed

by the gradient of the velocity potential @ . The ship wave
problems can be described as follows:

VD=0

D®,=0 at wetted hull surface

gb.+® VOVO +@ VOVD =0 (1)
at free water surface

Vo=V, at oo

The Eulerian coordinate system is used to describe the flow.
The global coordinate moves with the ship at the same
longitudinal velocity, which origin is chosen at the cross point
of centerplane, amidship cross-section and undisturbed
waterplane. The x-axis is the cross line of the centerplane and
the undisturbed waterplane, which points stern. The y-axis is
the cross line of the amidship cross-section and undisturbed
waterplane, which points starboard. The z-axis is positive
upward. See Fig 1.

It’s convenient to rewrite @ as:

O=¢+9, 2
Here, ¢, is undisturbed potential ¢, =cx . @ s
disturbed potential due to ship hull. Then (1) can be written as:

V=0

¢, =cn, at wetted hull surface

8p. + (4. +)VV P, +co,,) A3)
+9,(VoVep, +cp,)=0 at free water surface

V=0 at o

In Rankine source method, ¢ is represented as the potential

of source density distribution over the surfaces of wetted hull
(Sy) and free water (Sy:
1 o

¢(x,y,z)=—E s/,+5f7ds “)

The elevations of free surface, the pressures on the hull
surface and the wave making resistance can be obtained by:

2= (Vg 2e4) 5)
2g

p=p, —p(gz+§V¢V¢+c¢x) ©)

R, =~[[(p—p,)n,ds %)
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W=Ca 0,07

Fig.1. Coordinate system

3. PANELS SYSTEM FOR TRIMANAN

The wigley hull is selected as main hull and outriggers [3].

B X z

:_1_—2 1__2

y 2[ (LW,/2) Il (d)]

—ﬂsxsﬁ,—dsmo (8)
2 2

There are two types of trimarans A and B sketched in Fig 2.

Type &

Fig.2. top view of the trimaran
In order to ensure the radiation condition, the source panels for
free water surface are moved 2 panel’s distance up and 1
panel’s distance backward from undisturbed free surface. The
panels system is shown in Fig 3.

Obviously (3) are non-linear equations. Different treatment to
(3) will obtain different approaches to equations. The
linearization equations of (8) are used to speed up the
computation, which are reasonable from prediction and
optimization point of view.
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Fig.3. Panels system

Fig4 shows the comparison of resistances between experiments
and the calculations. From the Figure we can see that the
tendency of the curves is coincident with the experiment data
though the absolute values are derived minus from the
measured data.

— —8 — Crllespmain)

— —k — Orl(ep.outrisger)
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Fig.4. Comparison of wave making resistance coefficient by calculation and experiment
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4. THE INFLUENCES OF POSITIONS OF
OUTRIGGERS

The locations of outriggers will have great influence on the
wave making resistance. To investigate these influences, the
calculations are carried out for the trimanan what the
outriggers are located in different positions in longitudinal and
transverse directions.
1) longitudinal position
Taking Type A as an example, the longitudinal positions of
outriggers (s/L,,) vary from 0 to 1.0 while the transverse
position being kept in the same value b/L,,~0.4. The results
are shown in Fig 5.

Type &, bAlwi=04

—&— Cwmimain)

——+—— Owoloutrigger)

——h—— CwCwm+2 ¥ Cwol
CrIExp,main)

— —4— — CrlEx=p.outrigger)
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.00z

0.0m s

Py
o.0m TR,
5
=
]
0.0005 - -
= — pugig
o
1 oz 04 05 T 1
—0.0005
=i Lwl
Fig. 5.The influence of longitudinal position of outriggers to
resistance

It can be seen that the tendency of the curve is coincident with

the experiment data. The optimization value is about s/L,,=0.8.

When taking the wave patterns into account, it will be found
that at optimization position the outriggers are just located in
such positions where the stem of outrigger locates in the area
of wave hollows caused by the main hull while the stern
locates in the area of humps(refer to Fig 6). It is the same for
the Type B.

Fig.6. Wave pattern
2) transverse position
The transverse positions of outriggers (b/L,,;) vary from 0.1

to 1.0 while the longitudinal position being kept in the same
value s/Lw=0.8. The results of Type B are shown in Fig 7.
The reasonable choice of b/Lwis 0.2-0.4. Also when taking
the wave patterns into account, it is not difficult to find that
in this range the stem of outrigger locates in the area of
wave hollows caused by the main hull while the stern
locates in the area of humps.

Type A, 5/ Lwl=08

000 —8— Cwmiimain )
—+— Cwoloutrigeer)
—— Cw(Cwm+ 2+ Cwa)

0.000%

0.0006

0.0004

T, G

0.0002

-0.0002 =/ Lwl

Fig.7. The influence of transverse position of outriggers to
resistance

5. GLOBAL OPTIMIZATION FOR POSITIONS
OF OUTRIGGER

As described above, the position of outriggers has great
influence on wave making resistance. The optimal locations
have been discussed above in separate condition. In general,
the total resistance (including friction resistance and residual
resistance) should be selected as objective from resistance
point of view. Considering the fact that the main hulls and
outriggers itself have no changes on the present condition, the
total wave making resistance can be selected as objective. The
relative values b/L,,, s/L,,; and the type of trimaran( Type A, B)
are selected as design variables to be optimized. Here, the
so-called Genetic Algorithms (GAs) are used to get the global
resolves.

Fig 8 shows the change of the wave making resistance during
the evolution process. The wave making resistance reduces
from 2.557E-04 to 9.5736E-05 after 60 generations
calculations. In calculation, population size is 5, maximum
generation 60, crossover probability0.9, mutation probability
0.1. From Figures we can see that the simulation calculations
are efficient. The optimization is that of type B with
longitudinal location s/L,;= 0.6874213 and transverse location
b/L,= 0.1836239. Fig9 shows the wave pattern of the last
solution, which also shows that the outriggers are just located
in the area mentioned above.

6. CONCLUSIONS

(1) Tt is effective to apply GAs for global optimization of
outrigger’s position.

(2) The tendency of the curves of wave-making resistance is
coincident with the experiment. That shows Rankine
source method can be used to predict the resistance of
trimaran and do some optimal design at the initial ship
developing process
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(3) The position of outriggers has great influence on the
wave making resistance. Reasonable choice is to located
the stem of outriggers in the area of wave hollows
caused by the main hull while the stern locates in the
area of humps.

(4) For the trimarans shown in Figure 2, the optimal
position of outrigger is s/Lwl= 0.6874213 and b/Lwl=
0.1836239. The reasonable type is B.

0.0003
Frn=0.5
0.00025 |
o.oooz f
S 000015 [

n.ooo

0.00005

]

0 &5 10 15 20 25 30 35 40 45 B0 655 40
generations

Fig.8. Process of evolution by Gas

Fig.9. Wave pattern with optimal position
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ABSTRACT

Because of its NP-completeness of QoS routing problem, many
heuristics such as Genetic Algorithms are employ solve the
problem. Base on Particle Swarm Optimization (PSO), this paper

presents a Modified PSO to solve QoS multicast routing problem.

We test MPSO-based routing algorithm on a network model. For

performance comparison, we also test the original PSO algorithm.

The experiment results show the availability and efficiency of
MPSO on the problem and its superiority to PSO.

Keywords: QoS Multicast Routing, NP-Complete, PSO,
Mutation

1. INTRODUCTION

Multicast is a communication service that allows simultaneous
transmission of the same message from one source to a group of
destination nodes. To implement a multicast session, a network
must minimize the session’s resource consumption while
meeting the quality of service (QoS) requirements. QoS
multicast routing relies on state parameters specifying resource
availability at network nodes or links, and uses them to find
paths with enough free resources. An efficient allocation of
network resources to satisfy the different QoS requirements is
the primary goal of QoS-based multicast routing. However the
inter-dependency and confliction among multiple QoS
parameters makes the problem difficult. It has been demonstrated
that it is NP-Complete to find a feasible multicast tree with two
independent additive path constraints.

Generally, heuristics are employed to solve this NP-complete
problem. Some Genetic Algorithms (GAs) have been used to
solve the problem form different aspects. GA reassures a higher
chance of reaching a global optimum by starting with multiple
random search points and considering several candidate solutions
simultaneously.

Particle Swarm Optimization (PSO) is a recently proposed novel
heuristic method [5]. In this paper, we will employ a Modified
PSO (MPSO) with mutation operation to solve the Multicast
QoS routing problem. The paper is organized as follows. In
Section 2, the network model of QoS multicast routing problem
is introduced. The origin and the development of PSO are
described in Section 3. Section 4 is our proposed MPSO-based
QoS multicast routing algorithm. The experiment results are
given in Section 5 and the paper is concluded in Section 6.

2. PROBLEM STATEMENT

A network is usually represented as a weighted digraph G = (V,
E), where V denotes the set of nodes and E denotes the set of
communication links connecting the nodes. |V| and |E| denote the
number of nodes and links in the network, respectively, Without
loss of generality, only digraphs are considered in which there
exists at most one link between a pair of ordered nodes [6].

Let S€V be source node of a multicast tree, and
M < {V —{s}} be a set of end nodes of the multicast tree. Let R
be the positive weight and R+ be the nonnegative weight. For
any link g e‘E , we can define the some QoS metrics: delay

function delay (e): E—> R, cost function cost (e): E—>R,
bandwidth function bandwidth (e): E — R ; and delay jitter

function delay-jitter (¢): E — R™. Similarly, for any nodeneV ,
one can also define some metrics: delay function delay
(n):v — R, cost function cost (n): V — R, delay jitter function

delay-jitter (n): V — R™ and packet loss function packet-loss
(n): V = R". We also use T(s,M) to denote a multicast tree,
which has the following relations:

delay (p(s,T))= Y. delay (e)+ > delay (n) (D)

eep(s,T) nep(s.T)

cos t(T (s, M )): Z cos l(e)+ Z cos t(n) (2)
eep(s,M ) nep(s,M)

bandwidth (p(s, T ))= min (bandwidth (e)), 3)

ee p(s,T)

delay- jitter(p(s,T))=" > delay- jittefe)+ > delay- jittern) (4)

ecp(s,T) nep(s.T)

packet —loss(p(s,T))=1- [](1- packet —loss(n))  (5)

nep(s,T)

where p(S,T) denotes the path from source s to end node t in

T(s, M). With QoS requirements, the problem can be represented
as finding a multicast tree T(s, M) satisfying the following
constraints

1. Delay Constraint: delay(p(s,T))<D;

2. Bandwidth Constraint: bandwidth(p(s,T))>B;

3. Delay-jitter Constraint: delay-jitter(p(s,T))<J;

4. Packet-loss Constraint: packet-loss(p(s,T))<L;

QoS multicast routing problem is a NP-complete hard problem,
which is also a challenging problem for high-performance
networks.
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3. PARTICLE SWARM OPTIMIZATION

Particle Swarm Optimization (PSO), originally proposed by J.
Kennedy and R. Eberhart [5], has become a most fascinating
branch of evolutionary computation. The underlying motivation
for the development of PSO algorithm was social behavior of
animals such as bird flocking, fish schooling, and swarm theory.
Like genetic algorithm (GA), PSO is a population-based random
search technique but that outperforms GA in many practical
applications, particularly in nonlinear optimization problems. In
the Standard PSO model, each individual is treated as a volume-
less particle in the D-dimensional space, with the position and
velocity of ith particle represented as Xi=(Xil,Xi2,...XiD) and
Vi=(Vil,Vi2,....ViD). The particles move according to the
following equation:

Vig =WV, +¢rand(-)(Py — X;4) +¢,Rand(-)(P, — X;4) (6)
Xig = Xig +Vig ™
where ¢, and ¢, are positive constant and rand() and Rand() are

two random functions in the range of [0,1]. Parameter w is the
inertia weight introduced to accelerate the convergence speed of
the PSO. Vector P, = (P;,,P,,,-- ,P,p ) is the best

previous position (the position giving the best fitness value) of

particle i called pbest, and vector P, =(Py1.Pyy. . Pyp) is the

position of the best particle among all the particles in the
population and called gbest.

4. THE PROPOSED PSO

4.1 Coding

The coding is one of important problems to solve the QoS
multicast routing problem using Modified Particle Swarm
Optimization (MPSO) algorithm or PSO algorithm. It involves
encoding a path serial into a feasible solution (or a position) in
the search space of the particle. In this paper, we design an
integral coding scheme for MPSO so that it can be employed to
solving the discrete combinatory optimization problem. In our
scheme, the number of paths (no loop) reaching each end node
tEM are worked out. With the number of end nodes denoted
by‘M , the number of paths to end node i is represented as

n(a<i< ‘M ‘). The paths to end node i can be numbered by an
) ,where t, e [I,n,]J(1<i < ‘M ‘) .

integer variable t(1<i< ‘M

Therefore we can obtain a ‘M -dimensional integral vector

(tl,tz’...,t‘w) denoting a possible path serial with each

component t; varying in the interval[1,n;]. In the MPSO for

QoS Multicasting routing problem, such an integral vector
represents the position of the particle and the combinatory

optimization problem is reduced to a ||V| | -dimensional integral

programming.

The initial population is a matrix with row vectors
representing particles’ positions. The dimension of a row vector
is the number of end nodes. The value of the ith component of a
row vector denotes the number of a path from the source node to

end node i, which is initialized by randomly select an integer
number in the interval,[1,n,] .

4.2 Fitness Function
In our proposed method, the fitness unction is defined as:
o, .
f(x)=— 2 (@, % f(d)+@, * f(j)+a, * f(p) ®
( ) COSt(T(S,M))( 2 ( ) 3 (J) 4 (p))
where ©; , @y, ®3;and o, is the weight of cost, delay, delay-
jitter and packet loss, respectively; f(d), f(j) and f(p) are defined
as

@)= Fo ey (p(5.0)-0) ©

Fy (dela;h(ﬂp(s,t»— D)= {-deas (plet)< (10)
(=] F Gty _jiter (pGs,t)-0) O
F (delay_jte(pls)-3)-{j e 2
£(p)= [T F,(packet _loss (p(s,t))-L) (13)

teM

F, (packet _loss(p(s,t))— L) = {irde skt (14)

o, packet _loss(p(s,t))>L
where Fy(x), Fj(x) and Fy(x) are penalty functions for delay,
delay-jitter and packet loss, respectively, and o, B and c are
positive numbers smaller than 1.

4.3 MPSO for QoS Routing Problem

As demonstrated by F. Van den Bergh, original PSO is not a
global convergent algorithm, which makes PSO apt to encounter
premature convergence [1]. In this section, we propose a
Modified PSO (MPSO) with mutation operation exerted on
global best particle. The operation employed in this paper is
Gaussian mutation described as follows.

Py =Py +a-N©O]D) (d=12,,|M) (15)

where N(0,1) is Gaussian distribution with mean 0 and

standard deviation 1. | is the standard deviation of the mutation
operator controlled over the running of the algorithm as follows.

oL (16)

v1+iter
where iter is the iteration number of the algorithm.

It is worth of notice that there are no mutation probability
introduced into the operation, which means that the mutation on
global best position is implemented at each iteration after the
global best particle is selected. It can be demonstrated by
criterion of F. de Burgh that MPSO is a global convergent
algorithm. The algorithm is outlined below.

MPSO-based QoS Multicast Routing Algorithm

Input: The dimension of the particles’ positions (equal to the
number of end nodes); Population size; Parameters of the
network model.

Output: The best fitness value after MPSO executes for
MAXITER iterations; optimal multicast tree.

Procedure:

Initialize the population;

for iter=1 to MAXITER

Compute the fitness value of each particle according to (8);
Update the personal best position P, ;

wohkwbh =

Update the global best position P ;
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6. Undertake the mutation operation on Pg according to

formula (15) and (16);

7. for each particle in the population

8. Update each component of the particle’s position by (6) and
(7) and adjust the component t, as an integer in [1,1;];

9. endfor
10.endfor

5. EXPERIMENT

To test the performance of the MPSO-based Multicast Routing
Algorithm, we use the network model in Figure 1 as our tested
problem. In the experiments, it is assumed that all the end nodes
of multicast satisfy the same set of QoS constraints without
regard to the characteristics of the nodes. The characteristics of
the edges described by a quaternion (d, j, b, ¢) with the
components representing delay, delay-jitter, bandwidth and cost,
respectively. For performance comparison, we also used Particle
Swarm Optimization (PSO) to test the problem. The experiments
were realized with Visual C++6.0 on Windows XP and executed
on a PC with 2.10GHz-CPU and 256MB-RAM.

The experiment configuration is as follows. The population size
for PSO and MPSO is 50 and maximum number of iterations is
for both algorithms and the number of the end nodes is 5. The
fitness function is formula (8) with =1, ®,=0.5, ®;=0.5,
®4=0.3, 0=0.5, P=0.5, 0=0.5. There are 23 nodes in the
network model (Figure 1), we assume node O to be the source
node; the set of end nodes to be M={4,9,14,19,22}. The inertia
weight w in PSO and MPSO decreases linearly from 0.9 to 0.4
over a running and acceleration coefficients cl and c2 are fixed
at 2.0.

We adopt two sets of constraints in the experiments:

1. When delay constraint D=20, delay-jitter constraint J=30,
bandwidth constraint B=40 and packet loss constraint
L=0.002, the multicast trees generated by the two algorithms
are shown in Figure 2(a) and Figure 3(a), respectively.

2. When delay constraint D=25, delay-jitter constraint J=35 and
bandwidth constraint B=40 and packet loss constraint
L=0.002, the multicast trees generated by the three algorithms
are shown in Figure 2(b) and Figure 3(b), respectively.

For constraints that D=25, J=35, B=40 and L=0.002, we
recorded in Table 1 the dynamic changes of best fitness values
when the algorithms are executing. The best fitness values
generated by MPSO and PSO after 200 iterations are 0.2243225
and 0.223214. We can conclude that MPSO has the best
performance and could yield better multicast tree than two other
algorithm. Table 1 shows the dynamic changes of cost, delay
and delay-jitter with the development of iteration for three
algorithms. It can be seen that convergence speed of MPSO is
more rapid than PSO. Thus it can be concluded that MPSO has
stronger global search ability than PSO.
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Fig.1. A network model as the testing paradigm in our
experiments

2 il

[ 14 19 n 9 14 19 1

(@) (b)
Fig. 2. Multicast trees generated by PSO Algorithm. (a). D=20,
J=30, B=40 and L=0.002; (b). D=25, J=35, B=40 and L=0.002;
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Fig.3. Multicast trees generated by MPSO Algorithm. (a). D=20,

J=30, B=40 and L=0.002; (b). D=25, J=35, B=40 and L=0.002;

Table 1. Dyanmic changes of best fitness values of PSO and

MPSO
Iteration | PSO MPSO
20 0.05000000 | 0.08759353
50 0.07684427 | 0.16486325
100 0.11160742 | 0.19532689
150 0.14648386 | 0.21358990
200 0.22321417 | 0.22432245

6. CONCLUSIONS

The paper has presented a Modified PSO (MPSO) with mutation
operation on the global position of the population to solve
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multicast routing policy for Internet, mobile network or other
high-performance networks. This algorithm as well as original
PSO provides QoS-sensitive paths in a scalable and flexible way
in the networks environment. They can also optimize the
network resources such as bandwidth and delay, and can
converge to the optimal on near-optimal solution within few
iterations. The availability and efficiency of MPSO on the
problem have been verified by experiments. We also test the
original PSO for performance comparison, and the experiment
results show that MPSO outperforms PSO on QoS multicast
routing problem.
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ABSTRACT

This paper focuses on evolution to classical workflow that
allows more flexible execution of processes while retaining its
simplicity. Having modified and extended the traditional
workflow philosophy, a flexible composition model that
coordinates business services according to users’ real-time
requirements in virtual enterprise, which is called
coordination-aware model (CAM), is proposed. This evolution
is based on the concept of Service Oriented Architecture (SOA)
with the goal of seamlessly integrating workflow systems with
new required application residing in heterogeneous
environment. It provides support for cooperative process
management and coordination. It offers pertinent information
about work progress while maintaining adequate privacy of
information, and supports dynamic process definition.

Keywords: Coordination-Aware Model (CAM), Virtual
Enterprise(VE),  Service  Oriented  Service  (SOA),
Coordination-Aware, Flexible Workflow System

1. INTRDUCTION

Workflow is the automation of processes, in whole or part,
during which documents, information or tasks are passed from
one participant to another for action, according to a set of
procedural rules [1]. Along with the development of Workflow
technology, some deficiencies have drawn attention. Firstly in
the globalization environment, enterprises are increasingly
confronted with problems of change. Their business process
might vary from time to time, versatile user requirements and
agile response demand need distributed business services to
interact and cooperate flexibly and adaptively. But most of
existing workflow systems were developed to control the
execution of business processes with fairly static structures.
Secondly most services available on the Internet are single and
simple functional units, which is called fine-grained services.
Compared to such separate services is that most business
processes should be implemented depending on the
composition of several single web services according to the
real-time demand. We called such kind of composition
Coordination-aware Model (CAM) or coarse-grained services.

Present workflow system should be improved to satisfy these
new and critical requirements. A middleware is required to
provide dynamic integration between partners in the value
chain. In this paper, we propose a model-CAM-trying to solve
problems mentioned above, in which the middleware is
implemented by Web service.

The remainder of the paper is organized as follows. In section 2
some related works are mentioned. Section 3 is the architecture
diagram of CAM. A cooperative workflow system based on
CAM is put forward. The formal concept of CAM and
behaviors of it are defined, and a correlative cases are put out in
section 4. In section 5 the detailed discussions are depicted.

* Supported by Wuhan University of Technology Fund (Xjj2005078).

Finally the work is summed up and future work is discussed in
section 6.

2. RELATED WORK

Many works address the problem of workflow flexibility and
propose the solutions depending on various popular
technologies. Generally there are four approaches. The first one
considers the process as a resource for action [2]. The second
one uses the process as a constraint for the flow of work, but it
is admitted that it may change during its lifetime. The process
can be dynamically adapted during its execution[3]. The third
approach consists in evolving the process model itself to allow
for more flexible execution. Flexibility has to be modeled and
is anticipated during the process modeling step. And the last
one adds flexibility in the workflow management system
execution engine itself [4].

Various investigations are based on the paradigm of service
activity. Via service activity states, a consumer can monitor
service progress. Most approaches only support Workflow
Management Coalition (WfMC)[1] specified activity states to
comply with interoperation standards such as Wf-XML and
Workflow Management Facility (WMF). Conventional
approaches are restricted by original granularity of process
definitions that is not intended for outside partners. Therefore,
determining which parts of private processes should be
revealed to partners is extremely difficult.

Until now, some prototypes have been implemented. eFlow[5]
is a framework that supports the specification, registry,
enactment, deploy and management of composite e-services,
which are modeled as processes that are enacted by a service
process engine. The selection of desired service[6] is according
to a set of service selection rules, which are defined in a
service-broker-specific language. But services registration,
discovery mechanism on semantic level is not enough [7].
eSOA is an extended Service-Oriented Architecture for
supporting  flexible library services integration and
interoperability in a large scale digital libraries environment.
Although such platform solves the critical problems of single
point of failure and performance bottleneck existing in the
basic SOA infrastructure [8], it is hard to control the execution
of composition when some exceptions occur in P2P
environment [9]. Moreover, there are still some unsolved
problems in the domain of P2P network itself which hinders the
implement of such proposal.

In this paper, a coordination-aware model as well as semantic
web are together introduced to the traditional workflow system
to solve the problems mentioned in section 1 and satisfy the
on-demand business pursued by enterprises and users. CAM
enables a modeler to generate various levels of abstraction
(granularity) of a private process flexibly and systematically.
CAM can be considered a compromised solution between
privacy and publicity.
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3. COORDINATION-AWARE MODEL: CAM

The CAM adopts a multi-layer architecture complying with
the standard SOA. The multiple layers clearly separate the
infrastructure ( multiple-layer virtual enterprises and web
services they provided ), the semantic logic ( semantic layer ),
the coordination-aware logic ( CAM layer ) and the deploy
logic ( coordination workflow layer).

There are three charateristics in CAM. Firstly, cooperation in
VE is hierarchical. Differences between cooperation across
VE and in VE make it necessary to differentiate cooperation at
different business layer and select different strategies and
methods for each layer. Secondly, the hierarchical structure
is not static but dynamic, which means partners at the same
layer can freely group according to variable market goals.
Even partners at one layer can join the team at another layer
and cooperate with its team members. Thirdly, workshops of
an enterprise at innermost layer are self-organizational. They
can organize themselves to form the cooperation structure
automatically in response to sub-goals, which are results of
task allocation under the restriction of resources.

The coordinations among virtual enterprise entities at
different layer varies in coupling tightness. Characteristics of
cooperation of each layer decide that entities at outer/higher
business layer are more loosely coupled than those at
inner/lower layer. For example, entities at outer layer may use
heterogeneous management systems to manage their
production and sales processes. On the other hand, entities
inside a VE may use homogeneous management systems or
even share the same system. Cooperation across several layers
may only require final results from cooperative partners.
However, cooperation inside a layer may need not only final
results but also middle data for process instance monitor,
control and data audit etc.

According to the interaction in cooperation, there are two
typical cooperative ways in VE, namely outsourcing and
combination. If the two enterprises are coupled by outsourcing,
they have little interaction during the process in which the
service provider executes the task requested by the service
requester. If they are organized by combinative production,
interaction is very necessary during their cooperation process.
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Fig.1. Coordination-aware Model

4. DEFINITIONS AND
CONTRACTS FOR CAM

COOPERATION

4.1 Definitions for Elements in CAM
Definition 1 ( Cooperative Actor ): Entities at different
layer that comprise VEs are called cooperative actors denoted
by ai. To meet the needs of market, ai must cooperate with
each other and utilize available resources to accomplish tasks
allocated according to market demands.

Definition 2 ( Service ): Specification which describes
cooperation between cooperative actors is Service. It specifies
cooperative goal, cooperative behavior, cooperative lifetime
and cooperative result etc. ai. can be formally represented by a
four-tuple <id, t, L, Co>

.Let id be an identifier of ai, which can specify a
cooperative actor uniquely.

Let t be a task which is undertaken by cooperative
actors.

Let L be a row vector denoted by [L1, L2, Li, ..., Ln]. I
is the number of cooperation layers of VE. L1 represents the
outermost layer and Ln represents the innermost layer.

Cooperation layer moves in by from Li to Lm. It can be
know from L the location of ai in the cooperation by
using some kind of data coding method. And values of L can
be collected for analyzing cooperation states at different layer.

Let Co be a pxq matrix. P equals the number of cooperative
partners and q equals the number of selected cooperative
parameters. For example, let g=3. Row vector of Co is ( aij,
Couplingij, ServicelDij ), in which, aij is the id of the partner
that cooperates with ai.; Couplingij is the coupling way
between ai and aj ( such as outsouring, combination, entrust
and so on ); ServicelDij is the id of the service that ai and aj
should comply with, which is an element in a set of sevices
provided by a certain CAM.

It is defined that for any two enterprise entities, they either
cooperate with each other or not. In other word, cooperation
between them has two states. If there are some cooperation
relationship between them, let the state value be 1. If there
are not any cooperation relationship between them, let the
state value be 0.

In order to describe how cooperative structure of VE changes
when market objectives change, notation Pij is introduced in
CAM. For certain pair entities, Pil describes the probability of
building or remaining cooperation relationship, and Pi2 the
probability of inverse state. For example, if the two entities
have cooperation relationship, when they face new market
requirements, the probability of remaining cooperation
relationship is pll and the probability of giving up
cooperation is p12, 0<p11, p12<1, pl1+ p12 =1. If they do not
cooperate with each other currently, when they face new
market requirements, the probability of building cooperation
relationship is p21 and the probabilityof keeping original
state is p22, 0<p21, p22<1, p21 +p22=1.

We can get the cooperative relation and cooperative way of
VE by collecting all the four-tuples of cooperative actors and
also can get the cooperative relation and cooperative way at
each business layer. we also can deduce an equilibrium
probability vector PT to predict the trend of cooperation way
when VE facing new market wants, which is very helpful for
system decision making support.
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4.2 Semantics Definition in CAM

In CAM, workflows are consist of several objects and
processes. In this context, a language is defined in order to
describe relations between objects and processes. Along with
semantic web technology, such language could improve the
intellegence and flexibility of workflow system.

The notation (Object or Process)State —Transition (Object or
Process) is proposed to express that a transition will depend on
an object’s or a process’s state. The left part is a boolean
expression and must be the result of ((object or process)State
= = State) = true. The right part is an action that involves an
object or a process in a transition. A clearest notation is :
AState ~ — Transition (B). It means that if A is in
state ”’State”, then transition will happen on B.

For example, if a process B runs when another process A will
complete (i.e. such as a sequential routing), AC — Run(B) can
be denoted according to the definition above. That
corresponds to these properties :

1. C is a state for A object type

2. State of A is equals to Complete

3. Run is a valid transition for B object type

4. State of B is compatible to a Run transition (i.e. B is
initiated, suspended, active or running and B is a process)

If all the conditions above are satisfied, B is now in running
state. We are able to distinguish explicit conditions that
compose a scenario and implicit ones that return exceptions.
Thus, properties 1 to 3 check for inconsistency at process
definition step while the later allows for capturing process
errors at runtime.

4.3 Cooperation Contracts

It is easy to define cooperation between two objects. But with
three or more objects, relations maybe complex and should
generate more than really necessary coordination activities.

Definition 3 ( object instance ) : if an existing object has
static attributes and dynamic behaviors an object type
prossesses, such object is called object instance belonging to
that object type. Assuming a represents an existing object and
O ( A) represents the set of corresponding object type, object
instance can be denoted asa € O (A) .

Definition 4 ( coordination point ) : The situation in which
interest in two or more cooperative actors is taken
inter-visibility is called coordination point. In such situation,
cooperative actors exist cooperation contracts. Denote a rel b
represents that a and b are cooperative actors. Denote A « B
represents that there is a contract exist between A and B.

When an object is involved in several relations at the same
time, It should synchronize in a single coordination point or it
should define two or more coordination points in order to
serialize the modifications on the object.

For example, in order to perform a three-part cooperation,
interest in B and C object is taken inter-visibility.

Assuming that:a € O (A),b € O(B),c € O (C)

Then arelb A arelc > AowBwoCV (AxB)
oC V (AoB)xC

Relations a rel b and a rel ¢ mean that A and B for a part and
A and C in another have accepted to share information but this
is not true for B and C yet. In fact, it mean that a contract

exists between A and B and another exists between A and C.
That is, if those contracts include privacy protection clauses
(e.g. protection of a part of a document), we must not provide
entire visibility to C in B and vice versa. Thus, faced to a
multi-relational description, it should test whether :

— contracts exist and allow users to share their objects in a
common synchronization point. This case means that a
contract also exists between B and C and allows involving A,
B and C in a single synchronization point.

— contracts do not exist and we create synchronizations points
for each independent cooperation.

— contracts do not exist and process participants meet for a
deal. In fact, we propose new contracts.

Therefore, if a rel b, a rel ¢ and B must process during C we
are allowed to propose a global synchronization point if and
only if both B and C participants accept to work together.
Otherwise, we must serialize two different coordination points,
selecting for example AcoB and pushing its result in a
cooperation with C such as ( A © B ) o C ( i.e. different from
(AwwBxC)).

4.4 A Case Study Using CAM

According to the design and definition in former sections, we
take account service in bank as a simple case to study the
coordination-aware model proposed in paper.

The coordination workflow based on CAM is depicted as
follow Fig.2
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Fig.2. The Account CAM

The cooperation contract exists between two actors: servcie
request actor a; and service provider actor a,.

a; can be formally representd by < id!, t), LY, Co! >, in

which:

id' = SR1 (i.e. Service Request actor 1)

t' = account request

L'=(L,L))

Co!= (al2, combination, Services ).

And a, can be formally representd by < id%, 2, L% Co? >,

in which:

Id* = SP1 (i.e. Service Provider actor 1)

t* = account provider

L*=(L.L)

Co? = ( a,;, combination, Service; )

The critical component is Account CAM. It includes three
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web services to implement account business together. The
transition among them could be depicted as follow notation:

( Authentication Service ); — Run ( Account
Service )

( Authentication Service )y — Run ( Login Failure
Service )

It is also the semantic set of Account CAM. Depending on this
set, CAM could provide automatic business transition in a
workflow system.

The cooperation contracts between a; and a, could be
represented as follow:
a; € O(SR),a, € O(SP), arelb—> SR xSP

5. CONCLUSIONS AND FUTURE WORK

Gartner predicted recently that by 2008, more than 60 percent
of enterprises will use SOA as a “guiding principle” when
creating miss-critical applications and processes. SOA
represents a way to achieve a vision of seamlessly composing
and interoperating between services. It is particularly
applicable when multiple applications running on varied
technologies and platforms need to communicate with each
other [10].

Then, it will adopt a service-oriented architecture, and we rely
on standards such as SOAP, WSDL and XML. This allows for
accommodating both the architecture and the model without to
throw away all the work ever done from future enhancements.

CAM amalgamates the mature and open technologies to
improve the flexibility of traditional workflow system, which
guarantee the applicability, stability and scalability. However,
there are still some unsolved problems in semantic web, such
as accurate description of complex business processes by
structured language, the human-like intelligence of semantic
web and so on. Furthermore, the implementations of QoS and
cooperative transaction are deserved more detail research,
especially with the number of services growing larger on the
Internet. These problems are deserved more research to
improve the performance of CAM.
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ABSTRACT

Based on the theory of Complexity Adaptive System, we
attempt to study the crisis management system of public health
accident through evolutionary game theory and simulate the
evolutionary game through SWARM tool. Evolutionary game
theory is based on bounded rationality, takes the community as
the research object, and it provides the decision-making basis
to the crisis management system of public health accident.
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1. INTRODUCTION

In our country the public health accidents occur frequently in
recent years, such as the SARS crisis and Avian Influenza. The
SARS crisis lasted approximately 8 month-long has brought
huge disaster and losses to our country. From global viewing,
the public health accident is nearly inevitable. So establishing
the mechanism to public health accident effectively has become
the common duty to various countries. The public heath
accident processis the process of crisis management.

Because the public health accident has the characteristics of
sudden, unexpected and information incomplete, crisis manager
and ordinary people al have limited rationality, study of crisis
management using traditional Evolutionary Game Theory has
many limitations.

We attempt to study the emergency management system of
public health through evolutionary game theory and simulate
the evolutionary game through SWARM tool. Evolutionary
game theory is based on bounded rationality, takes the
community as the research object, and it provides the
decision-making basis to the emergency management system of
public health.

2. EVOLUTIONARY GAME THEORY

Evolutionary game theory has been well developed as an
interdisciplinary science by researchers from biology,
economics, social science, computer science for severa
decades. In past few years, it also gained the interests of
physicists to study some phenomena and intriguing
mechanisms in well-mixed population by using mean-field
theory of statistical physics. [1]

In classical game theory, the players are assumed to be
completely rational and try to maximize their utilities according
to opponents’ strategies. The Prisoner’s Dilemma (PD) is the
archetype model of reciprocal atruism. In the game, each
player has two options: to defect, or to cooperate. The defector
will aways have the highest reward T (temptation to defect)
when playing against the cooperator which will receive the

lowest payoff S (sucker value). If both cooperate they will
receive a payoff R (reward for cooperation), and if both defect
they will receive a payoff P (punishment). Moreover, these four
payoffs satisfy the following inequalities:
T>R>P

As a result, it is best to defect regardless of the co-player’'s
decision. Thus, defection is the evolutionarily stable strategy
(ESS), even though al individuals would be better off if they
cooperated. Thereby this creates the socia dilemma, because
when everybody defects, the mean population payoff is lower
than that when everybody cooperates. However, cooperation is
ubiquitous in natural systems from cellular organisms to
mammals. In the past two decades, some extensions on PD
game have been considered to elucidate the underlying
mechanisms boosting cooperation behaviors by which this
dilemma could be resolved. [2,3]

This situation, however, creates a dilemma for intelligent
players. They know that mutual cooperation results in a higher
income for both of them. The question is then under which
conditions cooperation emerges in this game.

They considered a deterministic cellular automaton where
agents are placed in a sguare lattice with self, nearest and
next-nearest interaction. At each round of the game, the payoff
of the player is the sum of the payoffs she got in her encounters
with her neighbors. The state of the next generation is defined
occupying the site of the lattice with the players having the
highest score among the previous owner and the immediate
neighbors. It was remarkable the fact that within these simple
rules, for a certain range of values of the pay-off matrix, very
complex spatia patterns show -up with cooperators and
defectors coexisting. Since then, the game has been largely
extended or modified to study more complex situations.[4-6]

3. DESCRIPTION OF THE MODEL

3.1 Environment Description

The model comprises a population of agents, and an
environment in which they are situated. The environment is
simply a grid of cells, with each edge of the grid wrapped
around to meet its opposite edge, thus forming a torus. Each
cell is capable of housing any number of agents from zero
upwards. Cells are used as the local area of interaction, i.e.
agents can only play the PD with, and mate with, agents in the
cell they currently inhabit. At each time step, agents are able to
move to any of the eight adjacent cells with a certain
probability.

3.2 Agent Description

Each agent is defined as having a chromosome, an energy level,
and a memory of PD interactions with other agents. For every
other “opponent” that an agent has interacted with during its
lifetime the agent remembers both the last actions of itself and
its “opponent” (cooperate (C) or defect (D) in each case). This
memory is used to determine the action an agent will take next
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time it meets the same “opponent”. The mapping of this
interaction history to an action is achieved by the agent's
strategy chromosome.

The agents' chromosomes specify characteristics of the agents,
and are wused during interaction and mating. These
chromosomes are based on (Holland 1975)’s pioneering work
using genetic algorithmsin adaptive artificial systems.

The genetic agorithms that we implemented in
the "ModelSwarm’ consists of a canonical fitness-proportional
selection scheme. Three different recombination operators were
implemented: single-point crossover, two-point crossover and
uniform crossover. Because we are mainly interested in the
relative performance of the agents, the raw fitness fi (the
average payoff over all played rounds) is normalized by taking

fi =(fi-u)/0+1, where u is the mean population fitness (with

standard deviation 9). Thisimplies that a player performing one
standard deviation above the mean will (on average) get two

offspring. Negative and very low fitness values (f,- <0.1) were

reset to 0.1 so that individuals with a very low fitness still have
some (small) chance of reproducing.

The agents also have an energy level, initialized at their “birth”
and decreased by a certain amount every time step. Agents
“die” when their energy level reaches zero, and the only way to
replenish this energy and thus survive longer is by receiving
payoffs from PD interactions with other agents. The PD
payoffs used were temptation 7 = 5, reward R = 3, punishment
P =1 and sucker’s payoff S = 0.

3.3 Model Operation

An initial population is created, and randomly distributed over
the environment. Each agent’s initial energy level is set to a
specified level. Each agent’s energy level is decreased by the
“living cost” specified. Any agent whose energy level reaches
zero is removed from the population. All the agents move to an
adjacent cell with a certain probability. Next, agents are
randomly paired up within each cell, and each pair plays one
round of the Prisoner’'s Dilemma. The action each agent
chooses will be determined by their interaction history together,
and their individual strategy chromosomes. As a result of this,
agents energy levels are increased in the next stage by the
payoff received from the PD interaction. Finally the agentsin a
cell are again randomly paired.

4. PROCESS OF SIMULATION

4.1Emergency Management System of Public Health
Simulation PD Game Analysis

Fig. 1 shows Prisoner's Dilemma game simulation when R<T
and S<P circumstances. When crisis occurred, the payoff of
taking positive control strategies is higher than taking negative
coping strategies regardless of whether another has positive
control strategies. From fig 1 we can see that the limited
rationality agents tend to take negative coping strategies over a
long period of repeated PD Game.

This is because there are two balanced Game (R, R), (P, P).
(R, R) is superior to (P, P) in Pareto significance. Crisis
managers taking active control strategy have to pay higher
costs, and negative coping strategy’s costs are relatively low.
This results that negative coping payoff is lower than passive
control payoff. Thus, the dominant and aggressive prevention

strategies of every crisis manager are waiting for others’ efforts.
PD Game results that both 4 and B choose negative coping
strategy, (P, P) become the only game in Nash equilibrium.
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Fig.1. PD gamewhen R<Tand S<P

4.2 Solution to Prisoner's Dilemma of Crisis Manager

To solute the Prisoner's Dilemma, it is necessary to make crisis
managers who take active control strategies can get higher
payoff, that is R>T and $>P. Fig 2 shows the Prisoner's
Dilemma Game analysis when R>T and $>P. When crisis
occurred, the payoff of taking positive control strategies is
higher than taking negative coping strategies regardless of
whether another has positive control strategies. Total PD game
plans can be seen through the evolution of the results: PD game
repeatedly over a long period of bounded rationality of the
respondents tends to take active control strategies.
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Fig. 2. PD game\?Vhen R<T and S<P

5. CONCLUSIONS

Based on the theory of Complexity Adaptive System, we
attempt to study the emergency management system of public
health through evolutionary game theory and simulate the
evolutionary game through SWARM tool. Based on the
simulation results of this model, we carry on the data analysis
of the solution to the Prisoner’s Dilemma game of emergency
manager and provide the policy suggest.

In this paper, we carried on a simple comparative anaysis
through the experimental results of the simulation model, and
we also provided data analysis for crisis manager's PD Game
solution when the public health accident approaches. We must
bring the manager's employment system reform into
institutionalized track. The key is adjusting the government’s
position, reforming the government's performance appraisa
system. On the basis of the evaluation, we should establish and
improve the mechanism of incentives and penalties. Spirit
award is not only promotions or incentives, but also could be
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considered material and other incentives. Punishment should
not only be dismissed, removed, be punished in accordance
with law. The purpose of this system is to improve the situation
in the game to pay government officials to break the deadlock
in the Prisoner's Dilemma. Officials strive to promote the
public interest.

Based on the simulation results of this model, we carry on the
data analysis of the solution to the prisoner’s dilemma of
emergency manager and provide the policy suggest. And this
can avoid the emergency managers boundedly rationality
which results to collective's non-rationality and causes the
crisis management to fall into the convict difficult position
strange circle.

REFERFENCES

[1] Smith J Maynard,Evolution and the theory of games[M].
Cambridge,Cambridge University Press, 1982

[2] Weibull J.Evolutionary Game Theory[M],Cambridge:
MIT Press, 1995

[3] Marshal, J. A. R. S. Tokumine,“See How She Runs:
Towards Visualising Artificial Red Queen Evolution,”in
Jordan Pollack, Mark Bedau, Phil Husbands, Takashi
Ikegami and Richard,A. Watson. Artificial Life IX:
Proceedings of the Ninth International Conference,
pp334-339 (MIT Press) , 2004.

[4] Marshall, J. A. R. J. E. Rowe,"“Viscous Populations and
Their Support for Reciprocal Cooperation,” Artificial Life
2003(9): 3, pp327-334.

[5] Marshall, J A. R. J E. Rowe. Kin,“Selection May
Inhibit the Evolution of Reciprocation,” Journal of
Theoretical Biology, 2003(222), pp331-335

[6] Marshall, J A. R, J E. Rowe‘Investigating the
Mechanisms Underlying Cooperation in Viscous
Population Multi-Agent Systems,”in Mark A. Bedau,
John S. McCaskill, Norman H. Packard, and Steen
Rasmussen (eds.) Artificial Life VII: Proceedings of the
Seventh International Conference,pp348-352(MIT Press,
2000).



DCABES 2007 PROCEEDINGS 149

A Method of Probabilistic Logic Reasoning on Bayesian Networks*

Yong Li %, Weiyi Liu?
! Department of Automation, Faculty of Information Engineering and Automation
Kunming University of Science and Technology, Kunming, 650051, China
2 Department of Computer Science and Engineering, School of Information Science and Engineering
Yunnan University, Kunming, 650091, China
Email: leon@people.com.cn, liuweiyi2000@yahoo.com.cn

ABSTRACT

In making inferences from conditional probability information,
there are critical problems. One of them is a discrepancy
between logic and probability. Another is highly complex
implementation calculation of higher-order logics. We propose
and implement a Bayesian probabilistic logic reasoning
approach, which combines Conditional Event Algebra and
Markov Chain Monte Carlo simulating algorithm. By
extending normal measurable space with conditional event, we
first bring logic consistent with probability in denoting
conditional probability information, and then we transform a
higher-order conditional event to normal events and correspond
logical combination events via Conditional Event Algebra. We
use Gibbs simulation to sample the normal events to be a
stationary state. By computing the quantitative values of the
events, we can evaluate the quantitative value of higher-order
conditional event at last. An example of application of our
method shows how we make inferences from conditional
probability information.

Keywords: Probabilistic Logic Reasoning, Bayesian Networks,
Conditional Event Algebra, Product Space, Markov Chain
Monte Carlo, Gibbs Sampler, Higher-order Conditional Event.

1. INTRODUCTION

In rule-based system, the rule base consists of a finite set I" of,
say, many rules, denoted such as “b—a”, expressed in English
as “if b then a” called “conditional rule” whose reliability is
quantified by conditional probability P(alb)[1]. The quantitative
value of P(alb) can be obtained by calculating values of normal
events and correspond logical combination of events in a
normal measurable space. The “if-then” is also modeled as
Boolean element and its reliability is denoted as P(b—a). There
exists basic discrepancy between P(a|b) and P(b—a):

P(b—a)=P(b’\Vba)

=1-P(b)+P(ba)

=P(alb)+P(b’)p(a’[b)>P(a[b), )
with equality holding if and only if P(b)=1 or P(alb) =1[2], and
()’ is the usual complementation operator.

On the other hand, how to denote complex conditional events
such as “if if b; then a;and if b, then a,...then if d then ¢”, i.e.
higher-order conditional event[3], and evaluate its quantitative
value are still under researching. In the Artificial Intelligence
community, given a rule “if b then a”, the probability of an
event c under it may be denoted as P(c| (alb)). But from Eq. (1),
we know the quantitative value of P(c| (alb)) can’t be evaluated
with P(c| (b’ V a)).

In this study, we propose and implement a Bayesian
probabilistic logic reasoning approach, which combines

* This work is supported by the Chun-Hui Projects of the Educational
Department of China. No. Z2005-2-65003.

Conditional Event Algebra (CEA) and Markov Chain Monte
probabilistic logic reasoning approach, which combines
Conditional Event Algebra (CEA) and Markov Chain Monte
Carlo (MCMC) simulating algorithm, to above problems. By
extending normal measurable space with conditional event, we
first bring logic consistent with probability, and then we
transform a higher-order conditional event to normal events and
correspond logical combination events via CEA, and sample
the events to be a stationary state with Gibbs sampler. By
computing the quantitative values of the events, we can
evaluate the quantitative value of higher-order conditional
event or higher-order logics at last. Following an overview of
result in this section, Section 2 introduces related work. Section
3 describes key ideas of CEA. Section 4 describes the method
combines CEA and MCMC simulating algorithm to evaluate
the quantitative value of higher-order conditional probability. In
section 5, a general example is presented which illustrates the
role using our method can play in addressing the two problems
mentioned above. Section 6, here the paper is summarized and
discusses the future work.

2. RELATED WORKS

Bayesian networks have been used in many different aspects of
intelligent application. The representation and reasoning are
universally interpreted in[4]. Schay, Adams, Calabrese,
Goodman et al have constructed kinds of mathematics model
about CEA. The typical model is Product Space Conditional
Event Algebra (PSCEA) constructed by Goodman, Nguyen and
Walker[5]. Based on PSCEA, Combining the theory of fuzzy
logic with random sets, Goodman et al proposed Boolean
Relational Event Algebra and Boolean Conditional Event
Algebra[6,7]. Gyftodimos and Flach discussed combining
Bayesian networks with higher-order data representations[3].
All of them discussed a serial of reasoning methods on
conditioning in probability or higher-order logics from
algebraic viewpoints. Deng Yong and Shi Wenkang introduce
the main ideas about CEA, and discuss its application in data
fusion[8]. But reasoning methods of higher-order conditional
event are still need to be researched.

3. CONDITIONAL EVENT ALGEBRA (CEA)

CEA is a relatively new logic system that rigorously extends
standard probability space to another including events that are
contingent such as rules or conditionals.

Let (Q,B,P) be a standard probability space, Q be a sample
space, B be a fixed event domain in the space, and P be certain
probability measure. For x, s€ B, P have some characteristics
as following [9]:

1) P(®) =0, P(Q)=1.

2) P(s| Us,... Us;U .. )=P(s)+ P(s;) - +P(sp)+ -~
(conjunction), V' (disjunction) and * (negation or complement)
as in the Boolean algebra set.
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4) (s|Qo)=s, i. e. the normal event is a special conditional event.
5) The probability measure P of all events in the set of Q can be
extended as the probability measure P, of conditional events
inQ)y, and Py((a|b))=P(alb). Say, in CEA, conditional probability
is the real probability measure about conditional events.

6) (s|x)/Ax=(s/AXx) (modus ponens).

From 1) to 6) above we can see: in CEA, if rules were
expressed as conditional event in algebra then the probability
measure in probability theory could be extended into classic
logic to measure quantitative values of rules, not only normal
events. Thus, it is possible to calculate Py((a|b)), and to express
the probability weight of the rule “b—a”. If a logic system that
has extended Boolean event algebra and satisfied
characteristics from 3) to 6) mentioned above, it could be called
as conditional event algebra. PSCEA is just the Boolean
conditional event algebra.

Given normal events a and b, constructing an extended
production  probability measurable space  (€2,Bg,Po),
Q=QxQx..., By is a Boolean algebra or c-Algebra extended
from BxB..., Py is probability measure in the space. So,
(a]b)=((a/\b)xQ) V (b’x(a/Ab)xQ) V (b’ xb’x(a/\b)

Given a function f: BxB—B,, for all f are defined as
f(a,b)=abV (b’xab) V (b’xb’xab) V....

We have
Po(f(a,b))=Py(abVV (b’xab) V (b’xb’xab) V ....)
=Py(ab)+ Po(b’xab)+ Py(b’xb’xab)+...
=P(ab)+ P(b’xab)+ P(b’xb’xab)+...

= P(ab)¥( P(b*))'= P(alb), i=0,1,2,.... 3)

In this way, (€,Bo,Pg) extends (Q2,B,P), and Py(f(a,b))= P(alb).
Py extends P. The rule “b—a” can be taken as an event f(a,b),
but it is in another measurable space. Thus, using theorem of
PSCEA, we can express the higher-order conditional events
and estimate its quantitative value. But it is difficult[10].

4. COMBINING CONDITIONAL EVENT
ALGEBRA WITH GIBBS SAMPLER TO
MAKE INFERENCES FROM HIGHER-
ORDER CONDITIONAL EVENT

4.1 Combining CEA With Gibbs Sampler
Gibbs sampler is a widely used MCMC method to simulate the
Markov chain of the parameters’ posterior distribution
dynamically. Let =n(x) be the target distribution of a
s-dimensional random variable X, and the fully conditional
distribution of a certain component X;:

(X X155 Xio15Xjt 15 - -5Xs)s (1=1,2,...,8),
is given and all the other conditional distributions unknown,
where x=( X1, X, ... , X;)-

Given the starting point X(0)=(X1(0),X2(0),. . .,XS(O)), Gibbs
sampler algorithm, from k=0, iterates the following loop ')
Step 1. Sample Xl(tﬂ) from 1'E(X1|X2(t),X3(t),.,.,Xs(t) .

Step 2. Sample Xz(m) from n(x2|x1(t+1),x3(t),. ..,xs(t)).

( (t+1) XZ(HI) ) X_1(t+1)).

Step s. Sample Xg ) from m(x4/x; <X
Let t=t+1, the vectors X(M):(XI(M),XZ(HI),...,XS(M))
(t=0,1,2,...) obtained by the iteration, are a realization of a
Markov chain.

From what mentioned above, we can observe that Gibbs
sampler is a method to estimate the value of f(0]Y), Y is a
observed sample and some partition of 6 may be un-observed
samples [12]. But it is not discussed how to use Gibbs sampler
estimate the value of higher-order conditional events such as
f(01Y]X).

The reasoning question about higher-order conditional event “if
if b; then a;and if b, then a,...then if d then ¢” can be expressed
as the scheme:

G=[(alb)y;(cld)]. 4)
The aj, by, ¢, d in Eq. (4) are events under Boolean algebra,
(alb)y expresses (aj|by); in 5, P is a function denoted as

P: B—[0,1] (unit interval). 5)
(alb)y is a set of given rules, (c|d) is inferred conclusion from
(alb)y, and P (ab);>ty, ty in [0,1].

According to CEA, G can be denoted as a set of conjunction
events [13]:

A(G)=N{ajb;,a;’b;,b’} N{cd,c’d,d’}={®1,...,0m11}.  (6)
If no conjunction were null then m=3“""*_1 " card(J) is
dimension of J. According to Eq. (3), G=[(alb)j;(c|d)] can be
denoted as

f(a;,bj,c,d)=V (o)), j in I(f). 7

From Eq. (7), for any event f in Boolean (A(G)), there is a
uniquely determined index set I(f) in {l,...mm+1}
determining it and correspondingly for any probability measure
P: B—[0,1],

P(f(a; bj,c,d))=Y P(w;), j in I(f). ®)
with P(w;) are distributed as Dirichlet [14].

So, to estimate the quantitative value of higher-order
conditional event scheme G=[(a]b)y(c|d)] is equivalent to
calculate the value of normal probability events and correspond
joint events ®,...,0. Using Gibbs sampler to
sample,,...,0,+; to be a stationary state, we can obtain the
quantitative value of P((a|b)j;(c|d)), and finish inference of
higher-order conditional event. To calculate the value
ofwy,...,0n+; need to use Bayesian networks. The following
algorithm may be used to estimate the quantitative value of
higher-order conditional events.

Algorithm PS-Gibbs: Given scheme G=[(ab)y;(c|d)] and
correspond Bayesian networks, calculating P((ajb)y;(c|d)).

Step 1. Set higher-order conditional events as
G={(alb)s:(c|d)].

Step 2. Using CEA change G to normal events and joint
events ®y,...,0mn+1:

ajbde, ajbjc’d, ajbjd’, aj’bjcd, aj’bjc’d, aj’bjd’, bj’Cd, bj’C’d,
b’d’, jE].

Step 3. Combining Bayesian networks with Gibbs sampler to
get a stationary state of ®,...,0p1-

Step 4. Calculating and unitizing the quantitative values of
P((Dl),. . .,P(U)m+1).

Step 5. Sum P(®,),...,P(®y+) and quit.

4.2 Convergence Diagnostics for PS-Gibbs

In above algorithm, step 3 is computed as following:

Scheme G can be presented as Fig.1, and its quantaitive value
can be obtained by estimating correspond each branch as Fig.2.

From Fig.1, we have
G=[(ab);(cld)]=a,P((cld) ap) U ... UaP((c|d)| &)). )
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Fig.1. Structure of scheme G

Fig.2. Structure of a branch of scheme G

According to Bayesian formula, we also have

a;=b;P(a; |by), (10)
and
G=[(alb);(c|d)]= U b;P(aj b)P((c|d)| &), i=1,....J. (11)

Thus, to compute the quantitative value of scheme G is
transformed to calculate the value of each branch of scheme G
as Fig.2 and sum all up. For

Gi=biP(a; |bj) P((c[d)| a)), (12)
with P((c|d)| a)=P((c|d)|(a;|2)).

From Eq. (7) and (8), there exists

P(f(aj,c,d))= > P(wy), i=1,...,9, (13)
and

A(G)={axQ.a*Q.Q°}N{cd,c’d,d’}

:{(1)1,...,(1)9}. (14)

The Eq. (14) is just accord with Eq. (6). Based on property of
Markov blankets, P(w;) may be calculated when a;bj,c,d are
sampled to be stationary.

We calculate the quantitative value of P(w;) as an example.
From Fig.2, we have

P(aj,bj,c,d)=P(bj)P(aj|bj)P(d\ajbj)P(c|ajbjd)

= P(bj)P(a;|b;))P(d)P(cla;d). (15)

From Eq. (15), we need to compute values of P(b;), P(a;b;), P(d)
and P(c|ajd) by Gibbs sampler combining with property
Markov blankets. A Markov blanket MB[X] of a node X in a
Bayesian network is any subset S(X not in S) of nodes for
which X is independent of U-S-X given S and U is the set of all
nodes. Pearl pointed out that in any Bayesian network, the
union of the following 3 types of neighbors is sufficient for
forming a Markov blanket of a node X: the direct parents of X,
the direct successors of X and all direct parents of X’s direct
successors[4].

The convergence of algorithm PS-Gibbs is discussed as
following.

Theorem 1: Using Gibbs sampler to estimate the posterior
distribution of parameters ®,,...,0,; in Eq. (6), a stationary
state of parameters can be obtained.

Proof: From analysis mentioned above, although ®,,...,04
are sampled with Gibbs sampler, but eachw; is composed of
normal events and correspond joint events, say, to sample w; is
equivalent to sample normal events and correspond joint
events.

Let Q; be the variable to be sampled and Q. be all the
variables other than Q;. The vector q; is the value of state Q;

and q.;’ is the value of state Q;’. Let m(q) be probability of
system in state q at point of time t, m.(q’) be probability of
system in state q’at point of time t+1 and e be evidence. When
a new state q; is sampled, we have transition probability
P(q—q")=P((qi, 9-)—(ai’, 9-"))=P((qi’]g-i",¢))-
Thus
m(q) P(q—q")=P(qile) P(q;’| 9..¢)
=(P(q,e)/P(e))P(a’,9.i",¢)/P(q;’,¢))
=(P(qi,e)/P(e))P(q;’,e)/P(q..¢)),
and
m1(q’) P(4°—q)=P(q’[e)P(qi| q..¢)
=(P(q7’,e)/P(e))P(q;’,q.,e)/P(q.i",e))
=(P(qi,e)/P(e))P(q;’,e)/P(q.,¢))-

Therefore, we have

m(q) P(q—=q)=m1(q) P(q'—9q).
Similarly, Markov chain is stationary.

5. AN EXAMPLE OF APPLICATION

Given events a, b, ¢ and d described as following:
b=y means observer saw a battleship in a field.
d=y means observer saw a battleship in another field.
a=y is an observed set collected from sensors.
(a=y|b=y) means if observer saw a field in a field then sensor
collect observed set a.
(c=y|(a=y|b=y),d=y) combines the experience knowledge (rule)
“if observer saw a battleship in a field then sensor collect
observed set” with the normal event “observer saw a battleship
in a field”. When computing the posterior distribution of
(c=y|(a=y|b=y),d=y), it can be described as

P (c|(alb),d). (16)

Eq. (16) can be denoted as
Po((c[€2)[(alb),(d|<2)), 7
i.e. to estimate the measure weight of scheme G=[(a/b),(d|Q?),

(cl)].

From Eq. (6), there exists
A(G)={ad,a’d,b’} N\ {dxQ,d’xQ,Q} A\ {cxQ,c’xQ,Q’ }={w),
...,(,027}. (18)
For Q’=®, Eq. (18) is
A(G)={ad,a’d,b’} A\ {dxQ,d’*xQ} N {cxQ,c’xQ}
={0y,...,012}
={abcd,abcd’,a’bed,a’bed’,b’ed,b’cd’,abc’d,abe’d’,
a’bc’d,a’be’d’,b’c’d,b’c’d’}. (19)

In Eq. (19), we have
ws=b’cd=ab’cd+a’b’cd,
wg=b’cd’=ab’cd’+a’b’cd’,
o;=b’c’d=ab’c’d+a’b’c’d,
w,=b’c’d’=ab’c’d’+a’b’c’d’.
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Given Fig.3 as following:

l:\‘!lh}l
i}
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(n,y) .5 0.5
{nn) 0.2 08

Fig.3. An example of application

From the analysis mentioned above we know that the stationary
state of {®y,...,m15} needs to sample events a, b, ¢, d to be
stationary, then calculating the quantitative values of ®y,...,®»
respectively.

Given evidence variable d=y, the initial state is {a=y, b=y, c=y,
d=y}. The following steps are executed repeatedly.
1) b is sampled, given the current values of its Markov blanket
variables:

P(b=yla=y, c=y, d=y) =P(b=y)P(a=y[b=y)=0.25.
Suppose 13=0.2 (random number), the result is b=y. Then the
new state is {a=y, b=y, c=y, d=y}.
2) a is sampled, given the current values of its Markov blanket
variables:

P(a=ylb=y, c=y, d=y)

=P(b=y)P(a=y|b=y)P(d=y)P(c=yl|a=y, d=y)=0.1.
Suppose r,=0.1,the result is a=y. Then the new state is {a=y,
b=y, c=y, d=y}.
3) ¢ is sampled, given the current values of its Markov blanket
variables:

P(c=yla=y, b=y,d=y)=P(d=y)P(c=yla=y,d=y)=0.4.
Suppose rc=0.3,the result is c=y. Then the new state is {a=y,
b=y, c=y, d=y}.Then we can compute the value of P(®,) using
P(a=y, b=y, c=y, d=y). With the different suppose value, the
value of P(w;) can be computed.

We have implemented the PS-Gibbs algorithm with Java
computer language, and time for 30000 updates on was
800MHz PentiumPro 8s. A 100 update burn in followed by a
further 29900 updates gave the parameter {®i,..., ®»}
estimates. At last, we obtained

P(®,)=0.66539, P(0,)=0.00813, P(®3)=0.00087,
P(04)=0.00011, P(w5)=0.08069, P(ws)=0.00822, P(w,)
=0.00085, P(wg) =0.64342, P(w9)=0.03918, P(wo) =0.07200,
P(®,;) =0.07291, P(®;,) =0.40313.

By unitizing P(w;) to P(wp;), we can finally estimate
P(c|(a]b),d)=0.74226. It is near to the probability of event c
under events a, d in Fig.3. We give the estimated results of ®,,
®,, o3 as examples in Fig.4. X-axis denotes the iterated step,
and Y-axis denotes the correspond value of P(w;).
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Fig.4. Statistics plots for diagnosis of convergence with
parameters®;, m,, M3

According to convergent condition of MCMC, if parameters
model is convergent then the iterated results are trend to be
stationary[15]" In Fig.4, the traces of 3 chains are stationary
after about 20000 updates. It indicates the algorithm is
convergent.

6. CONCLUSIONS

In making inferences from conditional probability information,
we use CEA to resolve the problem of the discrepancy between
probability and classic logic, and transform higher-order
conditional event to normal events and correspond joint events.
By using Gibbs sampler we obtain the normal events and joint
events in a stationary state. At last, the quantitative value of
higher-order conditional event is estimated. The Gibbs sampler
has inner parallel characteristics[16], and using characteristics
of the Dirichlet family of distribution we can estimate @, ...,
®p+1 by estimating ®y, ..., ®,[17]. The two ways may advance
the efficient of reasoning in higher-order conditional event
obviously. These research issues are our future work.
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ABSTRACT

In this paper, some issues of variable weights synthesis (VWS)
are discussed which focus on fuzzy systems and control. Firstly,
the principles and methods of VWS (with variable elements
synthesis (VES)) are analyzed in the general meaning; Some
specific kinds of VWS/VES in adaptive fuzzy control are
discussed; New viewpoints are presented for the VWS method
of fuzzy inference.

Keywords: Variable Weights Synthesis (VWS), Variable
Elements Synthesis (VES), Fuzzy Systems and Control

1. INTRODUCTION

Fuzzy control is a kind of effective control strategy with
extensive applications, its great characteristics — human alike
and independent of model draw on large quantity researchers
and application engineers [1]. In some sense, the essence of the
fuzzy control is a fuzzy multi-objective decision problem that
orients dynamic systems.

In a multi-objective system, weights analysis is an important
process. Recently, the issue of variable weights has caused the
insistent concern of the academic community. Prof. Wang
Peizhuang put forward its concept firstly [2], Prof. Li Hongxing
and other researchers fulfilled a few valuable works in this
field[3-5]. We have ever discussed some key issues about
variable weights[6]. In this paper, some intensive researches
will be carried out on VWS of fuzzy system and control.

2. SOME BASIC ISSUES OF VARIABLE
WEIGHTS SYNTHESIS (VWS)

With the change of time/space and environment, the role and
effect of the elements (objectives) which determine the whole
system adjust dynamically. In such case, the weights are called
as variable weights. Meanwhile, the decision in above case is
named as variable weights synthesis (VWS).

Another similar concept is variable elements synthesis
(VES).Simply speaking, variable elements synthesis refers that
based on the change of both internal and external environment,
elements (objectives) are variable in decision making process:
some quit, and the others enter.

There is close relationship between variable weights synthesis
and variable elements synthesis: as for a decision making
problems with all elements or objectives (all possibly relative
elements), when variable weights synthesis is applied, some
objectives are eliminated if their weights are changed to be
slight enough to be ignored; otherwise, some elements
(objectives) need to join the decision process as their weights
are changed to be considerable.

In reference [6], the author presented a few principles of VES:
(Principle 1) Beside the so called states (value of each
objective), impaction of the environment should also be

considered as the elements that influence the weights.
Considering both internal and external factors is substantive
in methodology.

(Principle 2) No great laws are available. Instead, many
“small” laws act on some kinds of propositions respectively.

(Principle 3) Mathematical method is never the only tool for
variable weights (We should be cautious to every analysable
hypothesis on which mathematical method bases). Al and
experiential method are also indispensable.

The above-mentioned principles also fit the VES. As for the
origin and description of VES, there are different viewpoints.
Mei Shaozhu presented that both subjectives and objectives
elements decide the variation of weights, and the objective
elements are only the exterior environment and time/space
element(At the same time, he give a very initial technical route
to determine variable weights based on fuzzy control) which
can be described by the following formula[7]:

W o= f(U,S) (1)
Where, U is the exterior condition, S is the set of the
time/space.
Li Hongxing argues that variable weights vector is decided by
the Hardarmard product of constant weights vector and
normalized state variable weights vector[3]:

WX)=(w1'Si(X)s waSa(X),.. ., W Su(X))/
2585 (X) =500/ 3w S,(X) 2)
= =

Where, W is constant weights vector, X is objective vector, S(X)
is state variable weights vector that reflects the dynamical
change of X.

There is another similar formula which reflects the
deterministic role of constant weights vector:

W :(1 + E)Wcons tant (3)

variable
Obviously, according to Principle 1, both the above-mentioned
viewpoints have limitations. The former emphasizes the
deterministic role of exterior elements, the latter only focus on
the internal elements. In particular, the formula (2) has
methodological mistake. From the law of quality-quantity
interconversion in philosophy: When something (here we call it
“object”) is in the process of a certain quantitative change, the
changes of weights are slight, non-essential and unobvious. At
this time, the weights can be seen as constant weights. When
qualitative change is happened, the original state of balance,
stability and relative stillness is broken. The object has violent,
essential and obvious change, the weights which reflect relative
essentiality of its elements will change a lot. Therefore, the
authors consider: a constant weight is only an approximation of
a variable weight within a special degree, that is, a constant
weight is a special result of its cause — the corresponding
variable weight in corresponding degree. Obviously, a constant
weight can’t determine a variable weight and a variable weight
can be approximated as some (even infinite) constant weights
in different degrees.
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3. VWS INADAPTIVE FUZZY CONTROL

Because fuzzy control method has the limitation of subjectivity
and lacking pertinence in determining parameters and
membership functions, the controlled results for complex
systems are often unsatisfactory, even may be out of control.
But adaptive fuzzy control (or the hybrid algorithms combing
with others organically) can usually get satisfactory effect. In
essence, adaptive fuzzy control can be looked as a kind of
VWS and VES. Next we will discuss several adaptive fuzzy
control strategies briefly.

Strategy1 [8]

<GE+(-¢)EC>+U,  E=0

3 <gE+(1-q)EC>+U E=+1 4)
|<eE+(1-¢)EC>+U,  E=2
<GE+(1-¢)EC>+U, E=13

Where, E, EC is the error and the error change after
quantification, U and U, are control variable and steady state
control variables respectively.

Strategy 2[1]
U= AlE| + p.|EC| EC +U,
Bi|E|+ B,|EC| B |E|+ B,|EC|
BrtBa=1; 058y, Br<1; (5)

Where, 31, f, are weighted coefficients of the control variables.

Strategy 3 [8]

<¢E>+U, |E|>E,
(6)
U={ <qE+(-¢)EC>+U, E,< |E <E,
<eE+(1-¢)EC>+ Y E+U, |E| < E,

Where, the £ is the error integral coefficient, and the £, E,, are
thresholds From the above discussion we can know, in Strategy
1, U has the same expression but different weights of £ and EC
which decide the role and effect of £, EC in deciding U. More
directly, the weights change with different regions of E, EC.

In Strategy 2, E, EC (internal elements) and ﬂl , ﬂz (internal

elements’ weights) join the final decision process. Both
Strategy 1 and Strategy 2 are VWS. In Strategy 3, the structure

of expression changes with different |E | . Meanwhile, the

corresponding weights are variable. Moreover, we can see, the
less the error is (harder to control), the more complex the
controller is (need to consider more elements). Obviously,
Strategy 3 is both VES and VES.

4. INITIAL DISCUSSIONS ON THE VWS IN
FUZZY INFERENCE

The general form of fuzzy inference is as follows:

p . A, and A, and ---and A,, > B,
remise:
o oand A, ad ad A, > B,
If A and A, and ---and A,
Solute: B

. N *
Where, 4y A; are the fuzzy sets in universe X i B j,B are

the fuzzy sets in universe Y. The solution steps are as follows
[9]:

Step 1 Integrate the multiple premises into single condition.
This step is called “premises reduction”

Step 2 Integrate the multiple rules into single rule. This step is
called “rules reduction”

Step 3 Solute the new problem (so-called FMP).

The authors of literature [9] presented a VWS-fuzzy-inference.
The key idea is to use the concept of “equipoise degree” into
step 1 and 2.

As an example, consider the following VWS- Premises
Reduction:
A (X)=M , (4,(x;), 4,(x;), -, 4, (xm ) =

m (7)
g(b(A,(x,), 4, (x,), -+ 4, (x, )))Z a)inj(xj)a

M(X)=gb(X) Y ox, ®

g(x)=x ©)
Where  b(4,(x)), 4;,(x,), -, 4,,(x,)) 15 the
equipoise degree of premises and @ . is the constant weight

of the i-th premise. p (.x ) is defined as:

1 10)
b(X)= ———— (
X l+0%(X)
Where,
2 m 1 m 2
o (X) =3 (x, == )
and

X =(x,,%Xy,.05%,) € [O,l]m

The above-mentioned method has several defects. Firstly, we
have already illustrated in Section 2 that the variable weights
can't be produced by constant weights. Above all, the
above-mentioned usage of the variable weights makes mistakes
in methodology. From the definition of [9], we can comprehend
the authors in this literature emphasize the “equipoise” or
“equipoise degree” narrowly. That is to keep each factor
namely developing synchronously, going forward together,
disallowing outstanding separately, this will not agree with the
reasonable making decision’s thought and mode — emphasizing
the outstanding personality or objective. We sometimes will
keep in mind specially whether to exist some special features or
outstanding function objective sign (Certainly other index signs
should be not very bad) Usually these special objectives decide
our choice, so while making policy whether have to be
balanced should deserve consideration. As the authors consider,
while handling an affair, there are usually some key points
(major elements), the others are secondary (minor elements),
paying more attention to the main elements and considering the
minor elements at the same time is the methodological
demands that we have to insist on. Without majority and
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minority, it will lead to neglect some important information and
come to mistaken conclusions. So the real equipoise is not an
absolute average and incompletely synchronous equipoise, it is
the equipoise that harmonize different weighted elements, this
is the right way of thinking in solving the problems of variety
weights.

5. CONCLUSIONS

VWS is an important research direction of multiple disciplines.
This paper discusses some issues in fuzzy systems and fuzzy
control. Firstly, the principle and the processing method of
VWS and VES are analyzed in the general meaning; on the
aspect of adaptive fuzzy control, several kinds of VWS and
VES are discussed, and in fuzzy inference, new views are put
forward on how to use the VWS and VES into this field.
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ABSTRACT

In this paper, the Quantum Genetic Algorithms is used to do
sensor optimization design. The results indicate that the QGA
can solve the problems of parameter optimization in the
sensor design. The placement of sensor node is important in
wireless sensor network, optimize sensor node or not ,which
relate to the life circle of the network. In the past ,the
algorithms be used in sensor node placement can not reach
large coverage, which affect the life cycle of the network
serious, researchers try many methods to solve the problem,
but the result is not satisfied. With the appearance of quantum
genetic algorithm, this situation has changed. In order to
enlarge the coverage degree of sensor region, the paper
advance quantum genetic algorithm, this algorithm use
quantum bit to denote chromosome, use quantum rotation
door and quantum NOT door to come true the chromosome
renewal, thereby optimize the solution of the target problems.

Keywords: Wireless Sensor Networks ,Quantum Genetic
Algorithm, Sensor, Node, Optimal , Placement

1. INTRODUCTION

Wireless Sensor Networks (WSNs) generally consist of a
large number of low-cost, low-power, multifunctional sensor
nodes that are small in size and communicate over short
distances. Their structure and characteristics depend on their
electronic, mechanical and communication limitations but
also on application-specific requirements. In WSNs, sensors
are generally deployed randomly in the field of interest;
however, there are certain applications which provide some
guidelines and insights, leading to the construction of an
optimal architecture in terms of network infrastructure
limitations and application-specific requirements.

In sensor network, the sensor node has the end node and the
route function: On one hand, realizing the data acquisition
and handle, and on the other hand realizing the data
anastomosing  route. The number of gateway nodes is
limited sometimes, and the energy can be supplied often.
Gateway uses many ways to communicate with outside. But
sensor node number is very ample, adopt unable
complementary battery to provide an energy generally; if the
sensor node energy exhausts, then the sensor node can not
realize the function of data collection and routing , which
have the direct impact to the entire sensor network life
cycle[1].

The basic Wireless sensor network structure figure as follow:

* This work is partially surpported by “The Theory Reseach of
Architecature  in  Next  Generation Internet”,uner  Grant
No.2003CB314804
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Fig.1. Structure figure
The typical composing of wireless sensor network Sensor
networks play a vital role in that approach by maximizing the
quantity, diversity and accuracy of information extracted
from a WSN deployment. There are several sensing
approaches that contribute to data collection, including
remote sensing via satellites and airborne sensors,
autonomous mobile systems and embedded, networked
systems. WSNs belong to this last category.

2. WSN MODELING

The salient features of the proposed WSN are the following:
A square grid of 30 by 30 length units is constructed and
sensors are placed in all 800 junctions of the grid, so that the
entire area of interest is covered. The grid is applied to open
field cultivation, where a length unit is an abstract parameter
so that the developed system for optimal design is general
enough. The length unit is defined as the distance between
the positions of two neighboring sensor nodes in the
horizontal or vertical dimension. Sensors are identical and
may be either active or inactive[2]. They are assumed to have
power control features allowing manual or automatic
adjustment of their transmit power through the base station.

2.1 Establish Target Function

The sensor node problem of this paper, how to choose a few
grids to place sensor rationally. So can convert the problem to
possible solution X;(i=1,2, ,***,M)chromosome encoding to

binary module: Xj={b;,b,,***,b,},b; € {0,1}

F(x)= f(x)+ C max{o,(i A,B, - K )}

i=1

Parameter as follows:

B={1,2, --n}: the grid node that can place sensor node;

U={1,2, +--m}: all grid node, n<m;

Bi: decisive variable; bi=1: place sensor node in waiting
location i; bi=0: do not place sensor node in waiting
location i.

A;: the cost of putting sensor in location i (i € B);

K: all cost of placing sensor in monitor area;

C: gene, take arbitrarily big integers.
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2.2 The Calculation Of Fitness Value

S(x) = Max Vi

1 + kz (v - vjk)2
k=1

W, the distance between grid node i and j;

V;: the sensor that deployed in location j be able to check the
target in grid node i; (V;=I, the sensor that deployed in
location j be able to check the target in grid node i, V;=0, the
sensor that deployed in location j be not able to check the
target in grid node i)

Vi the sensor that deployed in location k be able to check the

target in grid node ;.

3. QUANTUM GENETIC ALGORITHM

Quantum genetic algorithm(QGA)[3] is the associative
outcome of quantum calculation and genetic algorithm, using
quantum bit encoding to denote chromosome, using quantum
rotation door and quantum NOT door to come true the
chromosome renewal, thereby optimize the solution of the
target problems.

3.1 Quantum Bit Encoding
In QGA, the smallest unit of information is called quantum
bit, which may be in the“0”state or in the“1”state, or in any
superposition of the two. So a quantum bit may be in  [0>.
|1>, or in centre state between the both . The state of a
quantum bit can be represented as | ¥ >= a |0> + 5
|I>,where « - J are two constant complex numbers,
satisfy| @ |*+| 4 |°=1. |« |*- | B [fare quantum bit
probability in |0>. |I>state. In QGA, adopt quantum bit to
denote a gene. The gene denote a certain information no
longer, but contain all possible information, and any
operation to the gene is able to act on all possible information
at the same time. In this way, a chromosome can adopt many
quantum bits to code as follows[4]:

O ]

Bk

[all
B
m is the number of the chromosome gene, k is the

quantum bit number of every gene. o, &y, (I <X
m, 1<y<k) are two constant complex number, satisfy

2 2
|axy +|,3xy =1.

ay,

B

Ay

B

ay,

B

a

ﬁ22

Aoy

ﬁZk

a

B

a,, |

Bl

3.2 Quantum Rotation Door

Quantum rotation door is the executive mechanism that
realize the evolution operation, its adjusted operation as
follows:

CT-(3 s

(a. ﬁ_)T is the chromosome before renewing
i i

(1<ismk), ( a B )T is the chromosome after renewing.

Where @, is the rotation angle, its size and direction are

ascertained by a determinate adjusted tactic. There are many
adjusted tactics, a current adjusted tactic as depicted in table
1[5].

Table 1. The choice tactic of rotation angle

X | bi | f(x)>f(b) | A6 S(a,B:)
0if>0 | aipi<0 | a=0 | Bi=0

010 False 0 - | = — —
010 True 0 - | = — —
01 False ) +1 | -1 0 +]
01 True ) -1 +1 +]

110 False ) -1 +1 +]

110 True ) +1 | -1 0 +1
1]1 False 0 — | = — —
1)1 True 0 - | — — —

rotation angle ©;=S(ai,pi) AO;, where S(ai,Bi) is the sign of
6; that determines the direction, A©; is the magnitude of
rotation angle whose lookup table is shown in tablel. In the
Table, x; and b; are the ith measure value of current
chromosome and the ith target value of current chromosome,
respectively, f(x;) is the fitness of current measure value, f(b;)
is the fitness of current target value, if f(x;)>f(b;),adjust the
corresponding quantum bit, make probability (a;f;) is
beneficial for b;. In tablel, & is the angle that adjusted every
time, the value of & affect the result, if 6 is too small, will
affect the convergence speed; if & is too big , it may make the
result radiation, or appear the phenomenon of prematurity, the
algorithm fall into local optimization. If & is changeless,
adopt the adjustment tactic of static state, or else adopt the
adjustment tactic of dynamic, in which , base the difference
of genetic generations, the value of & 1is between
[0.0057,0.1x].

4. QUANTUM MUTATION

The effect of mutation is main to prevent puerile convergence
and provide local searching ability. Implement mutation to
chromosome: base mutation probability, exchange the
location of quantum bit probability (o;,B;), change state “1”to
state “0”. To prevent the algorithm prematurity, when the best
fitness value is no change in a certain algebra, implement big
probability mutation to the chromosome that is in the groove,
if the fitness value of the new chromosome exceed the former
after mutation, so use it to replace the best fitness value of the
former individual and renew the state of the chromosome.

4.1 Optimize the Placement of Sensor Node and
Simulation

QGA is for optimal sensor node placement, the algorithm

exceed traditional genetic algorithm (TGA)in solution. The

algorithmic flow and experimental simulation as follows.

Algorithmic flow

(1) Initialize population Q(ty),in population, all genes(a;,B;)

of entire chromosome is initialized to ( 1 , L ) ,this
22
predict a chromosome express superposition of entire
postural probability.
(2) Implement once measure to each individual in
initialization population, get a set of certain solution

X(O={ X| , Xy =+ X), },X} is the jth solution in ith

population, the expressive form is binary string, whose
length is m, each bit is 0 or 1. The measure step is to
make a stochastic number between[0, 1], if it bigger than
square of probability, so measure result is 1,or is 0 .Then
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make evaluation of fitness value to the solution , and
record the optimal fitness individual as the target value
of next evolvement.

(3) Algorithm enter to circular phase, in this phase, measure
population Q(t) firstly, get a certain solution x(t), then
calculate the fitness value of every solution, using
quantum rotation door to adjust the individual in
population, get the population Q(t+1) after renewing,
reporting the current optimal solution.

(4) Compare the current optimal solution to current target
value, if current optimal solution is bigger than current
target value, then use the new optimal solution as the
next iterative target value, otherwise, keeping current
target value unchanged.

4.2 The Conditions of Convergence

QGA is a recycling searching method, it is necessary to the
conditions of convergence. If the result produced by the
algorithm can make the sensor node coverage all grid,
algorithm end. For there is no optimal solution system, using
fitness value evaluation to decide to end the algorithm or not.

4.3 Simulation Experiment

In simulation experiment, comparing TGA to QGA. Suppose
monitor region is a square , acreage is 10*10, partition it to
10*10 grid, sensor nodes are deploied in the middle of the
grid, Fig.2 shows the coverage degree of TGA and QGA.
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Fig.2. TGA Node density
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QGA Area Coverage Degres

o o1 02 03 0.4 05 o6 0.7 08 o9 1
QGA Mode Density

Fig.3. QGA Node density

5. CONCLUSIONS

Theoretically speaking, can adopt genetic algorithm to
optimize solution, QGA has characteristics such as
convergence speed quickly, calculating time shortly, getting
praising highly of researcher. This paper applies quantum
genetic algorithm to optimize the sensor node deployment,
improving the coverage degree of sensor node, which has
important influence for prolonging the life cycle of all sensor
node network. In hereafter researching, will optimize

quantum genetic algorithm further, making it can apply to
sensor network more.
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ABSTRACT

A new method to solve nonlinear problems is proposed in this
paper. Quantum-behaved Particle Swarm Optimization with
random searching is used to solve nonlinear equation and
nonlinear systems, which is not sensitive to initial values and
does not need differential coefficient of functions. Swarm
intelligence and memorial function of Particle Swarm
Optimization method are used to solve sophisticated nonlinear
systems. The obtained results are reported and the experiment
results compared with the traditiona Particle Swarm
Optimization show much advantage of Quantum-behaved
Particle Swarm Optimization to the traditiona PSO.
Conclusions are derived and directions of future research are
exposed.

Keywords: Nonlinear Systems, Function Optimization,
Particle Swarm Optimization (PSO), Quantum-behaved
Particle Swarm Optimization (QPSO) Algorithm, Matlab

1. INTRODUCTION

Many scientific, engineering and economic problems need the
optimization of a set of parameters with the aim of minimizing
or maximizing the objective function.

The traditional seguential optimization methods such as
Newton method, Rosenbrock method, Powell method etc., are
often using a local-search agorithm that iteratively refines the
solution of the problem. Unfortunately, with the extension of
human activities, these traditiona methods exhibited their
weakness to deal with complex problems. They often fail in
working upon many real-world problems that usually have a
large search space, multi local optimum, and even are not
well-defined. Therefore, effective optimization methods have
become one of the main objectives for scientific researchers.

Modern optimization methods such as artificial neural
network, genetic algorithm and ant colony algorithm etc., have
shown capabilities of finding optimal solutions to many
real-world complex problems within a reasonable amount of
time. These methods have forged close ties with neural science,
artificial intelligence, statistical mechanics, and biology
evolution etc., some of them are called intelligent optimization
algorithms. Recently, particle swarm optimization (PSO)
algorithm has been gradually attracted more attention over
another intelligent agorithm.

In the area of engineering, we often fall across nonlinear
system problems. The Traditional method for solving the
problems is use of initial values and the once derivation of the
objective function. Sometimes it is very difficult that the initial
values are suitably selected. So the traditional method can
hardly detect feasible optimal solutions. In this paper, we
consider to solve the nonlinear systems by Quantum-behaved
Particle Swarm Optimization (QPSO) algorithm. The nonlinear
systems are tackled through the minimization of a object
function. In the next section, how to construct the object
function is introduced. The Particle Swarm Optimization and
Quantum Particle Swarm Optimization is briefly described in
Section 3. The test problems and the results of experiments are

reported in Section 4. The paper ends with the conclusion in
Section 5.

2. FUNCTION OPTIMIZATION

It is clear that when there is an optimization problem, the goal
is to find the best possible solution to the given problem. An
optimization task consists of two distinct steps. creating a
model of the problem and using that model to generate a
solution.

In general, nonlinear equations can be described as the
following nonlinear programming problem:

F () =[£,09, T(%),.... T, (" )
a8, <x<b, a and b are the search space up-bound and
low-bound for x; .

The nonlinear equations are equal to the optimization of
the object function:

FOO = (X)) .a <x <h @

i=1

Traditionally, solutions to optimization problems often
using either problem specific heuristics or variants of the
local-search method that iteratively refines a single candidate
solution to the problem. The traditional methods are not robust
with respect to problem-type and often only work on
well-defined problems where the number of possible solutions
is not too large. The traditional methods have the unavoidable
weakness that they cannot guarantee to complete their
computations within a reasonable amount of time on hard and
complex problems. For example, their time-complexity is
exponential on NP-hard problems. We get an approximate
solution to an exact model by using optimization algorithm. For
practical use, optimization algorithm is often superior to the
traditional methods.

3. PARTICLE SWARM OPTIMIZATION AND

QUANTUM PARTICLE SWARM
OPTIMIZATION
Population-based  optimization agorithms have shown

capabilities of approximation optima solutions to these
real-world problems within a reasonable amount of time. The
best known of these algorithms is the evolutionary
algorithm(EA), which is inspired by natural evolution.
Furthermore, a new agorithm, the particle swarm optimization
(PSO) agorithm is a'so a population-based search-algorithm.

3.1 Dynamics of Classical PSO

Particle Swarm Optimization (PSO)[1], originally proposed by
Kennedy and Eberhart in 1995, is a population-based
evolutionary, computation technique, which differs from other
evolution-motivated evolutionary computation in that it is
motivated from the simulation of social behavior. In a PSO
system, the |th particle corresponding to individual of the
organism, which depicted by its position
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vector X
V v, = (Vig,Vips-.Vp) , 1S @ candidate solution to the problem.
The best previous position (the position giving the best fitness
value) of the | th particle is recorded and represented
as P, = (Pi, Pigs--» Pip) - The index of the best particle among
al the particles in the population is represented by the
Symb0| pg = (pgl’ ng""‘ pgD) .

That is the trajectory of the particle is determined. Then
the optimal solution of the probability of moving out the
trajectory is ignored. Therefore, in general, PSO can obtain
good solutions in high-dimensional spaces but the ignorance of
optimal solution does exist and PSO stumbles on local minima.

In a classical PSO system proposed by Kennedy and
Eberhart, the particles are manipulated according to the

following equation:
t+1

Vi :a)vitd +Clr1(pitd _Xitd)+czr2(p;d _Xitd) 7( d=12,.., D) (3)
X:J t= Xi‘d + Vi‘d @

@ =(d" )T, O/, + ey (5
Wherex and v denote the position and velocity of particle, i
among the population correspondingly, ¢, and c, are two

D% = (X Xipeen Xip) . a@nd its  velocity vector

positive constants, r, and r, are two random vectors in the

range [0,1]. Parameter o is the inertia weight, which does not
appear inthe original version of PSO[1]. By linearly decreasing
the inertia weight from a relatively large value to a small value
through the course of the PSO run, the PSO tends to have more
global search ability at the beginning of the run while having
more local search ability near the end of the run[2,3]. In (5), t

is the current step size (t =1,2,..., T, ), @, is the initid
vaue, @, istheultimatevalue.

3.2 Dynamics of Quantum PSO
Keeping to the philosophy of PSO, a Delta Potential well
model of PSO in quantum world (QPSO) [4,5,6] was proposed.
Because X and V of a particle are not determined
simultaneously principle, the term trajectory is meaningless in
guantum world.

In  Quantum-behaved Particle Swarm Optimization
(QPSO), the particles move according to the following
equation:

14 14, 1M 14
ntist=y R =02 P D e ) ©
Py =@* Py + (- 9)* py,p=rand() (7)
K=t Imbest,—x, [InC) u=rend) ®

where mbest is the mean best position among the particles.
¢ and u arearandom number distributed uniformly on [0,1]

respectively and g isthe only parameter in QPSO algorithm.
The general QPSO algorithm is shown as follows:

1) For each particle: Initialize particle
End;

2) Cadculatethevalueof mbest by (6);

3) Calculatefitness value of each particleand its p, ;

4) If thefitnessvalue: p,, isbetter than the best fitness value
inhistory, set current p,; as py, ;

5) Update pg,;

6) For each dimension of a particle, choose a stochastic
number from p, to p, by (7);

7) Get anew position by (8);
8) Repeat 2)~7), while maximum iterations or minimum
error criteriais not attained.

4. EXPERIMENTAL RESULTS

In the experiments, we run the agorithm on Windows XP by
using Matlab 7.1. The population number is 20, the maximum
iteration is 3000 and the algorithm runs 50 times. The inertia
weight S dsarting with a value close to 1.0 and linearly
decreasing to 0.5 through the course of the run.

In the expressions (8), “ = ” is determined by the
stochastic number of (O, 1). If the value>0.5, then choose* —",
elsechoose” + .

There are some experiments. TEST (1) and TEST (2) are
nonlinear equation; TEST (3) and TEST (4) are nonlinear
systems.

TEST (1):

3x*-e™"*~200=0 , -100<x <100

TEST(2):

(&) +cosx)e” ™ — 250x - I’ +1) =0, —100< x <100
Theresultsfor TEST (1) and TEST (2) are reported in Table 1.

Table 1. Results of two algorithms:

T=50 PSO QPSO
X 4.0579 4.0578
@ Mean of F(x) 0.0049 | 1.9853e-009
@ X 0.0108 0.0110
Mean of F(x) 0.0327 | 1.0430e-006

In the case, we can see that QPSO algorithm can quickly
reach the theoretica value.

TEST(3):
(x, -0.1)*+x,,-01=0
(i=12..n-1), (n=10,0<x <10)

(x,-0.)%+x,-0.1=0

The results for TEST (3) are reported in Table 2, Fig.1,
and Fig.2.

Table 2. Results of two algorithms

T=200 PSO QPSO
(0.0679, 0.0671, |(0.1000, 0.1000,
0.0632, 0.0627, | 0.1000, 0.1000,
X 0.0664,  0.0629, | 0.1000,  0.1000,
0.0662,  0.0645, | 0.1000,  0.1000,
0.0654, 0.0670) | 0.1000, 0.1000)
Mean of | 0.0388 2.5700e-010
F(x)
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Fig.1. average of fitness curve for PSO
(Iterations=1200)
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Fig.2. average of fitness curve for QPSO
(Iterations=1200)

In the case QPSO outperformed the results for PSO
algorithm. Especially for Fig.2 the result can reach around its
theoretical value.

TEST(4):

X +%x§x‘,x6 +0.75=0

X, +0.405¢"2) —1.405=0
1

Xy —Exl,x6 +15=0

X, —0.605e% %) ~0.395=0

xs—%xzxe+1.5:0

Xs — X X5 =0

x=-1
X, =1

. . X, =-1

Thetheoretical valueis:

X, =1
s=—1
Xs =1

Theresultsfor TEST (4) are reported in Table 3 and Fig.3.

Table 3. Results of two agorithms

T=3000 PSO QPSO
(-1.0561, 0.2725, (-1.0400, 0.9881,
X -0.4677, 1.3813, -0.9334, 1.0712,
-1.4573, 1.4593) -1.0024, 1.0344)
Mean of
F(x) 0.0521 1.0943e-004

09r
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Fig.3. convergent rate of two algorithms

The results of TEST (2) show that QPSO algorithm may
be even closer to its unknown theoretical value. Proper
fine-tuning parameters of QPSO may result in better solutions.
Fig.3 shows that for the same iterations QPSO algorithm can
quickly find the answer less than 100 but PSO algorithm can
not even more than 3000.

5. CONCLUSIONS

In this paper, we proposed Quantum Particle Swarm
Optimization for solving nonlinear equations. According to the
experimental results, the performance of the Quantum Particle
Swarm Optimization method is better than PSO agorithm.
QPSO algorithm can not only escape from the local minimum
basin of attraction of the later phase, but also maintain the
characteristic of fast speed in the early convergence phase. It
has been proved that QPSO algorithm can improve the global
convergence ahility, greatly enhance the rate of convergence
and overcome the shortcoming of PSO agorithm that is, easily
plunging into the local minimum.

Future work will include investigation of the PSO's
performance in other benchmark and real-life problems, as well
as the development of specialized operators that will indirectly
enforce feasibility of the particles and guide the swarm towards
the optimum solution, as well as fine-tuning of the parameters
that may result in better solutions.
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ABSTRACT

The author introduces how RF ID intelligent door locks replace
ID cards to carry out the communication and operation
management of door locks. The 32-bit ARM CPU LPC2114
has been chosen as the core and rea time operating system
HC/OS—II as the platform to conveniently complete such
functions as reading cards with RF cards, real time processing ,
infrared communications and operations, etc. Thus heavy
desktops have been replaced. To ensure stability and reiability,
proper design of circuits that enable the RF ID card data
reading and ARM CPU communications is of tantamount
importance.

Keywords: RF ID, ARM, CPU, LPC2114, uC/OS—II

1. INTRODUCTION

The hardware structure of RF ID intelligent door locks (See
Fig.1).

Other function the 128X 64 lattice pattern ID  cad
extension of Liquid Crystal Display reading

TT module
Infrared A LPC2114 AN PC
emission/receptio [V ¥ Y] communication
n circuit circuit {f interface
Data storage % Rea time
system keyboard circuit

Fig.1. The Hardware Structure of Intelligent Door Locks

Its core is the PHILIPS LPC2114 chip with the ARM7TDMI —
S chip asiits kernel. Users are associated with other equipment
through the TG1286D LCD display screen of 128X 64 lattice
and the 15-key keyboard. The RF ID card of the EM4100 series
can be read through the ID card-reading module. The coding
data is decoded by software. The data memory system uses
Flash that locates in LPC2114 as its memory medium, and the
real time circuit uses the low power PCF8563 clock chip. The
data exchanged with the door lock can be realized through the
infrared communication module. The data is modulated on the
40KHz carrier wave produced by the PWM channel of
LPC2114 controlled by akind of software. The receiver adopts
the integrative receiving device and a serial interface  module
communicating with the upper computer is preparative. The
following is a respective introduction of the principles of the
hardware modules.

2. REAL TIME CLOCK CIRCUIT

PCF8563 is adopted for the real time clock chip. It is a low
power CMOS real time clock/calendar chip. It provides a

programmable clock output, an interruption output and power
faillure detector. All addresses and data transfer in series
through a 12C bus interface with the maximum bus speed of

400K bits/s.  See hardware chart: Fig. 2.
VvCC
R0 [R40
103 | [103
ui4
R8
BINTZ_ 8 o Nt spa —2 DA A
h 4 1 vss scL SCL
[o7i1 7
i L akour  osa SoR|
| VDD osc2 -1
105 POFESES al
L D4 Iy

= IN4148 |
C22 C23 C24——C25

3 3 3 15

Fig.2. Real time circuit

R39 and R40 are pull-up resistors of the I°C bus. C23~C25 are
resonance capacitances of the oscillator. A reasonable
combination of these capacitances can make the oscillating
frequency come near 32.768KHz and achieve the highest
precision of the clock. D4 is used to separate the power of the
system from that of PCF8563. The electric charges stored in
C21 can provide power for the clock chips during the short
period of time when the handset changes its batteries, making
time resetting after each battery replacement unnecessary. R38
is a zero ohm resistor, which can be soldered when needed
(function extension). The interruption output connected to
PCF8563 and the input of external interruption 2 of
LPC2114 can realize such functions as timing start, etc.

3. RF (RADIO FREQUENCY)
READING CIRCUIT

ID CARD

The RF ID card reading module is divided into two parts: RF
emission and reception & amplification. It is designed to be
able to read the ID cards of the EM4100 series. This type of
card can only be read; it can not be written. It obtains energy
through the electromagnetic field generated by the card reading
equipment and transfers data through the electromagnetic field.
The electromagnetic wave emitting from the card and the card
reading module is illustrated in Fig. 3. The emitting module
circuitisillustrated in Fig. 4.

The signal emitting from

the card

The signal from
the card reading module

Fig.3. The electromagnetic field emitting from the card and the
card reading module
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Fig.4. The emitting circuit of card reading module

74HCO04 is a six-inversion-gate integrated circuit. UIA isone
of the units used to reinforce the driving capability of the
LPC2114 carrier wave pulse output. It transforms 0~3.3V
level output from LPC2114 into the push-pull circuit
following the signal driving of 0~RFVCCV. Q1 and Q6
congtitute the push-pull circuit to reinforce the current load
capability of the UIA output signal. T1 and C11, C12
constitute the seriesswound resonance circuit, and the
resonance point is the frequency needed when RF (radio
frequency) ID works. The electromagnetic wave is radiated
from T1. Q2 and D3, R6, R26 congtitute the carrier wave
amplitude modulation circuit. When RFOUT output level is
high, Q2 turns on. Resonance current is absorbed partly by D3
and R6, and thus the grooves in the load wave are formed. RF
(radio frequency) ID can identify the transferred data
according to these grooves. Because this handset uses an ID
card that cannot be written, this part of the circuit is useless.
The REOUT is connected at alow level al thetime.

The card reading module receiving circuit is illustrated in Fig.

Fig.5. The card reading module receiving circuit

The voltage at one end of Loop T1 isrectified by D1 and D2.
C2 and C3 filter the commutated wave, eliminating the RF
part. R2 offers the discharging loop for the filtering circuit. C1
and C4 couple the signal into the following amplification
circuit. The reason why the two devices are connected in
series is that the voltage endurance value will be increased.
There is a about 60v on AMIN, when Tland C11,C12 are in
resonance. Next to the filter isthe linear amplification circuit
composed of U1B and R4, U1C and R7, U1D and R9. R5 and
C5, R8 and C6, R10 and C8 compose first-order lowpass filter,
whose edge frequency is about 8.8KHz. It can meet the need
for the highest transmission speed, that being when the data
cycle of the card read is at least 16 times the carrier wave
cycle, 125KHz/16=7.8KHz. U1E shapes the signal amplified
through three stages to make the skirt deeper so that it can be
identified by LPC2114. Z1 is used to protect the I/O line of
LPC2114, insuring that the receiving voltage output is not too
high as to do damage to the devices. The practical effect is
very good, and the card reading distance is 10cm or so.

4. THE INFRARED
CIRCUIT

COMMUNICATIONS

This equipment and the intelligent door lock
intercommunicate through the infrared interface device
connected to the Com Port 1 of LPC2114. Its carrier wave
frequency is 40KHz. The principleisillustrated in Fig. 6.

VCC W3 3904
RFVCC

RI3GND
e 51

E 08I ON
U2

2
@ £ +| c1s cl4 LED!
220u
IR_RX2 FOS

'L'4

RXD
TO
TXD

Fig.6. The infrared communications circuit

U2 is an integrative infrared receiving head, from whose first
line the demodulated date is output. Q3 drives the infrared
emission diode LED1. TO is connected to the PWM channel 2
of LPC2114. Usuadly its output is low, but when
communication with the door lock is needed, the PWM2
produces a 40KHz square wave whose filling out factor is
30% or so. TXD is connected to the transmitting terminal of
the LPC2114 Com Port 1. The LED is controlled by the
logic AND of TO and TXD, producing a modulated
infrared signal. RXD is connected to the receiving
termina of the LPC2114 Com Port 1. Except that the
transmission medium is infrared ray, the other operations of
the interface are the same as those of ordinary interfaces.

5. LIQUID CRYSTAL DISPLAY CIRCUIT

Because the equipment has much information to interact with
the user, the 128X 64 lattice pattern liquid crystal module is
used. Thiskind of Liquid Crystal module is very inexpensive,
but it has no word-base. Software is needed to create
Chinese words, characters, cursors and graphs. The hardware
chartisillustrated in Fig. 7.
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ved % VEE
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Fig.7. Liquid crystal display circuit

LCD Power line controls the turn-on and turn-off of Q8. The
power of the LCD module is turned on or off through Q8
controlling its ground line. To save power, it is supplied to the
LCD module only when needed. R41 and R42 constitute the
voltage-divided circuit. Adjusting the differential ratio of the
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divided voltages can change the display contrast. Z3
prevents the 3.3v stable-voltage chip from producing
over-high voltage and doing damage to the LCD module when
it breaks down. SW controls the apheliotropic lamp inside the
LCD module. CS1, CS2, RAT, RW, DI and 8 data lines are
used to operate each register inside the LCD module.

6. KEYBOARD CIRCUIT

This equipment has 15 key-presses, with 10 number keys and
5 function keys. The user controls the equipment through the
keyboard. KEYO~KEY 13 are ordinary key-presses. POWER
is the system power-on /off key-press. R18~R23 and R27~
R34 are the pull-up resistors of the keyboard. U3 and U4 are
8D flip-latches. LPC2114 controls the flip-latches through
these three lines: CSKEY 1. CSKEY2 and RDO, reading the
state of the keyboard with the GPIO time-sharing. The
keyboard circuit isillustrated in Fig. 8.
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Fig.8. Keyboard circuit

The application of this equipment will make the management
of the intelligent door locks easier than heretofore. It can set
user cards for the door lock, synchronize the door lock time,
read the door-open record and search the door-open record
according to the door-open time or the card number, without
the participation of an upper computer. In addition it also has
the function of communicating with the upper computer to
facilitate data administration.

7. THE CURRENT RESEARCH AND TRENDS
AT HOME AND ABROAD

At present built-in products of low and medium complexity
developed by domestic companies are mainly 8-bit micro
controlled. Limited by hardware, the software is mainly the
foreground and background system. In practical engineering
applications the real-time operating system is seldom used.
With the rapid development of semiconductor technology,
presently the price of 32-bit micro controllers is close to that
of 8-bit micro controllers. Yet the capability of the 8-bit
micro controller is far behind that of the 32-bit micro
controller.

In western countries the application of the 32-bit micro
controller is not limited to the built-in applications of high
complexity (such as PDA, mobile phone, Internet products
etc). Its applications in the built-in systems of low and
medium complexity are increasingly extensive. Because of the

upgrade of hardware, the application of RTOS (rea time
operating system) is a necessary result. The application of
built-in RTOS makes the design and extension of real time
application programs easier. New functions can be added
without great changes. RTOS simplifies the design process of
the application programs greetly by dividing them into several
independent tasks.

The ARM series 32-bit microcontrollers produced by ARM
Company now occupy 80% of the 32-bit microcontroller
market. They are very representative. This project is an
attempt to apply the ARM 32-bit microcontrollers and the
real-time operating system to the built-in systems of low and
medium complexity.
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ABSTRACT

Parallel simulated annealing based on genetic algorithm is
applied in the time-lapse seismic inversion in this paper. The
seismic-derived estimates of reservoir properties estimates are
often obtained from time-lapse impedance estimates, it is
important to achieve reliable time-lapse impedance models
through time-lapse data inversion. For solving time-lapse
seismic reservoir monitoring more efficiently, simulated
annealing is applied to the inversion technique of time-lapse
seismic. The time-lapse seismic uses multiple seismic surveys
acquired at different times, so the seismic data in the
time-lapse seismic is extraordinary huge. Parallel simulated
annealing based on genetic algorithm is studied in this paper;
it can proceed from many points simultaneously and
independently, and periodically reconcile solutions. The
parallel algorithm and the parallel implements model using
MPI and JINI technology is described.

Keywords: Time-Lapse Seismic, Inversion, Simulated
Annealing, Parallel, Genetic Algorithm

1. INTRODUCTION

Time-lapse seismic analysis uses multiple seismic surveys
(often referred to as base and monitor surveys) acquired over
time. Differences in reflection amplitude and other attributes
of these data vintages are interpreted and used to constrain the
spatial distribution of dynamic reservoir properties and to
provide insight on the depletion process. This information,
when integrated with additional geological, geophysical and
engineering data can invariably optimize the production
strategy of the reservoir [1].

With the evolution of time-lapse seismic technologies, the
industry is aiming towards seismic-derived estimates of
reservoir properties that can offer more definite constraints to
flow models. Since these estimates are often obtained from
time-lapse impedance estimates, it is important to achieve
reliable time-lapse impedance models through time-lapse data
inversion.

Several researchers have reported on geophysical applications
of simulated annealing method [2][3], but no researchers have
introduced simulated annealing algorithm to time-lapse
seismic.

For solving time-lapse seismic reservoir monitoring more
efficiently, simulated annealing is applied to the inversion
technique of time-lapse seismic in this paper.

* Natural Science Function of China (Grant No. 40574048) and
National High Technique Scheme of China (863) (Grant No.
2006AA0AA102-09)

At the same time, with the development of oil field
prospecting, more and more seismic data are produced, so
parallel technology become more and more important. The
time-lapse seismic uses multiple seismic surveys acquired at
different times, so the seismic data in the time-lapse seismic is
extraordinary huge.

Parallel simulated annealing based on genetic algorithm is
studied in this paper; it can proceed from many points
simultaneously and independently, and periodically reconcile
solutions.

2. SIMULATED ANNEALING (SA)

SA is a robust statistical technique, which attempts to solve
the problem of finding global extrema to complex
optimization problems. The idea comes from the cooling
processes of metals and the way, in which liquids freeze and
crystallize. The basic concept of SA used in this work is as
follows: each value of the model parameter is sequentially
visited and randomly perturbed, while the values of all other
parameters remain fixed. At each step, the change in the
energy function (AE) is calculated. The new model is
accepted unconditionally if A E < 0 (downhill moves).
However, if AE > 0 (uphill moves), then the new model is
accepted according to the Boltzman probability distribution
P(AE) = EXP(-AE/T), where T is a control parameter
equivalent to the temperature in annealing of crystal forming
material. The entire procedure is repeated for all model
parameters. Then the temperature is lowered and the
procedure is repeated until “crystallization” occurs, i.e. a low
energy state is attained. Thus, in SA it is still possible for a
worse model to be accepted. In this way, the solution can
escape from local minima. A modification of standard SA
methods includes the adjustment of step length during the
cooling schedule in such a way that half of the function
evaluations are accepted in one direction. The decrease in step
length with falling temperature allows the algorithm to focus
on the most promising area and hence increases the accuracy
of optimization. As the temperature falls, uphill moves are less
likely to be accepted, and the percentage of rejections rises.
When a set of cost function values for successive stages are
less than the error tolerance for termination, the iteration
process is stopped. For SA the theoretical convergence to a
global minimum has been extensively proven. The system
should find the global minimum if the initial temperature; the
cooling rates and the number of tries are set appropriately.
Ideally, starting at a high temperature and cooling very slowly
guarantees convergence but it takes enormous computing time.
To avoid local minima and reduce computing time, SA
parameters should be defined by a trial run at the outset.
Roughly, the value of the initial temperature should be of the
order of the average AE found during the first cycle,
ensuring a high accepted/rejected ratio at the start.
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3. OBJECTIVE FUNCTION

Any optimization methods, whether local or global, require
the construction of an objective function. Two types of
objective functions are widely used in the seismic waveform
inversion. One is the correlation coefficient type representing
the resemblance of the observed and synthetic seismic data,
which leads to a maximization problem. The other one is the
least-square type showing the difference between the two,
which defines a minimization problem. Ideally an objective
function should contain multiple terms each representing the
error energy, the low frequency component and lateral
continuation constraints. The objective function used in this
presentation contains a least absolute deviation, a priori
parameter information constraints and a reflection coefficient
penalty function. The latter means that if a reflection
coefficient with unrealistically large amplitude occurs during
inversion, a penalty is imposed upon the objective function.
This is a particularly important constraint to ensure the
smoothness of solutions when the inversion scheme is over
parameterized.

4. TIME-LAPSE SEISMIC INVERSION

For the inversion of the time-lapse seismic data, we used
elastic wave propagation with the following assumptions. First,
the earth is assumed to be layered, i.e., the elastic parameters
are functions of depth only: Vp(z), Vs(2), P (z). Second, we do
not model multiple reflections. Therefore, we can linearize the
parameters in the wave equation (for example, P (z) =p ((z)
+ 8 p (z)). Finally, the source is assumed “high frequency”,
and we apply geometric optics approximations. These
assumptions result in the convolutional model for the

seismogram:
(¢, h) = (¢, h) * i(t, h) (1)
where d”™ is the predicted seismic data, f the source wavelet,

h is offset, and t is time. The reflectivity:

B(t,h) =~ (Ap(z, h) 1p(2) + As(z, h) 15(2)

+Ap(z, h) 1p(2)) 2z, vy (2

where Z(t, h) is the depth corresponding to two way time t at
half offset h, Ap, Ag, and Ap are geometrical amplitude factors,
and P-wave velocity, S-wave velocity, and density
reflectivities are

TPZSVP/VP,I'S:6V5/V5,aner:6 p/p.
We use an iterative conjugate gradient algorithm to solve the
discrete linear system resulting from the inversion. The
objective function contains two terms. Minimize:

Jous[r]=0.5%{ [|d™[r]-d™ |2+ A 2 Wi |} (3)

The first term minimizes the data misfit (output least squares
inversion) while the second term reduces the ill conditioning
of the system.

5. PARALLEL SIMULATED ANNEALING
USING GENETIC ALGORITHM

The high performance computing in the time-lapse seismic is
very important; the parallel algorithm and the parallel
programming model of the inversion must be studied. If given
limited computational time, SA may return an unacceptable,
sub-optimal solution, so we must increase the speed through
parallelism.

However, because SA iterates from only one current point, it
is not easily made parallel. Nevertheless, many parallel

implementations have been suggested or are in use. Most
suffer from the fact that they attempt to implement the
inherently serial Metropolis algorithm in parallel.

A massively parallel simulated annealing would proceed from
many points simultaneously and independently, and would
periodically reconcile solutions. Genetic approaches attempt
this, while offering the additional benefit of implicit
parallelism.

5.1 Methodology

A final but important difference between genetic algorithms
(GAs) and SA is the ease with which each algorithm can be
made to run in parallel. GAs are naturally parallel — they
iterate an entire population using a binary recombination
operator (crossover) as well as a unary neighborhood operator
(mutation) [4]. SA, on the other hand, iterates a single point
(using only a neighborhood operator); it is not easily run on
parallel processors. While attempts have been made to
parallelize SA, a straightforward, satisfactory, general-purpose
method has not yet been demonstrated. It would thus be
desirable to transfer the parallel processing capabilities of GAs
to SA.

Parallel simulated annealing based on genetic algorithm
closely follows simulated annealing, if one imagines several
copies of SA running in parallel, with mutation as the
neighborhood  operator, and crossover recombining
independent solutions. Alternative solutions in parallel
simulated annealing based on genetic algorithm unlike in
Boltzmann tournament selection, do not come purely from the
current population, but from applying both crossover and
mutation. Good solutions disappear only when replaced
probabilistically by new, often better solutions; disruption by
crossover and mutation is not a problem.

Parallel simulated annealing based on genetic algorithm
captures the essence and spirit of SA. Suppose we
simultaneously run multiple, independent SAs on a problem,
but we synchronize cooling across processors. This method
will approach a Boltzmann distribution for each independent
application of SA. The combined distribution from all
applications will also approach Boltzmann. The only thing
missing is to reconcile the independent solutions. This is
where crossover comes in. As demonstrated later, crossover
can be viewed as an extension to the common SA
neighborhood operator. The resulting population-level
neighborhood operator, crossover-plus-mutation, plays a role
analogous to the neighborhood operator of SA.

5.2 Parallel algorithm
In the algorithm below, T is temperature, n is population size,
and Ei is the energy or cost of solution i. Parameters can be set
using guidelines from both SA and Gas. Parallel simulated
annealing based on genetic algorithm performs minimization
by default; for maximization, traditional GA fitness values
should be negated.
1. Set T to a sufficiently high value
2. Initialize the population _usually randomly
3. Repeatedly generate each new population from the current
population as follows:
(1). Do n/2 times:
a. Select two parents at random from the n population
elements
b. Generate two children using a recombination operator
(such as crossover), followed by a neighborhood
operator (such as mutation)
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c. Hold one or two Boltzmann trials between children and
parents
d. Overwrite the parents with the trial winners
(2). Periodically lower T

Boltzmann trial above mentioned refers to a competition
between solutions i and j, where element i wins with
logistic probability, 1/(1+e(Ei-Ej)/T) (the Metropolis
criterion can be substituted). There are many such
competitions possible between two children and two
parents. We consider two possibilities here. The first
possibility, double acceptance/rejection, allows both
parents to compete as a unit against both children; the sum
of the two parents’ energies should be substituted for Ei in
the above equation; the sum of the childrens’ energies, for
Ej. The second possibility, single acceptance/rejection,
holds two competitions, each time pitting one child against
one parent, and keeping the parent with probability,
1/(1+e(Eparent-Echild)/T). In this study, each parent is
tried against the child formed from its own right-end and
the other parent’s left-end.

5.3 Parallel programming model

In parallel programming, there are many different languages
and programming tools, each suitable for different classes of
problem; our choice of tool will depend on the nature of the
problem to be solved. MPI (Message Passing Interface) and
Jini based on Java are particularly appropriate for the discrete
wavelet parallel algorithms.

In the MPI programming model, a computation comprises one
or more processes that communicate by calling library
routines to send and receive messages to other processes. In
most implements, a fixed set of processes is created at
program initialization, and one process is created per
processor. However, these processes may execute different
programs [5].

The Jini programming model is built to enable services to be
offered and found in the network federation. When a Jini
service is developed it will have to announce its presence to
other services and users. Users and services will have to
discover other services and intercommunicate with them. The
heart of Jini is composed of several protocols called discovery,
join and lookup. The discovery occurs when a service is
searching for a lookup service to register itself, the join occurs
when a service has located a lookup service and wishes to join,
and the lockup occurs when a service client or a user needs to
locate and invoke a service.

6. CONCLUSIONS

Time-lapse seismic reservoir monitoring technique has been
becoming one of the most important fields of reservoir
geophysics at present. It relates with geology, geophysics,
petrophysics and reservoir engineering, and realizes the
conversion from static reservoir characterization to dynamic
prediction and rapid reservoir evaluation, reaches the aims of
adjusting development scheme and improving oil and gas
recovery. A global optimization using simulated annealing and
its parallelism based on genetic algorithm has been applied to
the inversion technology of the time-lapse seismic. The
parallel simulated annealing based on genetic algorithm strives
to retain the desirable asymptotic convergence properties of
simulated annealing, while adding the populations approach
and recombinative power of genetic algorithms. The algorithm
iterates a population of solutions rather than a single solution,

employing a binary recombination operator as well as a unary
neighborhood operator. The implementation of using MPI
software system and JINI technology can make network
parallel computing easy to implement without knowing the
detail of working with a heterogeneous network of computers.
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ABSTRACT

Aiming at the comparatively laggard level of distributed
monitoring systems for power plants, the reliability, real-time
and several key problems of its implement are analyzed. The
physical structure and logical structure of a distributed
monitoring system for power plants are presented which are
based on the integration of FCS (Field Bus), DCS
(Decentralized Control System) and so on. Furthermore the
realization methods and function characteristics of the system
are expounded. Then OPC (OLE of Process Control)
technology is introduced, which is important to implement the
integration of electrical automation systems and management
information systems. New idea employing OPC service gatesis
proposed. In the system, OPC service gates are responsible for
the transmission of real-time data and the communication
interface of field control layer and management information
layer. Referring to the project experience, some technology
problems, solutions and detailed schemes are discussed. The
results of field applications show that the novel distributed
monitoring systems have good capability, reliability and
reliability.

Keywords: Power Plant, Distributed Monitoring System, OPC
Service Gate, TCP/IP

1. INTRODUCTION

1) With the development of power plant technology, the
requirements for distributed monitoring systems for
power plants also rise [1][2]. Over the last decade,
integrated automation technology has been applied in
power system substation, and DCS (Decentralized
Control System) and FCS (Field bus Control System) is
widely used in integrated automation systems [3].
Compared to the centralized monitoring systems,
distributed monitoring systems have many advantages
such as flexible structure, distributed control, high
reliability and so on. Instead of these advantages,
distributed monitoring systems have not been widely
employed in power plants. Many electrical systems and
devices including protective relay, security devices and
so on run in self-governed state, which haven't formed an
integrated to provide information for the whole
distributed monitoring system. The paper proposes a
distributed monitoring system model for power plants,
which is based on integrated automatic power electronic
technology including real-time control, field-bus,
industrial Ethernet and so on. The advantages of the
system model are as follows:

2) High red-time character. Instead of traditional passive
broadcast method, P2P connection method based on
improved TCP/IP technology, logical token-based ring
and so on guarantee the system to achieve high real-time.

3) Uniform format. In the system, all kinds of equipments
are endowed with uniform [P address. Clients in

management layer can transparently access the
equipments by OPC service gates, which provide NAT
(Net Address Transform) to equipments that have no IP
addresses.

4) Centralized information and distributed control. In the
system model, FCS and DCS are utilized to realize
distributed control for power plant field. And OPC
service gates and real-time databases are responsible for
real-time and exact data such as voltage, current and so
on.

5)  Friendly user interface. On-line and off-line are storaged
in real-time databases and history databases. With the
Internet explorer, client application interfaces and others,
the managers of power plants can view al kinds of
information.

2. SYSTEM OBJECT MODEL

The system model discussed in the paper is referred to two
types: system physical model and system logical model. And
they are discussed as follows.

2.1 System Physical Model

The system physical model in the paper consists of al kinds of
hard devices such as protection, measurement, control,
monitoring devices, industrial personal computers (IPC) and
programmable logic controller (PLC). In the subsection, the
system physical model of distributed monitoring systems for
power plants is proposed. And these devices and equipments
are regarded as three-layer structure as follows. And Fig.1
illustrates the system physical model.
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DCS Generator
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: Control layer including 6kV, 400V subsystem, generatoré& transformer
| protection and AVR subsystem

Fig.1. System physical model
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Control layer includes main protection devices, automatic
devices, 400V low voltage systems, 6KV auxiliary power
protection and so on. Main protection devices include
generator protection, main transformer protection and
start-up& stand-by transformer protection. Automatic
devices consists of automatic regulator voltage (AVR),
automatic transfer switch (ATS) and automatic
synchronization systems (ASS) and so on. 400V low
voltage systems usually include automatic change-over
device, intelligent motor protector, automatic breaker and
so on. And 6KV auxiliary power protection includes
feeder protection devices, auxiliary transformer
integrative protection devices, high-voltage motor
integrative protection devices and so on. Furthermore,
DCS and FCS are widely used in power plants. And they
can make basic operation and control functions. Though
DCS including data process unit (DPU), electrica
workstation and so on is the most important system in
power plants. For hard cable and limited information, it is
impossible to complete some complex operations for
DCS. FCS has been paid more and more attention, whose
communication rate, communication distance and
operation capability has greatly exceeded that of DCS
[51[6].

Communication layer includes communication interfaces,
communication devices and so on. In the distributed
monitoring system, al kinds of devices and subsystems
have their communication models. According to the
description above, there are four kinds of subsystems as
follow: 400V subsystem, 6KV subsystem,
generator& transformer protection subsystem and AVR
subsystem. In the system, they can be directly connected
into superior system by communication controllers and
IPC devices. Or they can be integrated into FCS and DCS
that are connected to superior systems by serial ports and
industrial  Ethernets. For electrical interlock and
reliability, hared cables are wusualy wused for
communication between DCS and field devices.

RTSMISWEB Servers é!m:ﬁ épcﬁ §_F“:'u Workstations client g
—

3

4)

Generally, FCS and DCS can provide several serial ports
such as RS232 to communicate with the distributed
monitoring system. And parts of them in electrica
systems have utilized TCP protocol for communication in
Ethernet model.

In our systems, a novel communication device is defined
as OPC (OLE Process Control) services gates. OPC
services gate consists of micro-processors, buffer and
communication ports including serial ports and Ethernet
ports. According to the requirements of field devices, it
classifies electrica monitoring information, provides
direct communication interfaces between superior
systems and subsystems, and collects real-time data for
electrical field decision-making. And the implement and
the key technology of it are introduced in section 3.
Management layer consists of the servers for rea-time
information system (RTS), management information
system (MIS), and Web service. Data storage systems of
intranets can provide information to servers and clients.
Also the layer owns some specific workstation including
power plant safety workstation, statistic workstation and
so on, which can be industrial PCs, PDA and common
workstations. Management layer mainly provides
decision information, statistic data and real-time data for
power plant managers. Furthermore, it can connect power
plants to Internet. Managers can remotely and on-line
view all kinds of information through Internet, which can
help them make exact and scientific decisions.

2.2 System Logical Model
Similar to system logica model, the system logical model of
the distributed monitoring system for power plantsis defined as

a threelayer structure including data integration

layer,

operation& transmission layer and presentation layer. Different
to system logical model, these layers are distinguished by their

respective

logica characters. System logica model is

illustrated as figure 2. System logical model and some key
technologies are discussed as follows.
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Fig .2. System logical model
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Data integration layer consists of real-time monitoring
subsystem, information data collection subsystem and data
access interface. Since there are different monitored signals
and all kinds of power electronic devices in power plants,
data integration layer can integrate the data coming from
different field equipments and provide uniform format
interface to distributed monitoring systems.

Real-time monitoring subsystem can monitor the field
signals including voltage, current, pressure and heat
coming from different field ends and equipments.
Real-time monitoring subsystem consists of several kinds
of hard wares and software, which include IPC, PLC (field
control), AD (analog signal data acquisition), DA (analog
signa output) and communication&control software
corresponding to them. Real-time monitoring subsystem
displays real-time state, rea-curve, fault-signals and
real-time trend figure to distributed monitoring systems.
Furthermore, aert examination, on-line fault diagnosis
operations and calculations are executed in the subsystem.
Then information data collected by the subsystem is
transmitted to superior layer and data collection subsystem
by data access interface.

Data collection subsystem is based on real-time database
technology. Different to common disk database, real-time
database mainly operates in system memory. And it
achieves high real-time by several kinds of buffer and
real-time scheduling algorithms classified by data with
different real-time requirements. Furthermore some
configuration information and frequent-access data are
storaged in data collection subsystem. Instead of
downloading from superior system, electronic field ends
and equipments can directly achieve these information
from data collection subsystem.

Data access interface consists of communication devices
and equipments including RS232/422/485, Ethernet. Also
TCP/IP communication protocol for Ethernet and
MODBUS protocol for seria port communication are
included for communication software. It is difficult to
connect all kinds of electronic field devices employing
different communication modes for an integrated system.
In our system, OPC service gates are employed to solve the
problem. And it is discussed in section3.

Operation&transmission layer employs data coming from
data integration layer to severe for the distributed
monitoring system. Generaly, the layer consists of a series
of function units. Main function units include real-time
data transmission, aert& event monitoring, report display,
data scheduling and some configuration tools. Different to
data integration layer, operation&transmission layer deals
with both real-time and unreal-time information. And
unreal-time information such as historical power records,
historical current curves and client configuration data can
be storage in disk databases. In the layer, real-time data
coming from data integration layer is classified to transmit
for superior layer and to storage in historical database. By
historical databases, many reports such as monthly power
quantity, fault alert records and so on can be displayed and
printed for power plant managers. What is more, electronic
engineers and managers can set configuration data for field
ends and devices by configuration tools. Also, OPC
technology is utilized to simplify system structure,
encapsulate logical function units, provide data access
interface and so on.

6) Presentation layer consists of RTIS, MIS and Web service

3.

systems proposed above. In the layer, clients including
engineers and managers can access real-time information,
query for specific data and make decisions by GUI
(Graphic User Interface). Since power plant information is
storaged in operation&transmission layer and data access
interfaces have been provided, different applications such
as Win32 applications, Web services and C/S databases
can conveniently be realized, which communicate with the
operation& transmission layer through LPC (Local Process
Call), RPC (Remote Process Call) and Socket. Also
HTML, Script, ActiveX and COM technologies are utilized
in the layer with the recent development of the
Internet/Intrant/Infrant. In B/S (Browse/Server) mode, Web
servers offers the information services to clients with the
processed data in the form of Web pages by accessing
databases. And clients can view the information of power
plants with a Web browser instead of many complicated
applications. For example, an electric power engineer
requesting the rotate speeds of some motors opens the
homepage for the subject by Internet Explorer and inputs
the requests to send to Web servers. Then Web servers for
motors can query from real-time databases and offer results
to the engineer.

OPC SERVICE GATE

In order to connect different subsystems, OPC service gates are
employed in the distributed monitoring system. In the section,
OPC technology is introduced and the implement and the
application of OPC service gate are researched.

@

)

OPC Technology

OPC is a kind of technology criterion to solve the
communication problem between field management and
process control management [7][8]. And it offers a type
of standardized communication mechanism for process
control management ends to achieve field data. What is
more, OPC technology prevents software from depending
on specific hardware, which simplifies the development
process of control systems.

Based on COM/DCOM technology, OPC adopts
client/server mode for its architecture. And it defines field
data acquisition ends as OPC servers and regards other
ends accessing the data as clients. Furthermore, OPC
encapsulates the communication criterions of specific
hardware and offers uniform OPC interface for clients.
Then the kernel of OPC technology is red-time data
access interface (RDAI) and it distinguishes
hypersensitive real-time data from common real-time
data. OPC formulates a series of criterions such as the
Alarm& Event Interface for hypersensitive real-time data,
the Historical Data Interface for trend display, history
analysis and report, OPC Security criterion, OPC batch
criterion, OPC Data Exchange criterion and so on. And
Fig 3 shows the architecture of OPC interfaces.

Service Gate

According to as above, OPC service gates are researched
and applied in the distributed monitoring system for
power plants. Hypersensitive data such as fault
information, transnormal voltage signals and so on is
distinguished and transmitted to superior layers by OPC
service gates. For example, an electrical machine with a
deviant rotate speed will be transpired through field
sensors and AD by OPC service gates. Then OPC service
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gates alarm RTIS and storage alarm&event information
to real-time databases.

Security
Interface Genera Interface XML Interface
]
Security |
Automatic [ | |
Interface Real-time
DataAccess Alarm& Event Historical Data
| Interface | Interface Access |nterface
Real-time Alarm& Event Historical Data
DataAccess Automatic Access
Automatic Interface Automatic I nterface]
Interface
Batch Data Exchang
Interface Interface
Batch Data Exchange
Automatic Automatic
Interface Interface

Fig.3. The architecture of OPC interfaces

For the transparent position and plug and play properties of
OPC, the number of OPC servers providing information
for the system is flexible. When a new device enters into
the system, OPC service gates enroll it into the object table
and automatically configure the communication parameters
of the new object. Then the new device can be certificated
by the system and it can communicate with others through
OPC service gates. In the system, the structure of OPC
service gates consists of server object, group object, item
object, data storage areaincluding Card 1D, Equipment 1D,
Value, quality and so on, and communication interface and
the structure isillustrated in Fig 4.

| OPC Client | | OPC Client | | OPC Client |
OPC Interface |
T DataArea
Server Object Datal
Group Object Data2
Communication -
Interface ltem Object | —  Data3

4.

L

Communication Cards including
Ethernet
Rs232/RS422/RA485

Fig.4. The structure of OPC service gate

KEY TECHNOLOGIES

Except for OPC technology, the distributed monitoring system

for

power plants also employs other technologies to solve

problemsincluding reliability, real-time and so on.

)

Real-Time

In power plants, field signals must be transmitted to
superior layers and processed in limited periods. In
Ethernet networks, CSMA/CD communication mode is
adopted for communication mutual exclusion. Based on
the communication mode, TCP/IP is ever prevented from
industrial  communication for its long delay and
randomicity. In the system, system model based on OPC
technology utilizes two methods to solve the problems.

@)

©)

One method is virtual token technology, and another is
multi-thread technology.

In OPC service gates, many server objects is registered in
a server table. In order to limit the response delay in a
specific period, the number of registered objects must be
restricted to guarantee the light load of Ethernet networks.
Furthermore, a virtual token is employed to permit server
objects to communicate through communication channels.
In each OPC service gate, a virtual token scheduler is
located, which is responsible for sending tokens to
registered objects in limited delay. When an object
receives a virtual token, it employs exclusive channels to
communicate with others. Also multi-thread technology
is employed to ensure system red-time. OPC service
gates endow each server object with two threads
including monitoring thread and receive/send thread.
Monitoring thread is responsible for waiting for
information requests coming from others. When a request
is received, the monitoring thread will transmit it to the
receive/send threads and wait for the next request. Then
the receive/send threads insert information data received
into the data buffer

area. Fig.5 illustrates the real-time communication model
with the two methods.
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Fig.5. Virtua token and multi-thread

Reliability

In the system, Socket programming is employed for
TCP/IP communication. Socket is classified as two kinds
including SOCK_STREAM and SOCK_DGRAM. And
the first is link-based with TCP protocol and the second
is nonlink-based with UDP protocol. TCP protocol
communication is based on virtual channel and it can
prevent data transmission from disorder, repetition and
loss. What is more, TCP protocol asks both
communication sides to cooperate with each other to
make a link, which guarantee the link to be reliable.
Furthermore, TCP protocol utilizes dliide window
mechanism to ensure transmission efficiency and to
prevent networks from congestion. For these advantages,
we employ TCP protocol to connect distributed server
objects in the system. For example, a device such DCS
data processor unit is registered in an OPC service gate
with a TCP link. When the device breaks down, the link
is destroyed and the OPC service gate can detect the fault
and give an alarm. It is link-based communication with

TCP that improves the rdliability of distributed
monitoring systems.
Others
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In distributed systems, all monitoring nodes have been
endowed with uniform |P addresses. Though many
devices are nonEthernet-based, net address transform
(NAT) technology is widely utilized to translate specific
addresses into IP addresses through address transform
tables in OPC service gates. Furthermore, long data
packages are usually divided into short data frames and
transmitted in communication networks. In order to
guarantee the correctness of data, cyclic redundancy
check (CRC) method is employed to check received data

The quality of services (QOS) is realized to ensure
real-time and reliability of the system. Each message in
the system is endowed with a priority according to its
real-time and requirements. OPC service gates classify
the messages and transmit them referring to their
priorities, which guarantee that hypersensitive real-time
data can be transmitted in time. For example, OPC
service gates receive the configuration information of
FCS and the darm&event message of a DPU. Usually,
alarm& event messages have high priorities. Then OPC
service gates reprieve the configuration and transmit the
alarm& event message immediately.

5. CONCLUSIONS

Distributed monitoring systems for power plants integrate
power electronic technology and 3C technology (Computer,
Communication and Control technology). And they can
provide real-time, reliable and exact to field engineers and
managers. The system presented above is realized with many
advanced technologies such as OPC technology, token
technology and so on. Furthermore, it has been working well,
and plays an important role in power plants.
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ABSTRACT

In many of the application areas for reasoning about
knowledge, it is important to reason about the possibility of
certain events as well as the knowledge of agents. This paper
presents a graded method for reasoning about knowledge
which allows us to say that, to what extent an agent knows an
event at a given point (M,S) .And some properties about this
type of graded methods are discussed.

Keywords: Reasoning About Knowledge, Kripke Structure,
Graded Reasoning.

1. INTRODUCTION

Reasoning about knowledge has become an active topic of
investigation for researchers in such diverse fields as
philosophy[1],economics[2] and artificial intelligence[3] in
finding natural semantics for logics of knowledge and belief.
Recently the interest of theoretical computer scientists has
been sparked, since reasoning about knowledge has been
shown to be an useful tool in analyzing distributed systems
(see [4-13]for an overview and references).The standard
approach to modeling knowledge, which goes back to
Hintikka!',is in terms of possible worlds. The intuitive idea is
that besides the true state of affairs, there are a number of
other possible states of affairs, or possible worlds. Some of
these possible worlds may be indistinguishable from the true
worlds to an agent. An agent is then said to know or believe a
fact ¢ if ¢ istrue in all the worlds he consider possible. In

many of the application areas for reasoning about knowledge,
it is important to reason about the possibility of certain events
as well as the knowledge of agents. Fagin and Halpern provide
a model for reasoning about knowledge and probability
together!',the language of the model is powerful enough to
allow reasoning about high-order probability. Moreover
Halpern studies the probabilistic algorithmic knowledge which
characterizes the information provided by a randomized
knowledge algorithm when its answers have some probability
of being incorrect!*.

Recently, different methods for graded reasoning in
propositional logics have been proposed and studied
(see[16-21] and their references), in this paper, we are going
to merge some ideas provided in ref.[17] by Wang into
reasoning about knowledge so as to obtain a graded
mechanism for reasoning about knowledge.

The rest of this paper is organized as follows. In section 2, we
review Kripke structure and the axiom system S5, In section 3,
we give a graded method for reasoning about knowledge and
some of its properties are discussed. We conclude in section 4.

* Supported by the National Natural Science Foundation of China
under Grant No.10331010 and the Outstanding Youth Foundation
of Lanzhou University of Technology.

2. THE STANDARD KRIPKE MODEL FOR
KNOWLEDGE
In this section we briefly review the standard S5,

possible-worlds semantics for knowledge. The reader is
referred to Halpern and Moses[1992] for more details.

In order to reason formally about knowledge, we need a
language. Suppose we consider a system consisting of n
agents, creatively named 1,2,---,n .For simplicity, we assume
these agents wish to reason about a world that can be
described in terms of a nonempty set @ of primitive
propositions, typically labeled p;,p,,--- .These primitive
propositions stand for basic facts about the world.(For
distributed systems application, these will typically represent
statements, such as “The value of x is 0”;in natural language
situations, they might represent statements of the form “It is
raining in London.”) We construct more complicated formulas
by closing off @ under the Boolean connectives — , A,
and the modal operators K;, for i=12,---,n(where K¢

is read “agent I knows ¢”). Let L,(®P) be the set of
formulas that can be built up starting from the primitive
propositions in @ , using conjunction, negation, and the
modal operators. For convenience, we define true to be an
abbreviation for the formula PV —P, where P is a fixed

primitive proposition. We abbreviate —i¢rue by false.

We give semantics to these formulas by means of Kripke
structures[Kripke,1963],which formalize the intuition behind
possible worlds.

Definition 2.1[5] A Kripke structure M for knowledge(for
n agents) is a tuple (S,7,Ry,---,R,) ,where S is a set of
states, 7(S) is a truth assignment to

propositions of ® for each state seS (ie,
7(S)(p) e {true, false} for each primitive proposition p € ®

the primitive

and state Se€S )and R; is an binary relation on S ,for
i=12,---,n . The R; relation is intended to capture the
possibility relation according to 1 :(S,t) € ®; if in world

S agent I considers world t possible.

We now define what it means for a formula to be true at a
given state in a structure. We define the notion (M,s) F

@ ,which can be read “¢ is true at (M,s)” or “¢ holds at
(M,s) . The |= relation can be defined by induction on the
structure of ¢ as follows:

1  (M,s) |= P iff z(s)(p)=true.(pe®).

(i M,s) F —p iff  (M)s) |#
(iiiy(M,s) Fory iff (M,s) o and (M,s) Fy .
(iv) (M,s) EKjp iff (M,t) o for each t such that
(s,t)e N; .

4
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The last clause in the above definition captures the
intuition that agent 1 knows ¢ in world (M,s) exactly if

@ is true in all states that agent | considers possible. Let

M{,St (D) ( Mrrft for short) be the class of all Kripke structures

for n agents over @ where the possibility relations are all the
equivalent relations.

Definition ~ 2.21  Given a
M :(S,ﬂ',mla"',mn),
we say that a formula ¢ isvalidin M ,and write M |=(o,if

structure

(M,s) |=(p for every state S in S ,and say that ¢ is
satisfiable in M if (M,s) fg for some S in S.We say
that a formula ¢ is valid ,and write |=(o, if it is valid in all

structures, and it is satisfiable if it is satisfiable in some
structure.

We are often interested in characterizing by an axiom system
the set of formulas that are valid. An axiom system AX is said
to be sound for a language L with respect to a class M of
structures if every formula in L provable in AX is valid with
respect to every structure in M. The system AX is complete for
L with respect to M if every formula in L that is valid with
respect to every structure in M is provable in AX. We think of
AX as characterizing the class M if it provides a sound and
complete axiomatization of that class.It is well known that the
axiom system S5;, consists of the following set of axioms and
inference rules:

K1. All instances of propositional tautologies

K2.(KigrKi(lp=y) = Ky .

K3.Kip=¢.

K4. K|¢ = Ki K|¢J .

KB5. —|K|¢ = Ki_‘Ki¢ .

R1.From ¢ and ¢ =y infer y.

R2.From ¢ infer Ki¢ .

Where i=1,---,n.

Theorem 2.3[5] S5, is a sound and complete axiomatization

: rst
with respectto Mp™ .

We remark that this axiom system for the case of one agent
has traditionally been called S5, which has been proved
particularly useful in distributed systems application.

3. METHOD OF THE GRADED REASONING
ABOUT KNOWLEDGE

In this section, we will introduce the idea of grading
knowledge and executing approximate reasoning by using the
graded knowledge. We will capture the graded knowledge by
introducing the definition of the extent that agent i knows

@ at (M,s) . According to the definition of the semantic of
Kje insection 2, we have that

(M,s) EKjp iff (M.t) Fo (3.1)
foreach t suchthat (s,t) e R;.

That is to say, agent I knows ¢ at (M,s) if ¢ istrueat
all the worlds that agent i considers possible in world S .In

another word, ¢ is a knowledge of agent I atthe state S
in the structure M if ¢ is true at all the worlds that agent
I considers possible in world S . We will introduce the
notion of “the extent that agent I knows @ to capture to
what extent agent I knows ¢ .Define

Ri(s) = {t](s,) e Ry} (3-2)

TS (@) ={teR;(s)|(M.1) Fo} (3.3)

Remark 3.1 Because in most practical application areas, there
are only finite many states that agent I considers possible at
any given state Se€S ,hence, we only consider, in the
following, the case that «,(s) is a nonempty and finite set

foreverys eSS ,i.e.
0 < |g;(s)l<+0 (3.4)
Where | R;(s) | is the cardinality of R, (s) -

Definition 3.2 Suppose that ¢ € L, (D), Let

wis(@)= [T ()] /\sRi(s)l (3.5
w;s(p) is called the belief degree of agent I wrt. ¢ at
state S .

Proposition 3.3 Suppose that ¢ € L, (®) then

() @is(p)=1 ifandonlyif (M,s) |=Ki(p,

(i) wjs(p)=0 ifandonlyif (M,s) |=Kiﬁ(p.
Proof. (i) Assume that (M,s) EKjp, ie. (M,t) Fo holds
for each t such that (s,t)e R; ,thus TS (0) = R; (5) it
follows from (3.5) that ;¢(@)=1.Conversely, assume that
w;s(p) =1, by (3.5) we have that |Tis (@) 1=l R;(s) |,therefore
T (@) =R (s) ,hence it follows from (3.2),(3.3) and (3.1) that
M,s) EKip.

(i) (M,s) EKj—g iff (M,t) F—¢ holds for each
t such that (s,t)ye ®; iff (M,t)[#¢ for each T such
that (s,t)e R iff TS(p) = 18} iff | T5(p) | =0 iff
i s(p)=0.

Proposition 3.4 Suppose thatp € L, (D), then

i s (—9) =1- wjs(p).
Proof. Since (M,s) f—@ iff (M,s) [#¢, so it is easy
to verify that

Te (@)U T (=9) = Ri(s)

and
T (@ T (=) = ¢
Hence we have that
(R FITE (@)U T (=0 |
=T (@) |+ [T (=)l (3.6)

It follows from (3.5) and (3.6) that
@ s(—p) =1- w;5(9) .
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Proposition 3.5 Suppose that ¢,y € L, (®), then
@i s (P AY) + @i s (P A=Y) = 05 (@) .
Proof. Firstly, it is no hard to prove the following facts by
using (*)(iii) and (¥ )(ii) respectively:
T (@ A=) =T (@) N T (my) and
TP (@A) =T (@) N T ()
TPV T (=y) T Ri(s) and TE@) N TP (—y) = ¢
Hence we have that
TP (@ A=) UTE (@ AY)
=T (@NTE )Y [T (@) N TE W)
=TE (@[T GO TEW) =T (@) N Ri(s)
—TS(0) »
T (@ A=) NTE (@ Ap)
=T @NT (N0 T (@) NTE W)
=T (@) N ([T (=) N T )
= ¢ (3.8)
As can be seen from (3.7) and (3.8) that
T2 @ A=p) FITE (@ Ap) ]
AT @A) UTE (@A)
T @A) T @A AT @] (39
Hence it follows from (3.9) and definition 3.2 that
@i s(PAY) + i s (P A=Y) = wjs(9) .

Proposition 3.6 Suppose that ¢, € L, (®), then
@i s (P AY) + o s (9 Vv Y) = o s(9) + wj s (W)
Proof. Since
(M) Foay iff (M,t) e and (M,1) Fy,
(M) Fovy iff (M,s) o or (M,1) Fy,
hence it is easy to see that
TP (@A) =T (@) NTE (v)
and
T ovy) =T (@) UT )
and therefore
T v FTE @ uTE )|
AT @ T HTE (@) A TE )|
AT (@) FITE ) HTE (0 Ay | (3.10)
It follows from (3.10) and definition 3.2 that
@ (P AY) + @i s (P V) = 0 s (@) + @i s (W).

Proposition 3.7
Wis(p)2a,ois(p—>y)2pthen

wjsW)za+pf-1.
Proof. Assume that @; (@) 2 @, wj (¢ — ) 2 B then it

Suppose  that ¢,y eL,(®) , if

follows that

TS (@22 IR, (5)I [T (@ > )2 BIR;(s5) |-
Let G=T15(p) N T(p > v)» then G < 7.5 (y) In fact, if
teG ,then both (M,t) Fo and (M,t) Fo—>y hold,
hence (M,t) |=1// holds and therefore te T () .Since

1%,(5) |1 21T (@) Y T (0 > p) |
=) T ITE (@ - w) HG T,
hence we have that
T W) 121G
ZIT3 () |+ 1T (0 > ) 9% () - (3.11)
It follows from (3.11) and Definition 3.2 that
o sp)za+pf-1.

Corollary 3.8  Suppose that ¢,y el (®) , if

wis(@) =1, 0i5(p > y) =1 thenwjs(y)=1.

Definition 3.9 Let ¢ be a formula in L, (®) ,{ be a state
in S. We call ¢ a knowledge-generalized formula with
respect to t for agent I if (M,t) |=Ki(p holds whenever
(M,t) o holds.

Definition 3.10 Let ¢ be a formula in L,(®),S be a
given state in S, S is said to be a knowledge-generalized state
with respect to ¢ for agent iif ¢ is a
knowledge-generalized formula with respect to each state {
in R, (s) for agent i

Proposition 3.11 Suppose that ¢ € L, (®), then
@i s (Kijp) < @i s (9).
Proof. It only needs to prove that TS (Kip) < T (p) In fact,

if te T (K@) s ie. te R;(s) and (M,t) |=Ki(p,since
R;is an equivalent relation and hence R;is reflexive ,so
(t,t) € R; ,then it follows that (M,t) |=(p,i.e. te Tis(go) ,as

desired.

Proposition 3.12 Suppose that p € L, (®), if the state S isa
knowledge-generalized state with respect to ¢ for agent i,
then
wi,s(KW) = Wjs (9).

Proof. By proposition 3.11, we only need to prove
that wjs(9) < @;s(Kjp) , and it suffices to prove
thatTiS((p) c T (Kip) - If te T (@) then te R; (S) and
(M, t) |=go.Since S is a knowledge-generalized state with
respect to (0 for agent I ,hence it follows from Definition
3.10 and definition 3.9 that (M,t) |=Ki(p holds for each
te ®(s) sthus te T (K@), 88 desired.

Suppose that ' < L, (@), we denote by D(I') the set
of all T — conclusions in the following.

Proposition 3.13 Suppose thatI" < L, (®) ,and
@js(p) 2a holds for every ¢ € I' and v is a
I'— conclusion of length N ,if the state S is a
knowledge-generalized state with respect to each ¢ € D(I')
for agent I, then

o s(y) 2Up(a-D+1, (3.12)
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where [{, is the n-th term of the Fibonacci sequence, i.e.

. :L[Hw/ﬂn_ 1 [nﬁ]‘ n=12,---

Js|o2 5|2
Proof. A Fibonacci sequence is a sequence Uy,U,,---with
Uy =up=1and satisfying U, +U, ., =U,, (n=12,-) .In

case N =1,it follows from the fact that either w eI or
Y/ is an axiom that @;s(y) 2a =Uj(a—1)+1 holds, ie.
(3.12) holds for n=1. Assume that (3.12) holds for
everyn<k,y is a I'—conclusion of length N+ 1and the
deduction sequence iS @,¢,,..,¢,w. It only needs to
consider the case that w ¢’ and y is not an axiom and
then we need only to consider the following two cases:

(1) There exist ¢; and ¢ (j,I<k)such that ¥/ is
deducted from ¢; and ¢ by using rule of Modus Ponens.
Say I<j and ¢ j =@ — y It follows from the induction
hypothesis that

wis(p)zu(a-D+1zu(a-D+1,
ojs(pj)zujla-D+1zu(a-D+1.
Hence we get from Proposition 3.7 that
;5 (¥) 2 0 s (@) + 0 5 () -1
U (=D +ug(a-D+1
= Uy (@-1+1
i.e. (3.12) holds for n=k +1.

(ii) There exist ¢; (j<k) such that y is obtained

from ¢; by using the rule of Knowledge Generalization, i.e.

y =K;pj . Since the state S is a knowledge-generalized

state with respect to each ¢; € D(I') for agent i, it

follows from Proposition 3.12 and the induction hypothesis

that

@i s (W) = 05 s(Kjpj) = 0 5(9j)
Sup(@—D)+12 U (@—1)+1

i.e. (3.12) holds for n=k+1.This completes the proof of

Proposition 3.13.

4. CONCLUSIONS

The goal of this paper is to provide a graded method for
reasoning about knowledge which allows us to say: to what
extent an agent knows an event at a given state S , under a
given Kripke structure M .we consider the graded reasoning,
in this paper, only at a given state under a given structure. In
many practical applications, we need to define the extent that

an agent | knows an event ¢ ata given structure M , or

the extent that an agent | knows an event ¢ ,all these above
issues we will discuss in the next paper.
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