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PREFACE 
The DCABES is a community working in the area of Distributed Computing and its Applications in Business, Engineering, and 
Sciences, and is responsible for organizing meetings and symposia related to the field. The DCABES 2007 is the Sixth 
International Conference on Distributed Computing and Applications for Business, Engineering and Sciences held on 14-17 
August 2007 in the Three Gorges, Yichang, Hubei, China. It is the third time for the DCABES international conference to be 
organized by School of Computer Science and Technology, Wuhan University of Technology. 
 
As in previous conferences, the DCABES intends to bring together researchers and developers in the academic field and 
industry from around the world to share their research experience and to explore research collaboration in the areas of 
distributed parallel processing and applications.  
 
In recent years, more and more attentions have been put on to the distributed parallel computing. I am confident that the 
distributed parallel computing will play an even greater role in the near future, since distributed computing resources, once 
properly cooperated together, will achieve a great computing power and get a high ratio of performance/price in parallel 
computing. In fact the grid computing is a direct descendent of the distributed computing. 
 
We are gratified that the DCABES 2007 has received more than 500 papers submission，which cover a wide range of topics, 
such as Grid Computing, Mobile Computing, Parallel/Distributed Algorithms, Image Processing and Multimedia Applications, 
Parallel/Distributed Computational Methods in Engineering, System Architectures, Networking and Protocols, Web-Based 
Computing & E-Business, E-Education, Network Security and various types of applications etc. 
 
All papers contained in this Proceedings are peer-reviewed and carefully chosen by members of Scientific Committee and 
external reviewers. Papers accepted or rejected are based on majority opinions of the referees. All papers contained in this 
Proceedings give us a glimpse of what future technology and applications are being studied in the distributed parallel 
computing area in the world. 
 
I would like to thank all members of the Scientific Committee, the local organizer committee, the external reviewers for 
selecting papers. Special thanks are due to Professor, Dr. Choi-Hong LAI, who co-chaired the Scientific Committee with me. It 
is indeed a pleasure to work with him and obtain his suggestions.  
 
Also sincere thanks should be forward to Mr Tsui Y M Thomas, Chinese University of Hong Kong, Professor Xu W.B., Southern 
Yangtze University for their enthusiastically taking part in and supporting the DCABES conference. 
 
I am also grateful to Prof. Souheil Khaddaj, Kingston University, London, UK.; Prof. V.P. Kutepov, Moscow Power Engineering 
Institute (Technical University), Russia; Prof. A J Davies, University of Hertfordshire, UK; Prof. Xiao-ChuanCai, University of 
Colorado at Boulder, USA; Prof. Choi-Hong Lai, University of Greenwich, London, UK for their contributions of keynote 
speeches in the conference. 
 
Sincerely thanks should be forwarded to the Natural Science Foundation of China (NSFC), the China Ministry of Education 
(MOE), without their supports the DCABES 2007 could not be held in China successfully. We would also like to thank the WUT 
(Wuhan University of Technology, China), the National Parallel Computing Society of China (NPCS), the ISTCA (International 
Science and Technology Cooperation of Hubei Province, China), and the CAA (Computer Academic Association of Hubei 
Province & Wuhan Metropolis, China) for their supports as local organizers of the conference.  
 
Finally I should also thank A/Professor Jian Guo for his efforts in conference organizing activities. The special thanks also 
should be given to my graduate students, Mr. Shadi Ibrahim for the conference website design, Mr. YeTian Li, Liang Huang 
and ZhiChao Yan for their efforts in organizing activities. It also should be mentioned that my graduate students, Mr YeTian Li, 
Liang Huang, HaiXiong An, Ms LiangLiang Wang, Yang Yang, Lin Chen, PengPeng Duan, Mr. YongQin Jia, Zhen Zhou, 
YuZhong Chao of the grade 2005; Mr. ZhiChao Yan, Peng Cui, Ms JuanJuan Zhao, Mr. Lin Hu, Wei Tang, GuangYou Zhou, 
YiFan Huang, Fan Yang of the grade 2006 spent a lot of time and efforts typesetting the proceedings. Without their help the 
proceedings could not looks so good. 
 
Enjoy your stay in Three Gorges of the Yangtze River, China. Hope to meet you again at the DCABES 2008. 
 

 
 
 
 
 
 
 
Guo, Professor Qingping 
Chair of the DCABES2007 
Dept. of Computer Science 
Wuhan University of Technology 
Wuhan, China 
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ABSTRACT 
 

In most processes for the solution of parabolic diffusion 
problems the time derivative is handled using a finite 
difference approach. An alternative approach is to use the 
Laplace transform in time to obtain an elliptic problem in the 
transform space. The resulting problem may be solved using 
any appropriate elliptic solver. The Laplace transform 
approach provides a natural time domain-decomposition for 
diffusion problems and may be used for both linear and 
non-linear problems. 
 
Keywords: Laplace Transform, Time Domain-Decomposition, 
Diffusion Problems. 
 
 
1. INTRODUCTION 
 
Diffusion processes are used to model a variety of problems in 
engineering and physical science. Such models occur in heat 
transfer [1] [2] and mass transfer [3]. More recently such 
equations have been used to model situations in biological 
science [4] and finance [5]. We shall consider only problems 
defined in a two-dimensional region, Ω , bounded by the 
closed curve Γ  and described by the partial differential 
equation 

 ( )2 1 , , inuu h x y t
tα

∂
∇ = + Ω

∂
 (1) 

subject to suitable boundary conditions on Γ  and an initial 
condition of the form ( ) ( )0, ,0 ,u x y u x y= . Eq. (1) is often 
called the diffusion-reaction problem [6]. 
 
The simplest finite difference method for the time derivative 
in equation (1) yields an elliptic equation of the form [7] 

 ( ) ( )2 1 11 , , ,k k k k
kU U U f x y t U

tα
+ +∇ = − +

Δ
 (2) 

and many authors have used Eq. (2), or a variation, for the 
solution of linear, non-linear and coupled problems [8] [9]. 
 
An alternative to the finite difference approach is to use the 
Laplace transform and a detailed description may be found in 
references [10] and [11]. 
 
Suppose that  

 ( ) ( ) ( )
0

, ; [ , , ] , ,tu x y u x y t e u x y t dtλλ
∞

−≡ = ∫L  

is the Laplace transform of u, then Eq. (1) becomes 
 ( )2 , ;u b x y λ∇ =  (3) 

where ( )0
1b u u hλ
α

= − +  and [ ]h h= L . If h is a 

non-linear function then particular care is required for the 
Laplace transform and we shall describe the approach in 
Section 2. Eq. (3) may be solved by any suitable elliptic solver 
to find an approximation, U , to u . The difficulty associated 
with the Laplace transform approach is the inversion of U  to 
find U, the approximation to u. For diffusion problems the 

Stehfest inversion method [12] has been shown to provide 
excellent results [11]. The method was first used with a finite 
difference solver [13] then with a finite element solver [14] 
and a boundary element solver [15]. The Stehfest method for 
the numerical inversion is given as follows: 
Choose a discrete set of transform parameters 
 l n 2 1 , 2 , , (  e v e n )j j j M M

T
λ = = …

 

then  
 ( ) ( )

1

ln 2, , , ;
M

j
j

U x y T w U x y
T

λ
=
∑�  (4)  

with 
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( ) ( ) ( ) ( )( )

( ) 22
2
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2

min ,

[ 1 ] 2

2 !
1

! ! 1 ! ! 2 !

MM
M

j
j

j M
k j

k k
w

k k k j k k j
+

= +

= −
− − − −∑  

The attraction of the Laplace transform approach is that we 
obtain the solution at time T without the necessity for 
intermediate values as required by the finite difference method 
and this gives an inherent domain-decomposition approach [16] 
[17] [18]. Also, there is no stability problem as there is 
associated with the finite difference method [19]. 
 
 
2. THE LAPLACE TRANSFORM BOUNDARY 

ELEMENT METHOD 
 
The boundary element method is now well-established as a 
solver for elliptic boundary-value problems [20] [21[ [22]. The 
essence for the approach is to replace the partial differential 
equation boundary-value problem by an equivalent integral 
equation. Frequently this integral equation is defined on the 
boundary thus reducing the number of space variables. The 
technique requires a fundamental solution [23] and the use of 
Green’s theorem to obtain the integral equivalent of equation 
(3) as 
 * * * 0i i ic u q ud u q d bu d

Γ Γ Ω

+ Γ − Γ + Ω =∫ ∫ ∫  (5) 

where i is some fixed point on the boundary, uq
n
∂

=
∂

 and 

* 1 ln
2

u R
π

= − , the fundamental solution for the Laplace 

operator, 2∇ . The boundary, Γ , is divided into a number of 
elements defined by a set of N nodal points and a relationship 
is set up between the unknown nodal values jU  and  jQ . If  

0b ≡  then the domain integral in Eq. (5) is zero and the 
problem is defined only on the boundary. If 0b ≠  then the 
domain integral may be transformed to a boundary integral by 
the use of the so-called dual reciprocity method [24]. In this 
approach we introduce a further set of L internal points and the 
function ( ), , ;b x y u λ  is expanded in terms of a set of 
interpolation functions as 
 ( )

1

N L

j j
j

b f Rα
+

=
∑�  (6) 

The functions in Eq. (6) are usually taken from the family of 
radial basis functions [21]. The values of the coefficients jα  

are found by collocation at the N L+  points. The functions, 
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jf , are chosen in such a way that they may be related to 

particular solutions, ˆ
ju , of Poisson’s equation, 2 ˆ

j ju f∇ = . 
 
The effect of the dual reciprocity approach is to obtain a 
system of algebraic equations of the form  
 − =HU GQ R  (7) 

where the vectors U  and Q  contain both the unknown 

values of U  and Q  and the known values according to the 
prescribed boundary conditions. For properly-posed problems 
[25], at each point on the boundary only one of iU  or iQ  
can be specified and we have in Eq. (7) an N N×  system 
comprising N unknowns which may be written in the form 

=Ax y  [11]. 
 
For the transformed Eq. (3) the unknown u  occurs in the 
domain function, b, and so the vector R in Eq. (7) also 
depends on the unknown vector U . The details of the dual 
reciprocity method lead to a relation of the form 

1 2= +R R R U  where 1R  and 2R  are vectors which 
depend only on the geometry and once again we have a linear 
system of the form =Ax y  [11]. 
 
Non-linear problems require a linearisation prior to the use of 
the Laplace transform and Zhu [10] suggests a variety of 
approaches. The approach which has been found to be 
successful is a direct iteration approach in which we write Eq. 
(1) in the form 

 ( )2
1

1 , , ,m
m m

uu h x y t u
tα −

∂
∇ = +

∂
  

and use the Laplace transform as described above. The process 
is started with 0mu u=  and iterated in Laplace space until 
convergence to within a suitable tolerance is reached. The 
inversion is then effected in the usual manner. 
 
A natural domain-decomposition for the Laplace transform is 
obtained by associating each time value with a given 
processor and then obtaining the solutions in parallel. 
 
 
3. APPLICATIONS OF THE DOMAIN 

DECOMPOSITION APPROACH 
 
Computational finance  
The Laplace transform approach is attractive because it 
provides an environment in which the solution may be 
obtained at any given time value without the need for earlier 
values. Problems associated with derivatives and options are 
modelled using the Black-Scholes equation [5]. Problems such 
as these in the financial sector are particularly relevant 
because they seek values at one time only, the time of expiry 
of the option [26] [27] [28]. The applications show the 
scalability of the Laplace transform approach and its 
advantage over the finite difference method. 
 
 
Diffusion problems 
The boundary element method has been shown to be very 
well-suited to a space domain-decomposition approach [29]. 
The so-called multipole method is currently very successful 
[30] and these approaches exploit an inherent parallelism in 
the integral formulation of boundary-value problems. 
The versatility of the Laplace transform boundary element 

method was shown using an implementation on a sixty-four 
processor nCube machine [31] where the authors show perfect 
linear speed-up as would be expected because there is no 
inter-processor communication, except for an initial broadcast 
and a final gather of data. It is interesting to compare the 
boundary element solution with a finite difference technique 
in the space variables [32]. The finite difference approach uses 
an iterative technique for the solution of the linear equation 
and the convergence depends on the time, T. Consequently 
speed-up is less than linear as T increases. 
 
Non-linear problems 
Problems with time discontinuities in the data are handled 
very efficiently using the Laplace transform approach [32] 
[33]. Problems involving periodic boundary conditions, 
although strictly not non-linear, exhibit similar properties to 
those for discontinuous data and can be handled in a similar 
manner [34]. The Laplace transform is used to find the 
solution up to the discontinuity and this solution is used as the 
initial value for the post-discontinuity solution. Problems with 
material non-linearisation such as temperature dependent 
thermal properties are also handled effectively [35] [36]. 
 
An interesting non-linear problem occurs in the isotherm 
migration method [37] which is particularly useful for the 
solution of Stefan problems in which we have a moving 
phase-change front. The Laplace transform approach has been 
seen to be appropriate for such problems [38] and may be 
applied in a time domain-decomposition manner. Again the 
approach leads to linear speed-up. 
 
Coupled problems 
Some models of ocean mixing problems involve the 

biharmonic diffusion equation, 4 1 ∂
∇ =

∂
uu
tα

, and this may be 

written as a pair of coupled diffusion problems [39] in a 
similar manner to that for solving coupled electromagnetic 
heating problems [40]. The Laplace transform can also be 
used for such problems. 
 
Hybrid problems 
A recent application of the Laplace transform method has been 
to allow a time domain-decomposition in a hybrid sense. A 
coarse-grained solution is developed over a set of time slabs 
and this solution is used as the initial condition for a 
fine-grained solution in each slab [41]. A finite difference 
scheme is used in each slab and since there is no 
interprocessor communication it yields linear parallel 
speed-up. [42]. 
 
 
4. CONCLUSIONS 
 
The Laplace transform approach provides an excellent time 
domain-decomposition for parabolic diffusion problems. The 
solution is developed at each time-value with no requirement 
for the knowledge of intermediate values thus providing an 
independent set of solutions. The process may be applied to 
linear and non-linear problems. The resulting elliptic problem 
in transform space may be solved using any appropriate solver 
and the boundary element method has been shown to be 
particularly suitable. 
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ABSTRACT 
 

The paper examines various transformation methods and their 
roles in the parallelization of time integration of an unsteady 
problem in science and engineering. 
 
Keywords: Non-linear problems, Parallel and Distributed 
Computing, Time marching 
 
 
1. INTRODUCTION 
 
Many engineering and applied science problems require the 
solutions of nonlinear diffusion equations where the nonlinear 
feature usually comes with the material properties or the 
conductivity.  In the case of unsteady problems a 
time-marching scheme, usually with time step length 
restrictions, is employed in any temporal integration procedure. 
These restrictions are usually due to stability criteria of an 
explicit scheme or the truncation errors of an implicit scheme 
in approximating the temporal derivatives.  Computing time 
of such numerical methods inevitably becomes significant.  
On the other hand fine grain parallelization of time stepping 
becomes difficult and it is almost impossible to achieve a 
distributed/parallel algorithm that is able to yield a 
de-coupling of the original problem.  There are also many 
problems which require solution details not at each time step 
of the time-marching scheme, but only at a few crucial steps 
and the steady state.  Therefore effort in finding fine details 
of the solutions using many intermediate time steps is 
considered being wasted.  Such effort becomes significant in 
the case of nonlinear problems where a linearisation process, 
which amounts to an inner iterative loop within the 
time-marching scheme, is required.  It would be a significant 
save in computing time when the linearisation process and the 
time-marching scheme can both be done in parallel.  The 
main objective of the present work is to remove the time 
stepping and to combine it with parallel/distributed computers. 
 
 
2. TRANSFORMATION METHODS 
 
A number of transformation methods and their relations to the 
possibility of providing concurrency in the solutions of partial 
differential equations are to be discussed at the presentation.  
These transformation methods include the Boltzmann 
transformations, general stretch transformations, Fourier 
transformation, and Laplace transformation.  Several 
examples related to these transformations are discussed, 
including diffusion-convection and image processing 
problems. 
 
The idea of using a Laplace transform is further explored in 
the context of its numerical inverse for nonlinear problems in 
flow through porous media [1] and financial computing [2]. 
This paper examines the idea as a time-domain parallel 
algorithm suitable for nonlinear parabolic partial differential 
equations. It involves two levels of temporal mesh. First the 
numerical solutions of a nonlinear time dependent parabolic 

problems, using the concept of a Laplace transform and its 
numerical inverse, are obtained on a coarser temporal mesh.  
This is essentially an application of the work proposed in [2]. 
The Laplace transform is applied to a linearisation of the time 
dependent non-linear parabolic equation leading to a 
distributed algorithm of solving the resulting set of linear 
differential equations in the Laplace space.  Solutions of the 
non-linear parabolic equation are then retrieved by means of 
an approximate inverse Laplace method. A time dependent 
non-linear parabolic problem is used to illustrate and compare 
the inverse Laplace method and a temporal integration method.  
The novel two-level time-domain is then introduced by 
combining the use of the inverse Laplace method and a 
temporal integration method.  Numerical experiments are 
provided to examine the efficiency and accuracy of the new 
algorithm.  Finally, discussions and conclusions are 
presented.  
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ABSTRACT  
 

Scalability is one of the most important issues in parallel 
computations when the size of the problem is large and when 
the number of processors is large. Domain decomposition 
methods are very useful for the partitioning of a large problem 
into many independent subproblems and for solving the 
problems on large scale parallel computers. The scalability of 
the methods are well-studied for scalar elliptic equations. In 
this work we investigate these methods for solving the coupled 
nonlinear system of equations arising from the discretization of 
multiphysics problems. 
 
Keywords: Scalability, Nonlinear System 
 
 
1.  INTRODUCTION 
 
Many nature and physical phenomena can be simulated on 
computers by solving partial differential equations which 
describe the interplay of the physical variables such as pressure, 
velocity, energy, etc. The physical variables are often coupled 
in the sense that if one of them changes at a given time and a 
point in space other variables change at the same time. 
However, due to the limitation of computing resources, the 
physical variables are often simulated separately using 
techniques such as operator splitting or separation of variables. 
Using such splitting techniques, each field variable is solved 
individually. Subiterations are required between the subsystems. 
The subsystems are easier to solve than the global coupled 
system, but the iterations between subsystems are sequential. 
The focus of this report is to investigate a fully coupled 
approach without splitting the system into subsystems. Such an 
approach is more parallel than the splitting method, but 
imposes a lot more pressure on the linear and nonlinear 
solution methods. We will show that with a powerful domain 
decomposition based preconditioner the convergence of the 
iterative methods can be obtained even for some difficult cases. 
We will report the performance of the algorithms for solving 
three classes of rather difficult problems.  

As the first example, we study the two-dimensional 
steady-state incompressible Navier-Stokes equations in the 
primitive variable form [10]:  
 

{
⎩
⎨
⎧

Ω=⋅∇
Ω=∇+⋅∇−∇⋅

,in    0  
,in    )(2

u
fpuvuu ε                (1) 

 
Where T

21 ),(  uuu =  is the velocity, p is the pressure, v is 
the dynamic viscosity, and  
 

( ) ( )[ ]Tuu u  
2
1  )( ∇+∇=ε  

is the symmetric part of the velocity gradient. 
One of the popularly used techniques is the projection 

method which solves the pressure equation and velocity 
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equation separately. In our approach, the two variables p and u 
stay together throughout the entire computations [3, 13, 14]. 

As the second example, we consider the numerical 
simulation of a magnetic reconnection problem described by a 
system of resistive Hall magnetohydrodynamics equations. The 
system of equations we model can be derived starting from the 
momentum transfer equations. Following [1, 12, 18], we can 
write 

j,VB)VE(

  )V)(V  
V
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2

e

ee
e
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t

nm

ee

e
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for the species of electrons and  

j,VB)VE(
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t
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i

−∇+×++∇−

=∇⋅+
∂

∂             (3) 

for the species of ions. In (2) and (3) the plasma is considered 
to be quasi neutral, ions are singly charged, ion/electron 
number density is n, the resistivity isη , the ion/electron 

viscosity is given by eiv , , E  is the electric field strength, 

B  is the magnetic induction, j is the current density, eim , is 

the ion/electron mass, ,i eV  is the ion/electron velocity, and 

,i ep is the ion/electron pressure. Additionally, we introduce 

          j)VV( ≡− eine .              (4)  
Maxwell’s equations enter the picture via the following three 
equations: 

0,B∇ ⋅ =                 (5) 

0 ,B jμ∇ × =                (6) 

.BE
t

∂
∇ × = −

∂
               (7) 

(2) – (7) provide a full description of the plasma, given certain 
assumptions on eip , . The incompressibility condition 

        
, 0i eV∇ ⋅ =                 (8) 

is added if the plasma is considered incompressible. 
As the third example, we consider an inverse elliptic 

problem [4, 16]: Find the coefficient function ( )xρ  in the 
system 
     ( ) ,

( ) 0 , .
u f x

u x x
ρ− ∇ ⋅ ∇ = ∈ Ω⎧

⎨ = ∈ ∂ Ω⎩

              (9) 

A widely used approach for solving the inverse 
problem is the output least-squares Tikhonov 
regularization method, which formulates the ill-posed 
inverse problem into different stabilized optimization 
problems, depending on the type of data available [7, 15, 
16]. For example, when the measurement of ( )u x  is 
given, denoted as ( )z x , the inverse problem can be 
transformed into the minimization problem: 

 
minimaize ,

2
)(

2
1),( 22 ∫∫ ΩΩ

∇+−= dxdxzuuJ ρβρ    (10) 

which is often referred to as the “ 2L  least-squares problem” 
which is subject to the constraint (9) satisfied by the 
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pair ( , )uρ , and the β -term is called the regularization term. 
The constant β  is the regularization parameter. Instead of 
solving the constraint optimization problems (10), we turn to 
solving the saddle-point problem associated with the 
Lagrangian functional L : 
      21( , , ) ( )

2
L u u z d xρ λ

Ω
= −∫  

                  ( )u f d xρ λ
Ω

− ∇ ⋅ ∇ +∫
      (11) 

                    2

2
d xβ ρ

Ω
+ ∇∫  

Hence the solution to the minimization problem can be 
obtained by solving the corresponding optimality systems: Find 
( , , )uρ λ  such that 

0
( ) ( ) 0

( ) 0.

u
u z

u f

β ρ λ
ρ λ

ρ

− Δ + ∇ ⋅ ∇ =⎧
⎪−∇ ⋅ ∇ + − =⎨
⎪ −∇ ⋅ ∇ − =⎩

             (12) 

With a finite difference discretization for the steady state 
problems or an implicit finite difference for the unsteady 
problem, we obtain a large sparse system of nonlinear 
equations 
        ( ) 0 ,F u =  
which we will solve using inexact Newton’s method: 

1
1 ( ) ( ), 0 ,1, ...k K k k kU U K U F U kλ −

+ = − =               (13) 
Where 

0U  is an initial approximation to the 
solution, ( ) '( )k kK U F U=  is the Jacobian at

kU , and 
Kλ  is 

the steplength determined by a linesearch procedure [8,11]. The 
inexactness of Newton’s method is reflected in the fact that we 
do not solve the Jacobian systems exactly. The accuracy of the 
Jacobian solver is determined by some 

Kη ∈ [0, 1) and the 
condition 

( ) ( ) ( ) .k k k k kF U K U s F Uη+ ≤             (14) 

We use a right-preconditioned GMRES to solve the linear 
system [20]; i.e., the vector ks is obtained by approximately 

solving the linear system 1( ) ( ) ( )k k k k kK E B B s F E− = − , 

where 1
kB− is an overlapping Schwarz preconditioner to be 

discussed in the next section. 
 
 
2. OVERLAPPING DOMAIN DECOMPOSITION 

METHODS 
 
We briefly introduce the multilevel Schwarz preconditioner [19, 
21,22]. The multilevel preconditioner is applicable to general 
linear systems arising from the discretized PDEs on a mesh 
using finite element or finite difference methods. Let 2R⊂Ω  
be a bounded open domain on which a PDE is defined and a 
discretization is performed with a mesh 

hΩ of characteristic 
size h > 0. To obtain the overlapping partition, we first divide 

hΩ  into non-overlapping subdomains jΩ , j = 1, . . . ,NS. We 

then expand each jΩ to 'jΩ , i.e., '
jj Ω⊂Ω .The overlapδ  

> 0 is defined as the minimum distance between 'j∂ Ω  

and
j∂ Ω , in the interior of Ω  . For boundary subdomains we 

simply cut off the part outside Ω . Let H > 0 denote the 
characteristic diameter of { jΩ }. 

Let N  and jN denote the number of degrees of 

freedom associated to Ω  and '
jΩ , respectively. Let N  be a 

N × N sparse matrix of a linear system 
bK P =                (15) 

generated during the Newton iterations. Let d be the degree of 
freedom per mesh point. For simplicity let us assume that d is 
the same throughout the entire mesh. We define the NN j ×  

matrix δ
jR as follows: its d×d block element ( )

21 ,lljR δ  is either 

(a) an identity block if the integer indices dNl j /1 1 ≤≤ and 

dNl /1 2 ≤≤ are related to the same mesh point and this mesh 

point belongs to '
jΩ or (b) a zero block otherwise. The 

multiplication of δ
jR with a N × 1 vector generates a smaller 

jN ×1 vector by discarding all components corresponding to 

mesh points outside '
jΩ . Let ~

jK  be defined as 

( )T
jjj RKRK δδ≡

~ , 

that is, as the jj NN × matrix related to a subdomain problem 
having zero Dirichlet boundary conditions at regions of 

'
jΩ∂ not coinciding with Ω∂ . We assume 

~

jK to be 

nonsingular and denote by ~
1−

jB  either the inverse of or a 

preconditioner for ~

jK . The one-level classical additive 
Schwarz preconditioners for K is defined as [9] 

( ) δδ
δδ jj

TNs

j
j RBRB

~
1

1

1 −

=

− ∑= . 

For the description of multilevel Schwarz preconditioners 
[23], let us use index i = 0, 1, . . . ,L−1 to designate any of the 

2≥L  levels. All previously defined entities using the 
subindex “j” will now use double subindexes “i, 

j”: ji,Ω , '
, jiΩ , jiN , , δ

jiR , , jiK ,
~

and 
~

1
,
−

jiB . All previously 
defined entities using no subindex will now use the subindex 
“i”: 11

,, ,,,,,, −−
iiiiisii BBHNNh δδδ , and iK , with the eventual 

notation KK L =−1 . The L meshes are not assumed to be either 

nested or structured. Let iI  denote the identity operator and, 
for i > 0, let 

1−i
iI : 1−→ ii NN RR  

denote a linear restriction operator from level i  to level 1−i  
and let 

i
iI 1− : ii NN RR →−1  

denote a linear interpolation operator from level 1−i to level i . 
Given the iterate used for the computation of 1−LK , the 

computation of coarse matrices iK  (i.e., 20 −≤≤ Li ) 
proceeds recursively from the finest coarse level 2−= Li  
until the coarsest level i = 0 by simply first restricting or 
injecting the finer iterate and then computing the Jacobian. 
Multilevel Schwarz preconditioners are obtained through the 
combination of one-level Schwarz preconditioners 

1−
iB assigned to each level. Here we focus on multilevel 

preconditioners that can be seen as multigrid (MG) V-cycle 
algorithms [2] having Schwarz preconditioned Richardson 
working as the pre and the post smoother at each level i > 0, 
with 1

,
−

preiB ,pre preconditioning the 0≥iμ   pre smoother 

iterations and 1
,
−

postiB ,post preconditioning the 0≥iν  post 
smoother iterations. In a general MG V-cycle algorithm with 
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2≥L  levels, given the current iterate ( )p for the solution of 

(15), the next iterate is computed as ( ) ( )( )pLbVAp ,,lg1 =+ , 

where the procedure ( )iii ibVA νν ,,lg=  consists of the 
following steps: 
 

if  i = 0 
Solve  000 bK =ν ; 

else 
Smooth iu  times ;iii bvK =  

( )iii
i
ii vKbIb −= −

−
1

1 ; 

( )0,1,lg 11 −= −− ibVAv ii ; 

11 −−+= i
i
iii vIvv ; 

Smooth iv  times iii bvK = ; 
end 

In this report we consider multilevel Schwarz preconditioners 
with coarsest correction computed as 

0
1

00 bBv −= , 

where 1
0
−B  might denote either a Schwarz preconditioner or 

an exact solver. 
When classic Schwarz preconditioners are applied to 

symmetric positive definite systems arising from the 
discretization of elliptical problems defined in ( )Ω1

0H , the 
condition number κ  of the preconditioned system satisfies 

( ) 2//1 HHC δκ +≤  for one-level methods and 

( )δκ /1 HC +≤  for two-level methods, where C is 

independent of h, H and δ . The factor 2/1 H , associated to 
the number of subdomains on the fine level, relates itself to the 
increase on the number of iterations (needed for the exchange 
of information among distant subdomains) with the increase in 
the total number of subdomains. The use of a coarse level helps 
the exchange of information. The necessity of information 
exchange among distant domain regions can be understood 
through the expression of the solutions of elliptic problems in 
terms of Green’s functions: although the solution value at a 
point strongly depends on surrounding values, there is weaker 
dependence w.r.t. the entire domain [21]. Regarding the 
application of two-level methods to indefinite model problems, 
the study in [5] suggests that the coarse mesh needs to be 
sufficiently fine for the multilevel Schwarz preconditioner to 
perform well. 

Theoretically, however, these results may not be directly 
applied to systems of PDEs that are not elliptic. This includes 
the cases mentioned in Section 1. Let l  be the average 
number of linear iterations per Newton step. We then look for 
the following scalability properties when applying a multilevel 
preconditioner: 

 The processor scalability: For fixed h  and δH , is 
not very sensitive to H  decreasing, 

 The mesh size scalability: For fixed H  andδ , l is not 
very sensitive to the mesh refinement. 
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ABSTRACT  
 

The parallel strategy of solving multidimensional tridiagonal 
equations is investigated in this paper. We present detailed 
implementation of an improved version of single parallel 
partition (SPP) algorithm in conjunction with message 
vectorization, which aggregates several communication 
messages into one to reduce the communication costs. We 
show the improved SPP can achieve very good speedup for a 
wide range of message vector length (MVL), especially for the 
problems when the number of grid points on divided direction 
is large. Instead of only using the largest possible MVL, we 
adopt numerical tests and modeling analysis to determine an 
optimal MVL, and even better speedup is achieved. 
 
Keywords: Tridiagonal Equation, Single Parallel Partition, 
Message Vectorization, Message Vector Length 
 
 
1. INTRODUCTION 

 
The tridiagonal system plays an important role in 
computational sciences. A large number of direct parallel 
algorithms for solving a tridiagonal system of equations were 
developed in the past four decades, e.g. the transpose strategy 
[1], the pipelined method [2], and the message vectorization 
[3]. 
 
In terms of generality and simplicity, the so-called P-scheme is 
very attractive for solving a very large system on a parallel 
computer [4]. However, it requires large data transport, which 
takes too much time in communication. Later on a 
modification from Wang’s partition method [5], named Single 
Parallel Partition algorithm (SPP), was introduced in [6]. This 
algorithm leads to a big reduction in data transport, without 
any significant increase of the number of operation for 
executing the complete algorithm. However, it could not 
achieve satisfying speedup compared with the pursuit method 
on a single processor. This is because the computational 
counts of SPP are far more than those of pursuit method. 
 
When many unrelated (or, multidimensional) tridiagonal 
equations are considered, the shortcoming of SPP mentioned 
above can be overcome with the idea of message vectorization 
adopted, which aggregates data sending instead of “one by 
one” sending. Wakatani combined message vectorization with 
his new parallel tridiagonal solver, the P-scheme [3], to solve 
two-dimensional ADI equations with a wide range of problem 
sizes, and the super-linear speedup was observed when the 
size of the problem was 16386×16386. 
 
Although message vectorization has proved useful when 
                                                        
 * This project is supported by NSF of China (G10502054, 

G10432060) and CAS Innovation Program. LY is supported by 
NSF of China (G10476032, G1053108) 

applied to P-scheme, there is still no effort so far to combine it 
with SPP scheme. In this paper, we applied SPP in conjunction 
with message vectorization. Section 2 briefly describes the 
original SPP algorithm, and its computational complexity is 
also presented. Section 3 first provides the implementation of 
SPP with message vectorization, and then presents the 
description of the improved SPP algorithm. In the later part of 
section 3, we analyze the parallel efficiency of the improved 
SPP and its performance on local parallel computers. We have 
found that the best speedup does not correspond to the 
maximum MVL, and the improved SPP is more suitable for 
the problems when the number of grid points on divided 
direction is larger than that of other directions. Conclusions 
are given finally. 
 
 
2. THE ORIGINAL SPP ALGORITHM 
 
2.1 A Brief Description of SPP 
We considere the tridiagonal system of equations of order n: 
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and we consider the situation when there is a unique 
solution x existing for given right-hand side b and nonsingular 
coefficient matrix A. The matrix A is subdivided in p (the 
number of processors available) groups of k rows, and we 
assume n=p*k. All processors have a local memory and the 
data have been spread over the local memories. The local 
memory of each processor contains only the matrix- and 
vector-elements of the k rows of the ith group. 
 
SPP algorithm can be described as follows: 
 
1. Each processor (denote as N0 , N1 , … , Np-1) reads its 

own data. 
2. For Ni, i=0,…, p-2, reduce dik+1 to 1, then eliminate aik+2, 

then reduce dik+2 to 1, and go on until ai, i=2,…, n-k are 
all eliminated;  

3. For Ni, i=1,…, p-1, reduce dik+k to 1, then eliminate cik+k-1, 
then reduce dik+k-1 to 1, and go on until ci, i=k+1,…, n are 
all eliminated. 

4. For Np-1, send a(p-1)k+1 and b(p-1)k+1 to Np-2. For Ni, 
i=p-2,…,1, receive elements sent from Ni+1, eliminate 
a(i+1)k+1 on Ni, reduce the resulting d(i+1)k+1 to 1 using the 
elements of (i+1)kth line, and then eliminate cik+1 on the 
first line. Send the new aik+1 and bik+1 to Ni-1.  

5. For N0, once receiving element ak+1 sent from N1, 
eliminate ak+1 on N0, and then reduce d(i+1)k+1 to 1 and 
eliminate ck. After the communication of data, eliminate 
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ci left on N1,…, Np-2. 
6. For N0, send bk to N1. For Ni, i=1,… , p-2, receive 

elements sent from Ni-1, a(i+1)k, and then send b(i+1)k to Ni+1. 
For Np-1, receive elements sent from Np-2, and then 
eliminate a(p-1)k+1.  

7. When communications are completed, eliminate the 
nondiagonal elements remained on each processor. bi, 
i=1,…, n, are the answers to Eq.(1). 

 
The 2) and 3) parts of the scheme can be readily parallelized. 
 
2.2 Computation and Communication Counts 
The total time (Tsum) for each processor can be expressed as 
following: 

delaysendrecvcompcommcompsum TTTTTT ++=+= ,    (2) 

where Tcomp is the sum of the computation time and Tcomm the 
communication time.  Tcomm can be divided into two parts: 
transmission time (Tsendrecv) and latency time (Tdelay) (e.g., see 
[7]). From [6], we can get the total time on multiprocessors for 
SPP 

( ) ( ) .114161412 2 >−+−+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= ptptpt

p
n

p
nT delaysendrecvcspp

 (3) 

Here, tc is the per-element computational time in a single 
processor, tsendrecv the time to transmit an element between 
processors, and tdelay the latency time for a message passing. 
 
It should be noticed that the total time for the classic pursuit 
method on one computer is 

.5 cpurs ntT =                                     (4) 

It is clear that although the operation counts in SPP are 
smaller compared with other algorithms such as the 
P-scheme[3], they are still larger than those in pursuit method. 
It is hard to reduce the computation time of SPP, so the only 
way to make SPP efficient is to lower the communication 
costs.  
 
 
3. THE BLOCK SPP ALGORITHM 
 
In this section, we will try to use modeling analysis and real 
application on supercomputers to reduce Tcomm on 
multidimensional system. Since the total data to be transferred 
in SPP is very few, Tsendrecv is expected to be very low and 
Tdelay should be reduced to make SPP efficient.  
 
3.1 Message Vectorization 
For multidimensional system, SPP can be applied aggregately 
to several data instead of the “one by one” approach. Several 
data sent in one time can reduce the frequency for message 
passing, and the latency cost can be reduced dramatically. By 
aggregating m data into one message, the communication cost 
for m data is reduced to tdelay+mtsendrecv instead of 
m(tdelay+tsendrecv) [3]. In this paper, we denote SPP with 
message vectorization as the block SPP algorithm. 
 
Without losing the generality, we assume that only one 
dimension of arrays is distributed among processors, and the 
SPP scheme can be implemented in the divided dimension. 
We adopt the general used three dimensional cases as the 
example, and (idm, jdm, kdm) denote the number of points in x, y 
and z coordinate directions, respectively. If x direction of the 
grid is divided across the number of processors, the size of 
message transmitted from one processor to another in one 
communication (MVL) can be from 1 to jdm×kdm. 
 

3.2 Description of Block SPP 
In the following description of program structure of block SPP, 
we assume that the size of the MVL is m and the x direction of 
the grid is evenly divided by p processors: 
 
If 1≤m≤jdm, the processing of block SPP involved is given 
by: 
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When jdm<m≤ jdm×kdm, the procedure is all the same except 
changing the circulation from 
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In the following, we will try to follow the structure of the 
program described above to analyze the parallel character of 
block SPP.  The speedup of a parallel algorithm is affected 
by many factors, and what we are doing here is to simply 
employ an approximate parallel model which has been used 
before in the block pipelined method [2]. 
 
The number of iterations for all the message vectors to be sent: 

m
kjl dmdm ×

= .                                  (5) 

In the data propagation process of the block SPP algorithm, all 
processors except the first one must wait for the data to be sent 
by the previous processor, and the time for the last processor 
to receive the message will be the time for the first processor 
to begin its pth iteration sending. The job is done until all 
processors finish their own iterations. Therefore, the whole 
number of sending iterations throwing off the overlapped ones 
is l+p-1. In general, we can get the total time used for solving 
all jdm × kdm scalar tridiagonal matrix equations in the x 
direction: 

,clbl/a
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ε

ε

⎟⎟
⎠

⎞
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⎝

⎛
−+

−+=
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and 1<ε  is a factor representing the influence of the cache 
hit rate on computational time. For the time being, we assume 
ε is constant. Then there is an equilibrium l that makes Tsum 
minimal: 

.b
alopt =                                       (8) 

Thus we have the optimal message vector length: 

( )( ) )9(.
1pti4t3

tkj2
a
bkjm

cdmsendrecv

delaydmdm

dmdmopt

−+
=

×=

ε

 

The idea of message vectorization gives people the feeling that 
larger MVL will lead to better parallel efficiency. However, 
this is not always the case since normally we have 

( )( ) dmdm
cdmsendrecv

delay kj
ptit

t
<

−+ 143
2

ε
, 

and1< mopt < jdm× kdm.  
 
Moreover, from Eq. (9), we can easily get the following 
conclusions: 
1. For the fixed p and jdm× kdm, mopt is smaller when idm is 

larger.  
2. For the fixed idm× jdm× kdm, mopt is smaller when p is 

larger.  
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3.3 Experiment with the Block SPP and Optimal Message 
Vector Length 

We apply the parallel strategy above with MPI FORTRAN on 
Lenovo DeepComp 1800 cluster. We measure the wall time 
for executing only the x direction sweep. The speedup factor is 
the wall clock time of the pursuit method divided by that of 
the block SPP algorithm in the same resolution. Three 
different kinds of solutions are used: 643, 256×642 and 1024
×642, and the possible values of MVL are from 1 to 4096.  
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Fig. 1. Speedups of the SPP with message vectorization for an 

643 problem. 
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Fig. 2. Speedups of the SPP with message vectorization for a 

256×642 problem. 
 
Table 1. The values of optimal MVL for different resolutions 

and processor numbers. 
 2 Processors 4 Processors 8 Processors

26464×  MVL=4096 MVL=512 MVL=512 
264256×  MVL=2048 MVL=512 MVL=256 
2641024 ×  MVL=2048 MVL=256 MVL=64 
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Fig.3. Speedups of the SPP with message vectorization for a 

1024×642 problem. 
 
From Fig. 1, we can see that although the speedup of the block 
SPP is better than the original SPP without any message 
vectorization (or MVL equals to 1), it is far away from the 
ideal speedup even for the some small-size problems. This is 
due to larger computational complexities of SPP compared 
with the pursuit method. For the 264256×  problem, the 
speedup is only slightly better than that in the 364  problem 
(Fig. 2). 
 
The situation is quite different when idm is larger. For a 

2641024 ×  problem (Fig. 3), we see super-linear speedup is 
achieved for MVL in the range of 2 ~ 4096 on 2 processors 
and 64 ~ 256 on 4 processors. When the size of array is large, 
the effect of the computational complexity is counteracted by 
the improved cache hit rate. Although there is no super-linear 
speedup achieved on 8 processors, the parallel efficiency of 

2641024 × is much better than that of the 264256 ×  problem.  
 
As predicted in the previous subsection, the maximum 
speedup does not always occur at the largest MVL but rather 
at some intermediate MVL. In the case of the 643 problem, the 
optimal MVL is 4096 only in the case of 2 processors. For 4 
or 8 processors, the optimal MVL is 512. In the case of 
the 264256 ×  and 2641024 ×  problems, the optimal MVL 
never appears as the largest MVL. Moreover, as predicted by 
our model, the value of optimal MVL decreases when p 
becomes larger.  In the case of 2641024 × , the value of 
optimal MVL will be divided by four when p is doubled each 
time. 
  
Table 1 shows the relation of p and optimal MVL for three 
resolutions, and mopt is smaller when idm is larger for fixed p 
and jdm× kdm. This also fits the conclusion drawn from Eq. (9). 
Our analyzing model, although simple, is effective in 
explaining the parallel character of our simulations.  
 
Fig. 4 shows the optimal speedup of our code vs. different 
CPU numbers. The values adopted here are the speedup factor 
when optimal MVL is applied for certain P and resolution. 
Good parallel efficiency is obtained with the optimal MVL.  
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Fig. 4. Optimal Speedups. 
 
 
4. CONCLUSIONS 
 
In this paper, we have presented an improved version of the 
SPP algorithm with message vectorization, and demonstrated 
that good speedup for 3D problems could be got with the 
improved SPP scheme. Super-linear speedups can be obtained 
when the number of grids on the divided direction is large 
enough. We have also developed a simple parallel model 
which can forecast the existence of the optimal message vector 
length.  The implement of optimal MVL leads to good 
speedup in our numerical experiment on the supercomputer. 
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ABSTRACT  
 

Parallel verification of programs is a relatively new research 
area. In this paper, we first introduce our modeling approach to 
Hoare’s logic, and then present an algorithm for parallel 
verification. The result indicates: Hoare’s logic and model 
checking techniques can be thoroughly combined within finite 
state automatons. Besides, the obtained model has a potential 
for parallel verification of programs over arbitrary granularity. 
 
Keywords: Program Verification, Parallel Verification, 
Hoare’s Logic, Model Checking, Finite State Automaton. 
 
 
1. INTRODUCTION 
 
Program verification is classically considered difficult and 
resource consuming. To cope with theoretical complexity 
results [1-2], much attention has been devoted in recent years to 
parallel verification techniques and combinations of different 
approaches [3-5]. This paper follows the same direction. It first 
introduces our modeling approach to Hoare’s logic [6-8], and 
then illustrates how to parallelize verification process. Since 
Hoare’s logic and model checking [2, 8-10] are of different 
kinds of formal approaches, this work, as one might imagine, 
helps preserving their advantages. Although there are many 
other works [11-20] dealing with this topic, they differ from 
ours in either methodology or functionality. For instance, our 
work pays more attention to proof reusing and organizing 
methodology. Besides, it also provides a potential for parallel 
verification of programs over arbitrary granularity. Of course, 
this work relies on theorem-proving. 
The paper is organized as follows: We give a presentation of 
related work in section 2. Sections 3 and 4 describe both our 
verification task and method, respectively. Section 5 
demonstrates our approach, and finally section 6 states the 
conclusion. 
 
 
2. RELATED WORK 
 
Recently there has been increasing interest in parallelizing and 
distributing verification techniques [11-16]. Debashis Sahoo et 
al. have shown and explained in [11] why a naive 
parallelization of POBDD-based reachability analysis has no 
significant improvement on verification performance. To 
address this problem, the major concern of their paper is to 
improve the parallelism. The two crucial techniques involved in 
their approach for SMP architectures are early communication 
and partial communication. In [12], Hubert Garavel et al. deal 
with parallel state space construction. Their method can be 
described as two parts: parallel computing of local LTSs and 
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merging of them into a global LTS. Paper [16] is devoted to 
improve verification performance using technique like parallel 
assignments to reduce state space. For example, it first 
compresses single assignments into parallel assignment blocks 
in the circumstance of weakest precondition computations, and 
conducts the abstraction and modeling steps subsequently. Up 
to now, advances in parallel verifications are mainly reported in 
area of model checking. And the properties of interest in these 
approaches are all expressed by some kind of temporal logic.  
For details about model checking, one can refer to [8-10]. 
 
Contrary to them, our work is based on Hoare’s logic. In 
Hoare’s system, a Hoare’s formula is of the form {P} S {Q}, 
where both P and Q are logic formulae, called pre/post 
condition; and S represents a program segment. {P} S {Q} 
means given that P holds, if the execution of S terminates, then 
Q will hold. Hoare’s logic includes 5 proof rules [6-8]. Based 
on them, we can carry out verification. However, we often use 
proof tableaux [8] in place of tree-like proof styles in practice. 
 
Roughly formal verification methods include proof-based 
approaches like Hoare’s logic, Dijkstra’s approach [21] and 
model based checking techniques. The former kind has 
advantage of powerful expressiveness over the latter, but lacks  
automation. For example, “Hesselink”, let’s cite it here from 
[22], “regards Hoare triples as the most adequate way to 
specify systems.” Thus combining theorem proving and model 
checking in a way that preserves their advantages while each 
compensates for the deficiencies of the other becomes a very 
attractive idea. John Rushby, Edmund M. Clarke and Jeannette 
M. Wing, to name only a few, all take sides with this [2, 17].  
There are many works, e.g. [16-20], dedicated to the 
combination of these frameworks. Typical systems are PVS, 
SteP, etc. Bernhard Beckert, et al. proposed and commented on 
several approaches in [19]. These are global abstraction, 
construction, replay, similarity guided methods and his own 
method. Common to all of them is the use of various 
techniques for proof construction. For instance, his method 
relies strongly on what was called the similarity assessment. 
Apparently, this differs from our recent results covered mainly 
in [20] and the present paper. Although we deal with proof 
reusing, our focus are particularly on the proof relating and 
organizing methodology. As one can see in sec.5, once the 
model is established, we can verify programs by checking 
passages possibly within it, and enjoy comforts forever. 
 
In paper [20], we deal with theoretical result. The present paper 
centers on its parallel application. Based on some partitioning 
strategy for verification task, we can easily design a parallel 
algorithm. To our knowledge, our work is the first to combine 
them within automatons [23-24]. Moreover, this approach 
provides a potential for parallel verification of programs over 
arbitrary granularity. 
 
 



DCABES 2007 PROCEEDINGS 15

3. STATEMENT OF TASK 
 
This section will define the verification task, a set TP* of 
Hoare’s formulae, under a closed environment. For the sake of 
brevity, our discussion adopts functional form in place of 
assignment statement. 
 
Definition 1.  A generalized Hoare’s formula (generalized 
formula for short) is of the form: QfP G}{ , where f is a 
program fragment, and  P, Q , called the generalized pre- and 
post-conditions of f, are such sets of logic expressions or 
predicates that for each q∈ Q, there exists at least one element 
p∈ P satisfying {p} f {q} ( a Hoare’s formula, also named as 
an instance of that generalized formula), and vice vesa. 
So, for a given set H of Hoare’s formulas, say {{P1} f {Q1},{P2} 
f {Q2}, {R1} g {W1},{R2} g {W2}}, we can group them in 
accordance with program fragments, therefore getting the 
corresponding set of the generalized formulas, denoted GH 
={ },{ 21 PP Gf }{  },{ 21 QQ , },{}}{,{ 2121 WWgRR G  }. We 
also call GH the generalized representation of H. It should be 
pointed out that the generalized representation of a given H is 
unique. 
 
Definition 2.  Given a set H of Hoare’s formulae. A Hoare’s 
formula {/\ S} f {/\ R} is an instance of a generalized 
formula QfP G}{ under H, if S, R are two nonempty subsets of 
P and Q satisfying that: for each r∈ R, there exists a s∈ S such 
that {s} f {r}∈ H. Here /\ X stands for a conjunction of all 
elements in X. 
 
Definition 3.  Given a set H of Hoare’s formulae, GH its 
generalized representation. TP* is such a set of Hoare’s 
formulae that whose elements are those obtained by using the 
construction rules below, and only those, finitely many times. 
And an element in TP* is also called a generalized sequent of 
H, or provable under GH , a generalized closed environment. 
 
(1) }{/\}{/\ SS ε in TP* for each nonempty subset S of a 

generalized (either pre- or post-) condition P of some 
generalized formula in GH . Where ε  stands for the 
empty statement; 

(2) Any instance of some generalized formula in GH under H 
is also in TP* ; 

(3) }{/\;}{/\ WgfP  in TP* , if }{/\}{/\ QfP  and 
}{/\}{/\ WgR are elements in TP* satisfying that: for 

each r in R, there exists an element q in Q such that 
rq →−| . Note that when in need we also omit the 

compositional operator “;” between “f ” and “g”. 
 
 
4. PARALLEL VERIFICATION 
 
This section first introduces our recent theoretical result [20], 
and then deals with parallel verification.  
 
4.1. Model for Task 
Definition 4.  Given H, GH as described above, and a finite 
state transition graph G = <V, E> whose vertices of V are 
generalized (pre-/post- )conditions or sets of logical 
expressions, and edges of E are labeled either by f , a program 
fragment of some generalized formula in GH , or by ε . A 
possible path, say V1 f1 V2 f2 … fn -1Vn , in G is called a passage, 
if it satisfies the following two conditions for some nonempty 
set )( 1VP ⊆ . Where Vis are the vertices of the graph. In this 

case, we also call the string α (= f1 f2 … fn-1) concatenated 
from edge labels along the passage a generalized body, and m 
(Vi) the maximum expansion of  f1 f2 … fi-1 on P. The two 
restrictions are: 
(1) m (V1)= P ∅≠ ; 
(2) For each )2( nii ≤≤ , if Vi-1 ,Vi is linked by ε, m(Vi)= 

{ ))((| 1 xpVmpVx ii →∈∃∈ −  } ∅≠ ; and otherwise if 
linked by f, then m(Vi) = { )(| 1−∈∃∈ ii VmpVx  

)}{}({ Hxfp ∈ } ∅≠ . 
Definition 5.  Given H , GH , and a finite state transition graph 
G=<V, E> as described above. The graph G is called a 
generalized model of TP* under H, denoted GM(H), if for 
nonempty subsets P and Q of some two vertices (generalized 
conditions), {/\ P} f {/\ Q}∈ TP* ⇔ there exists a passage in 
GM(H) with f as the generalized body and Q a subset of the 
maximum expansion of f on P. 
Definition 6.  Given two sets P , Q of logic expressions or 
predicates, they satisfy the generalized p-implication, denoted 

QP
P

⎯→⎯ , if there exist two nonempty subsets PS ⊆1  and 

QS ⊆2  such that ∅≠→∈∃∈= )}(|{ 12 qpSpQqS . 
Theorem 1.  Given H, GH as described above, there exists a 
generalized model GM(H) for TP*. 
Proof.  Without loss of generality, assuming the set of 
predicates involved in H is {P1, P2,, …, Pn, Q1, Q2 , … , Qn}, 
and GH = { Ri { fi }G Wi | mi ≤≤1 }. We first construct the 
model, and then present the proof. 
Step 1:  Constructing the generalized model GM(H). 
(1) Drawing node for each set of predicates 

in }1|{}1|{ miWmiR ii ≤≤∪≤≤ ; 
(2) Drawing an arrow identified by f from R to W, if 

HG GWfR ∈}{ ; 

(3) Drawing an arrow identified by ε from iX to jY , if 

jpi YX ⎯→⎯ . Where X, Y are either R or W. 

The obtained directed graph is the model )(HGM . 
Step 2:  Proving that for nonempty subsets K, L of some 
generalized conditions, {/\ K} f {/\ L} ∈  TP* ⇔ there exists 
a passage in GM(H) with f as the generalized body, and L a 
subset of its maximum expansion on K . 

=>:  By induction on the composition. 
(i )  Basis: for rules 1 through 2 in def. 3, it is trivial. 
(ii) Inductive step: supposing {/\K}f1{/\P}, {Q}f2{/\ 

L}∈ TP*. By induction hypothesis, we have two passages, say 
R1 e1R2 e2…eu-1Ru , W1 g1W2 g2…gn-1Wn, in GM(H) with f1 = e1 
e2…eu-1, f2=g1 g2…gn-1 as their generalized 
bodies, ii RRm ⊆≠∅ )( )1( ui ≤≤ , ≠∅  

jj WWm ⊆)(' )1( nj ≤≤ as the corresponding maximum 
expansions of e1 e2…ei, g1 g2…gj on K and Q, i.e. 

)( 1RmK = , )(' 1WmQ = respectively, and ⊆P  
)( uRm , )(' nWmL ⊆ . Thus if the two Hoare’s formulae can be 

combined into {/\ K} f1 f2 {/\ L}∈ TP*, i.e. for each q in Q , 
there exists a p in P such that qp →−| , we 
have |{)(' 11 WwWmQ ∈⊆=≠∅ )}( wpPp →∈∃ ⊆  

|{ 1Ww∈ )})(( wpRmp u →∈∃  )( 1Wm= . By definition 6 and 
the picturing rule for GM(H), it follows easily 1WR

pu ⎯→⎯ , 

and therefore existing a ε  arrow leading from uR to 1W . 
Consequently, we can construct a new maximum expansion 

)( jWm of (g1g2…gj-1) on )( 1Wm  which satisfies: 
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)()(' jj WmWm ⊆≠∅  for nj ≤≤1 .  So combining them 
with those (mi’s) of  f1,  and again by induction hypothesis,  
we get the proof of the path  R1 e1 R2  e2 … em-1 
Rm ε W1g1W2g2 … gn-1Wn being a passage with KRm =)( 1 and 

)( nWmL ⊆ . This is the desired result. 
<=:  By induction on the number of the edges along the 

concerned passage. 
(i )  Basis: when a passage contains only one edge, the 

proof is trivial. 
(ii)  Inductive step: let V1 e1V2 e2 … en-1Vn xVn+1 be a 

passage in GM(H) with f = e1 e2 … en-1x as the generalized 
body, and m (V1)= K ∅≠ , )( 1+⊆≠∅ nVmL . Where Vis stand 
for generalized conditions, and eis along with x for edge labels. 
By induction hypothesis, we have {/\ K} e1e2 … en-1{/\ m(Vn)}, 
{/\ m(Vn)}x {/\ L}∈ TP*. Again from definition for TP*, it 
follows {/\ K} f {/\ L}∈ TP*, the desired result.          □ 
 
4.2. Parallel Algorithm 
Theorem 1 provides a model suitable not only for verifying but 
also for generating reliable programs. Now let’s discuss how to 
verify programs with components from a given set H in parallel 
style.   
Algorithm 1  Given H = }1|}{}{{ kjYfX jjj ≤≤ , GH, GM(H) 

as above. Let the goal to be verified be }{}{ QP α , where 

nfff "21=α  *
21 },,,{ kfff "∈ . The parallel verification 

algorithm is as follows. 
(1) Solve m( Z1 ) = |{ 1Zx ∈ )( xP → } for Z1 { f1 }G W1 ∈  

GH. Because there exists only one edge in GM(H) with  
label “f1”.  

(2) Calculate the maximum expansion of α using the 
algorithm of Fig.1. 

 
CalculateExpansion(goal, H, GM(H)) 

 Begin 
   Let |goal| be the length of α ; 

   Divide α into 2 halves: lHalf and rHalf; 

   Let Zi {fi}G Wi ∈ GH ( ki ≤≤1 ); 
   Solving R = {(t,et)|t∈Z|goal|/2 +1, et is the maximum 

expansion of rHalf on {t} ⊆  Z|goal|/2 +1 }. 
//if the path corresponding to rHalf doesn’t form 
//a passage, return {“No”} 
   Solving R’= (P, EP). Where EP is the maximum expansion 

of lHalf on P; 
//if the path corresponding to lHalf doesn’t form 
//a passage, return {“No”} 

if there is no ε  arrow linking W|goal|/2 and Z|goal|/2 +1  
then return( {“No”}) 

  else   
begin  

If EP , R ≠  ∅    then   
         Begin  

Solving EP’= {x∈ Z|goal|/2 +1| ∃ p∈ EP (p → x)} ; 
          Solving Q’= ∪

R)et,(' t ∈∧∈ pEt
te  

End; 
         else Q’:= ∅ ; 
       Return(Q’)    
      end 

end; 
 
Fig.1. Parallel computation of the maximum expansion 

(3) Check the returned result. If {No}, then the goal to be 
verified is incorrect with respect to GH ; if −| QQ →'/\ , 

then }{}{ QP α is partially correct; otherwise, the goal is 
unprovable under GH .                          □ 

Note that the solving processes for both R and R’ can be 
parallelized. In fact, the parallelism rooted in the model 
provides convenience to define the relational property of each 
component (or even compositional component), therefore 
supporting parallel computations over arbitrary granularity. To 
be understanding, we can visualize step 2 as follows. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2.Composition of expansions 
 
4.3. Parallel Verification of General Programs 
The principle for applying linear model to cases like both 
branching and iterative structures is: verifying program 
fragments level by level, i.e. first some inner level and then its 
outside. The sketch of the method forms the following 
algorithm.  
Algorithm 2.  Given a GM(H), to verify an arbitrary program 
p with components from H, we can proceed incrementally, and 
level by level as follows. 
(1) Collecting all iterations and if-statements in p,  denoted   

I B(p).   
(2) Invoking algorithm 1 to verify elements in I B(p) of k 

levels based on the present GM(H). 
(3) Maintaining GM(H) by adding the verified results of step 

2 as either new generalized formulas or properties into the 
present GM(H);  

(4) k := k+1. If there is some element of k levels in IB(p) 
remaining untouched, back to 2); 

(5) Verifying  p based on the ultimate GM(H).         □ 
Clearly, verification proceeds in parallel in each level. Of 
course, we should regard “if” and “while” statements as the 
same grammar unit when defining the concept “level”. By the 
way, apart from theorem proving, all algorithms are effective. 
For example, to count the complexity of step 2 in algorithm 1, 
we need just take notice of the three “solving” sub-steps and 
definitions 3 through 4. Def. 6 is also compatible with them.  
 
 
5. EXAMPLE 
 
This section will demonstrate our approach by verifying two 
programs constructing from a given set of components 
(Hoare’s formulae). Since this method is a component based 
approach, we also assume the implementations of components 
are transparent. 
 
Example 1.  Given two programs and H of Hoare’s formulae 
as shown in Fig.3 and Table 1. Asking whether they are 
partially correct. Where all the involved variables are 
nonnegative integers. 

Expan. of α on P 

 
Solving Q’ 

Expan. of lHalve 
 
 
Solving of R’, EP’

Relation Description 
 
Solving of R 
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Program 1:  {P1 /\ P5}   while 0≠u do  begin f1; f4; f2 end  {P1 /\ P5 /\ u=0 } 
Program 2:   {P7}  while zr ≥ do  begin f1;f3; f2; f4 end   {P7 /\ r < z } 

 
Fig.3.The two programs to be verified 

Table 1. The set H of Hoare’s formulae. Here each row stands for a Hoare’s formula. 

Pre-condition Function Post-condition 
P1 xzuzy =+  f1 xzzuy =−+ )1(  P4 
P2 0>u  f1 0>u  P2 
P3 0>∧≥∧+= zzrqzrx  f1 0>∧≥∧+= zzrqzrx  P3 
P4 xzzuy =−+ )1(  f2 xzuzy =+  P1 
P2 0>u  f2 0≥u  P5 
P6 00)1( >∧≥∧++= zrzqrx f2 00)1( >∧≥∧++= zrzqrx  P6 
P3 0>∧≥∧+= zzrqzrx  f3 00)1( >∧≥∧++= zrzqrx  P6 
P4 xzzuy =−+ )1(  f3 xzzuy =−+ )1(  P4 
P2 0>u  f3 0>u  P2 
P6 00)1( >∧≥∧++= zrzqrx f4 00 >∧≥∧+= zrqzrx  P7 
P1 xzuzy =+  f4 xzuzy =+  P1 
P5 0≥u  f4 0≥u  P5 

 
 
 
                                 f4 
                                                             f2 
    
 
 
 
 
 
      
                                                                 f3 
                                   
                                   
                                            f1 
 

Fig.4.The generalized model GM(H) for TP* under H.  
Where GCis stand for the generalized conditions, and arrows without labels for ε edges. 

 
Verification.  Constructing both the generalized model 
GM(H) (fig.4) as done in theorem 1 and goals to be verified. 
By step 1 of algorithm 1, we can transform original problems 
into such ones as whether {/\ m(GC1)} f1; f4; f2 {/\ X} and {/\ 
m’(GC1)} f1;f3; f2; f4 {/\ Y} for some subsets X, Y of GC4 
are in TP* satisfying )(| 51 PPX ∧→∧− , 7| PY →∧−  
respectively. If there is no problem for some of the two goals, 
it follows from iteration rule of Hoare’s logic that goal is 
partially correct. Because (P1 /\ P5 ) → /\ m(GC1) and P7 →  
/\ m’(GC1)  hold. Now let’s demonstrate our approach based 
on the GM(H).  
Step 1:  Solving m(GC1) and m’(GC1), we have m(GC1)= 

|{ 1GCx ∈  (P1 /\ P5 /\ 0≠u ) → x} = { P1 , P2}, and 
m’(GC1) = |{ 1GCx ∈  (P7 /\ zr ≥ ) → x} = {P3}. 
Step 2:  Invoking CalculateExpansion({/\ m(GC1)} f1; f4;f2 
{ P1 /\ P5}, H, GM(H) ) and CalculateExpansion({/\ m’(GC1)} 
f1;f3; f2; f4{ P7}, H, GM(H) ), we get {“No”} and Y = {P7} 
respectively. 
Step 3:  Obviously, the first goal is incorrect. Since applying 

algorithm 1 to it returns {“No”}. However the second program 
is correct. Because {/\ m’(GC1)} f1;f3;f2;f4 {/\ Y} ∈  TP*, 
i.e. it is correct. Again 7| PY →∧− holds. This means 
m’(GC1)} f1;f3; f2; f4 {P7} holds. Again by step 2 : (P7 /\ 

zr ≥ ) →  /\ m’(GC1), we have {P7 /\ zr ≥ } f1;f3;f2;f4 
{ P7 }. By Hoare’s logic, it follows the result.           □ 
Besides, we can also see from theorem 1 that while z <= r do 
begin ( f1 ; )* f3 ; ( f2 ; )* f4 end  is equivalent to program 2 
(fig.3) with respect to their corresponding pre- and 
post-conditions given in fig.3. Because the passage (GC1  f1 
GC2 ε )*GC2 f3 GC3 ε (GC3 f2 GC5 ε )* GC5 f4 GC4 satisfies 
and verifies : 37 )/\( PzrP →≥ , {P3: zrqzrx ≥∧+=  

0>∧ z } ( f1 ;)* f3; ( f2; )* f4 { P7}∈TP*. So, we have { P7 /\ 
(r ≥ z)} ( f1 ;)* f3; ( f2; )* f4 { P7},  i.e. { P7} while r ≥ z do 
begin ( f1 ;)* f3; ( f2; )* f4 end { P7 /\ z > r }, the desired result. 
 
 
 
 

GC1: 
P1  P2  
P3 

GC2: 
P2  

P3  P4 

GC5: 
P1  P5  
P6 

GC3: 
P2  P4  
P6 

GC4: 
P1  P5  
P7 
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6. FUTURE WORKS 
 
This paper introduces our recent advances in both modeling 
problems about Hoare’s logic and parallel verification. If well 
equipped with modern ATP (Automated Theorem Proving) 
techniques [25-27], the novel approach may possibly become 
an alternative way to face software reliability. Our future work 
includes: merging boolean expressions with existing models, 
investigating both new verification tasks and modeling 
methods, implementing an experimental environment, etc. We 
believe the structure of GH together with its operators has a 
great influence on the automation. 
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ABSTRACT  
 

Parallel solving tridiagonal linear systems is the bottleneck to 
parallel deal with most of scientific and engineering problems. 
In this paper, we develop a new parallel algorithm of 
tridiagonal linear systems. The parallel algorithm only needs 

)13( nO float operations and one global communication round 
with a pretreatment. The amount of data transmitted in 
communication round is equal to the number of processors and 
independent of n . In addition to showing its theoretical 
complexity, we have implemented this algorithm on a real 
distributed memory parallel machine. In theory it can be use to 
solve arbitrary tridiagonal linear systems correctly and 
efficiently. 
 
Keywords: Parallel Algorithm, Tridiagonal Linear Systems 
 
 
1. INTRODUCTION 
 
The original motivation for this paper are some intriguing 
questions arising in the parallel solution of tridiagonal linear 
equations. Nowadays, many direct factorization methods 
fitting for parallelization have been developed, including the 
Stone’s “scan-based” algorithm[1], ”odd-even cyclic 
reduction”[2]  and “partitioning”[3] [4]. At the first glance, 
these methods seem to be efficient. But for distributed 
memory parallel computing, they may cause great 
communication overhead with high communication 
requirements. In parallel computing, the time used by these 
methods is even more greater than that of some optimal 
sequential methods such as LU factorization method because 
of the communication time is usually much greater than 
computation time. We point that the reason of this is that the 
special structure of the matrix has not been fully used.  In 
fact, the effort to reduce communication is centered on 
reducing the number of communication rounds. In this paper, 
we take account of the special characteristic of the tridiagonal 
matrix, and present an efficient parallel algorithm for solving 
tridiagonal systems. The new algorithm needs )13( nO ( n  is 
the scale of the problem) float operations and one global 
communication round, by using a pretreatment to get pN  
directions which is the number of the processors used to 
parallel compute. We also demonstrate how to implement the 
method on a parallel computer to obtain high efficiency. It 
should be emphasized that in this paper we adopt a purely 
algebraic viewpoint for the reason that our intention is to 
illuminate the algebraic structure that enables parallelism. 
Other numerical behavior of the new method, such as stability, 
will be discussed in future work.  
 
The paper is organized as follows: In section 2 we will present 
the parallel algorithm. Algorithm analysis and computational 
complexity will be discussed in Section 3. Numerical 
experiments are given in section 4. In Section 5, we finally get 
a conclusion and some remarks for the new parallel algorithm. 

                                                        
 * This work was supported by National Nature Science Foundation 

under grant number 40505023. 

2. DERIVATION OF THE METHOD 
 
2.1 Problem 
A tridiagonal linear system of equations is described by the 
tridiagonal matrix A with coefficients shown below, 
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The system of equations associated a tridiagonal matrix A  is 
rAx =           (1) 

nrx ℜ∈,  are column vectors and matrix A  is 
nonsingular. In order to describe the parallel algorithm we 
denote pN as the number of the processors for parallel 
computing and pN  is an even number. 

 
2.2 Data Partition 
Assuming that the tridiagonal linear system is distributed on a 
number of processors, so that each processor owns a 
contiguous part of rows. There are two kinds of data parts just 
like fig 1 and fig 2. 
 

…… ……
1       2       3     ……   mk-1  mk 1       2      ……  mk-2 mk-1  mk . 

Fig.1.Data Part      Fig.2.Data Part 
  

All data can be arranged in a sequence of data partition like fig 
3 that the first part is like figure 1 and the last part is like fig 2 
which is an alternating sequence of the two kind parts. 
 

……………… ……

Fi 3

1   2   3                                                 ……                                                           n-2 n-1  n 

1                           2                                       3             ……                  np 
Fig.3. A Sequence of Data Partition 

 
The parallelism of the partition is pN  which is the number 
of the processors. In parallel computing, every part will be 
assigned to one processor. Each processor will compute one 
point which is not in the red circle and all points in the red 
circle which were allocated to it. The points can be arranged 
two sets, one is in the red circles and the other is not. We 
denote the points in the red circles as set I and the points not 
in the red circles as set J . Obviously, if we have known the 
value of the points which are not in the red circles the value of 
the points in the red circle can be computed directly and easily 
just using forward or backward substitution. This is the basic 
idea of the parallel algorithm and how to compute the value of 
the points not in the red circle is the key of the parallel 
algorithm. Next in section 2.3 we will introduce how to 
compute them. 
 
2.3 Compute the Value of the Points Not in the Red Circles 
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Let matrix A is nonsingular, if n
nppp ℜ∈,,, 21  are linearly 

independent vectors, then n
nApApAp ℜ∈,,, 21  must are 

linearly independent vectors. The solution x  of the system 
(1) can be linearly expressed as follows: 

∑
=

=
n

i
ii px

1

α .       (2) 

The vector nipi ,,2,1, =  is called the direction. of the 
solution can be decomposed. 
 
Therefore we can get 
 bAppAAx

n

i
ii

n

i
ii === ∑∑

== 11

)( αα   

from (1) and (2) just by some simple linear algebra knowledge. 
That’s to say if we can find the right term b ’s linear 
expression about the linearly independent vectors 

n
nApApAp ℜ∈,,, 21

 
 ∑

=

=
n

i
ii Apb

1

α ,      (3) 

we can obtain the solution of the linear system (1)  directly 
by using the formula (2). 
 
Choosing a set basis of the space nℜ  just like 

Iie n
i ∈ℜ∈ , and Jjp n

j ∈ℜ∈ , , satisfying  

⎩
⎨
⎧

=
≠

=
ij
ij

je i ,1
,0

)(  

and 
JjIiApAe ji ∈∈= ,,0),( ,   (4) 

the formula (2) can be transformed to  
 ∑∑

∈∈
+=

Ji
ii

Ii
ii pex αα .     (5) 

We can see the value on the points which are not in the red 
circles only have relations with the vectors Jjp j ∈, . So 

the problem to compute the values on the points not in the red 
circles is equivalent to computing the values of Jii ∈,α . 
 
In fact from (4), (5) and the property that there are only one 
group JiIii ∈∈ ,,α  satisfying (3), we obtain 
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It’s obvious that (6)–(7) can be cut into two different 
independent linear systems, one is (6) just having the variables 

Iii ∈,α  and the other one is (7) just having the variables 
Jii ∈,α . In order to compute the value of the point which is 

not in the red circles we only need to solve the second linear 
system (7). There are only pN  points which are not in the 
red circles that is as many as the number of the processors for 
parallel computing, it’s clear from figure 3. That’s to say the 
linear system (7) only has pN  variables.  
 
If 

pN is large we can use some suitable parallel methods to 

solve (7). Usually nN p << , so we don’t care about how to 

solve the linear system (7). 
    After solving the linear system (7), we can get the points’ 
value which are not in the red circles using the following 
formulary 

Jipx
Jj

i
jj

i ∈= ∑
∈

,α ,     (8) 

where ix denotes the i th point’s value and i
jp  denotes the 

i th position’s value of vector jp . By this time we could 
depict the parallel algorithm completely. 
 
2.4 Description of the Parallel Algorithm 
Suppose we have got the directions jp and JjAp j ∈, , the 
parallel algorithm consists of the following five steps: 
(1) Each processor computes the right term ),( jApb−  of 

the linear system (7) about the point what was allocated 
to it and is not in the red circle.  

(2) Communicate to each other in order to get all the right 
term of the linear system (7) on every processor. 

(3) Each processor uses suitable method to solve linear 
system (7). 

(4) Each processor uses (8) to compute the needed data ix . 
(5) Each processor computes the points’ values in the red 

circle of it’s own just using forward or backward 
substitution. 

 
By now we have obtained the new parallel algorithm, but we 
must choose a group basis of the space nℜ  just like 

Iie n
i ∈ℜ∈ , and Jjp n

j ∈ℜ∈ , and these basis satisfy (4). 
We call the process to get the group basis and to get the 
coefficient matrix of linear system (7) as pretreatment. 

 
2.5 Pretreatment 
The only thing we should do is to construct the group basis 
and get the coefficient matrix of linear system (7). Firstly, we 
choose a group basis of nℜ  which are niei ,2,1, = . Since 
A  is a tridiagonal matrix, it has an important special 

characteristic that 
njijiAeAe ji ,,2,1,,2,0),( =>−= .      (9) 

In order to get a group basis which satisfy (4), we choose 
Iiei ∈,  as before and Jjp j ∈,  as the following formulary 

 Jjeep
Ii

iijj ∈+= ∑
∈

,β .    (10) 

Ax is a linear transformation, it’s obvious that 
 JjAeAeAp

Ii
iijj ∈+= ∑

∈
,β .   (11) 

For every Jj ∈ we can get  
 IkAeAeAeAe kjk

Ii
ii ∈−=∑

∈
),,(),( β   (12) 

according with (4). 
 
From (9), it’s easy to conclude that for every Jj ∈  the linear 
system (12) is made up by two independent parts which 
contain the values at the points in the two left or right 
neighbor red circles, and they are five-diagonal equations. For 
every Jj ∈ that Jjkjkpk

j ∈≠= ,,,0 and 0.1=j
jp . 

When the group of basis are structured by this method, the 
solution of linear system (7) jα  is the solution of linear 

system (1) for every jx Jj ∈ . Therefore the 4th step of the 
parallel algorithm needn’t do at all. After getting the 
directions Jjp j ∈,  and JjAp j ∈, , the coefficient 

matrix of linear system (7) can be computed directly. 
 
3. ANALYSIS OF THE PARALLEL 

ALGORITHM 
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3.1 Analysis of the Pretreatment 
The pretreatment can be dived into two parts. One is to obtain  

Jjp j ∈,  and JjAp j ∈, , the other one is to compute 

the coefficient matrix of linear system (7). In order to analysis 
the parallel algorithm conveniently, we suppose that pN is an 

even number and pNn is an integer. 
 
Every processor has contiguous number of pNn rows that 

1−pNn  points are in the red circle and one is not. For every 

Jj ∈ , the linear system (12) is consisted of one or two 
five-diagonal linear system with )1(2 −pNn  unknown 
elements. The first and last processor have one, others have 
two. That’s to say we should solve )1(2 −pN  five diagonal 
linear systems. Using LU factorization method every five 
diagonal linear system only needs ))1(38( −Ο pNn  float 

operations. Therefore to obtain Jjp j ∈, needs 

))1)(1(76( −−Ο pp NnN  float operations. Computing the 

coefficient matrix and right term of (12) need )9( nΟ  float 
operations. That’s all getting and solving the linear system (12) 
only needs )85( nO  float operations. From the process we 
known every Jjp j ∈, at most has 24 −pNn  nonzero 

contiguous elements and every JjAp j ∈,  at most has 

pNn4  nonzero contiguous elements. To compute 

JjAp j ∈,  at most needs pp NNn )4(5 float operations.  
Computing the coefficient matrix (7) at most needs about 

)20( nΟ  float operations. The pretreatment just needs about 
)125( nΟ  float operations.  

 
The analysis for the pretreatment is just to estimate that the 
pretreatment can be done at an acceptable cost. What’s more, 
the pretreatment can be paralleled directly, because the 
computations for each Jjp j ∈, and JjAp j ∈,  are 
independent completely. Therefore the pretreatment can be 
done at an acceptable cost. 
 
3.2 Analysis of the Parallel Algorithm 
From the analysis 3.1, every Jjp j ∈, at most has 

24 −pNn nonzero contiguous elements and every 

JjAp j ∈, at most has pNn4  nonzero contiguous 
elements. For the first and the last processor, p only has 

12 −pNn  nonzero contiguous elements and Ap only has 

pNn2  nonzero contiguous elements. So the first step every 

processor at most needs 1)4(2 −pNn  float operations, but 

for the first and the last processor need 1)2(2 −pNn . The 
second step just needs an ALLGATHER operation. At the 
third step the number of float operations of solving the linear 
system (7) using Gaussian elimination method is )32( 3

pNΟ . 
In fact we can get the inverse of the coefficient matrix of 
linear system (7) firstly and then get the solution directly that 
only needs pp NN )12( − float operations. we needn’t do the 
4th step at all using our method to construct the directions 

Jjp j ∈, actually. The last step needs )1(5 −pNn float 
operations for each processor.  Excepting the third step, the 

whole parallel algorithm needs pp NNnn 7813 −−  float 

operations. This result is more less than n21 [3] and n17 [4]. 
The big advantage is only need one global communication 
round. Therefore the communication time will be more less 
than other methods. 
 
 
4. NUMERICAL EXPERIMENT 
 
In order to show the correctness of the parallel algorithm, we 
take a tridiagonal linear system (1) that the coefficients are 

nicba iii ,,2,1,1,1,2 ==== , the true solutions are 

nixi ,2,1,1* ==  and all real numbers are double precision. 
Two quantities are used in error analysis, one is the classical 
Euclidean scalar product of the difference between the 
solutions and the true solutions 
 )()( ** xxxxd T −−= ,    (13) the 
other one is the largest difference of the elements between the 
solutions and the true solutions 

)(max *
,,2,1

ii
ni

xxabsf −=
=

                 (14)’ 

 
Table 1 The correctness of the parallel algorithm 

processors n d f 
2 12 1.458160079494464E-029 1.776356839400250E-015 

4 24 1.289294541970591E-029 1.332267629550188E-015 

6 30 3.546176288001330E-029 1.554312234475219E-015 

8 48 3.454964245835150E-028 4.440892098500626E-015 

 
The correctness of the parallel algorithm is shown in table 1.If 
we don’t taken into account the communication overhead, the 
running time of the parallel algorithm should be 
proportionable to the scale of the solving problem. Table 2 
give running times for the parallel algorithm on 4 processors 
in  different scale problems. In fact, the parallel algorithm has 
been run 10000 times for different scale problems. The 
different cases used the same number of processors and 
communicated the same size datum, so the communication 
time should be kindred. The difference of the running time for 
the two neighbors in table 2 is almost same, that’s to say the 
running time of the parallel algorithm is proportioned to the 
problem scale. We can see that the proportion of the 
communication time is too high from table 2 and table 3. 
Because of the overall computation speed is considerably 
larger than the overall communication speed, if the problem 
size is not enough large the proportion of the computation time 
is not high although only needs one global communication 
round. 
 

Table 2 Running times for the parallel algorithm 
n 20000 40000 60000 80000 

time(s) 6.2862 10.0513 15.8209 19.8307
 

Table 3 The proportion of the computation time 
n2-n1 40000-20000 60000-40000 80000-60000
time(s) 3.7651 5.7696 4.0098 

 
There are some factors what affect the performance of this 
parallel algorithm. Using more processors we need to compute 
more vectors Jjp j ∈, and JjAp j ∈, and the scale of 
linear system (7) is increasing. As the increasing of the 
problem scale, the scale of linear system (12) is increasing too. 
It is more difficult to solve (12) and (7) with high numerical 
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precision. +-That’s to say it’s hard to guarantee that the 
condition (4) is satisfied with high numerical precision. Some 
experiments have shown that there are some problems as the 
increasing of the problem scale and the increasing of the 
processor number that may because of in the 5th step it is 
difficult to control the error accumulation. Till now, we have 
implemented the parallel algorithm correctly, and we will 
continue to investigate the performance of this parallel 
algorithm in a future paper. 
 

 

5. CONCLUSIONS 
 
In this paper, we presented a parallel algorithm for solving 
tridiagonal linear systems with a pretreatment. The algorithm 
can be used for the direct solution of an arbitrary tridiagonal 
linear system in theory. We have analyzed in detail the 
implementation of our parallel algorithm. It’s more useful for 
solving the tridiagonal linear system with the same tridiagonal 
coefficient matrix repeatability. From the analysis, the parallel 
algorithm at most needs n13  float operations and one global 
communication round that gain an advantage over most 
parallel algorithms for solving tridiagonal linear systems. At 
the same time we must do some pretreatments to get the 
directions Jjp j ∈, , the vectors JjAp j ∈, and the 
coefficient matrix of (7). The process is time consuming than 
solving (1) directly though it is proportioned to the problem 
scale. But it is worthwhile to do when we need to solve 
tridiagonal linear systems repeatly which have the same 
coefficient matrix which is usually the case in practice. 
 
In the future, we will continue to improve the performance of 
this algorithm. Our aim is to adopt our algorithm, to 
implementation on large scale parallel computers, by 
increasing the adaptability, dependability, and scalability of 
the solution methods.  
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ABSTRACT  
 

This paper proposes a procedure for the optimum design of 
composite laminates with initial imperfection under 
probabilistic considerations. Based on the last-ply failure 
criterion, a probability progressive failure mode of composite 
laminates is proposed to evaluate the structural reliability. 
Ply-level failure probability is evaluated by the first order 
reliability method (FORM) and system reliability is computed 
based on the last-ply failure criterion. A structural optimization 
problem is solved with the fiber orientation and the lamina 
thickness as the design variables, the system reliability as the 
objective, and genetic algorithm is used to search for the 
optimum solutions. The solutions on the last-ply failure are 
compared with those on the first-ply failure, and indicate that 
the former take full advantage of the material behavior than 
the latter.  
 
Keywords: Laminated Composites, Reliability, Optimum, 
Last-ply Pailure, Genetic Algorith 
 
 
1. INTRODUCTION 

 
Laminated composite materials have become important 
engineering materials for the construction of automobile, 
machine, space and marine structures, and the optimum design 
of composite structures have been studied widely [1-2]. But 
most of them yield the optimum laminate configuration under 
a deterministic condition where the design variables and loads 
are assumed to have no variations. A number of experiments 
and studies have shown that composite materials exhibit wide 
scatter as a result of the inherent uncertainties in the design 
variables. Traditional deterministic methods generally use 
experience-bases safety factors to account for uncertain 
structural behavior. To take full advantage of the uncertainly 
of composite material behavior, a probabilistic optimum 
design method is required to incorporate the uncertainty in the 
structural analysis and design. 
 
A number of researchers have studied the reliability of 
laminated composite plates with first-ply failure criterion. 
That is, the structure will be failure if each of the ply has been 
failed. But in fact, the structure may have the carrying capacity. 
Based on the last-ply failure criterion, Mahadevan et al. [3] 
and Chen et al. [4] recently have proposed a probabilistic 
progressive failure mode of composite laminates to estimate 
the ultimate strength failure probability. The overall failure of 
the laminate is caused by a series of ply-level failure events. 
There exist many possible failure sequences of the ply-level 
events that lead to overall laminate failure and the system 
failure probability is estimated by the dominant ply-level 

                                                        
  * Supported by Hubei Key Laboratory of Roadway Bridge and 

Structure Engineering（2005） 
 

failure sequence. 
On the basis of the last-ply failure criterion, this paper 
develops a method to estimate the composites structure’s 
reliability. A structural optimization problem is solved with the 
fiber orientation and the lamina thickness as the design 
variables and the maximum system reliability as the objective. 
A numerical example is worked out to demonstrate the 
necessity and validity of the method. 
 
 
2. STRUCTURAL ANALYSIS 
 
Consider a simply supported symmetric laminated composite 
plate with initial imperfection 0w  and with an in-plane 
bi-axis compression loading { }N , as shown in Fig.1. The 
governing equation of the plate can be expressed as [4,5]: 
 

 
Fig.1. A laminated composite plate with an initial 

imperfection 
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where xN  and 
yN  are in-plane forces, xNλ  and 

yNλ  

the critical values of these forces, 0w  is the initial 

imperfection, 1w  the deflection due to the forces, and 
ijD  

the flexural stiffness. The condition 02616 == DD  is 

assumed. Suppose 0w  and 1w  can be expressed as series of 
bi-sinusoidal functions: 
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0 sinsin),( ππ             (2) 
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xmbyxw
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1 sinsin),( ππ             (3) 

where m is the half-wave number in x direction, and n the 
half-wave number in y direction. Substituting Eqs.(2) and (3) 
into Eq.(1), one obtains: 

{ } mnbRnDRnmDDmD ])2(2[ 44
22

222
6612

4
11

2 +++π         

－{ } mnyx bNRnNma ][ 2222 +λ mnyx eNRnNma ][ 2222 += λ (4) 

where R is the aspect ratio of the plate, R=a/b. From Eq. (4), 
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we can show that the following relation holds: 
=mnb )( λλλ −mnmne ,                          (5) 

][
])2(2[
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yx
mn NRnNma

RnDRnmDDmD
+

+++
≡

π
λ

            (6) 

For a symmetric laminate, by utilizing the above relations and 
the lamination theory, stresses for the jth ply in the material 
principal directions are calculated as [4]: 

λ
σ
σ
σ

=
⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

jS

T

L

+
⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

jS

T

L

G
G
G

∑∑
= = ⎪

⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

×
−

M

m

N

n

j

mn
S

mn
T

mn
L

mn

mn

yxH
yxH
yxH

e
z

1 1 ),(
),(
),(

λλ
λ   (7) 

with 

 
=

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

jS

T

L

G
G
G

[ ]Q [ ] jTε [ ] 1−A
⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

0
y

x

N
N

                 (8) 

=
⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

j

mn
S

mn
T

mn
L

yxH
yxH
yxH

),(
),(
),(

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
2

2

a
π [ ]Q [ ] jTε

  

( ) ( )
( ) ( )
( ) ( )⎪⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

−
×

bynaxmmnR
bynaxmRn

bynaxmm

ππ
ππ

ππ

coscos2
sinsin

sinsin
22

2

      (9) 

[ ] jTε
=

j
sccscs

cscs
cssc

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−

22

22

22

22

            (10) 

c= cos
jθ , s=sin

jθ                    (11) 

in which [ ]Q  represents the reduced stiffness matrix, [ ]A  
the tension stiffness matrix of the laminate, and 

jθ  the fiber 

angle of jth ply.  
In-plane failure of the ply can generally be classified into two 
major failures: matrix failure and fiber breakage. For fiber 
breakage failure, the limit state function can be stated as [6]: 

( )LLLLLf FFG σσ +−= 21                   (12) 

For matrix failure, the limit state function based on the 
Tsai-Wu criterion [7] is: 

( )TTLLTLLTSSSTTTLLLm FFFFFFG σσσσσσσ +++++−= 22222 21 (13) 

 
 
3. RELIABILITY ANALYSIS 
 
3.1 Component Reliability 
The first-order reliability method (FORM) is used to evaluate 
component reliability. In the reliability evaluation, the initial 
imperfection emm and the strength parameters XT, XC, , YT, YC 
and S are considered as the basic random variables. These 
basic random variables (totally 0m ) are expressed as a vector 

{ }T
mXXXX

0
,,, 21 "= . In FORM, X is firstly transformed to 

Y, the vector of equivalent uncorrelated standard normal 
variables. Then the component reliability index is computed as 

2/1** )( yy T
•=β  where *y  is the point on the limit state 

G(Y)=0 with minimum distance from the origin. A geometrical 
illustration for a limit state involving only two random 
variables is shown in Fig. 2. The failure probability is 
computed as ( ) ( )β−Φ=≤ 0GP , where Φ  is the 
cumulative distribution function of the standard normal 
variable. 

In Fig.2, *y  is referred to as the design point, or the most 
probable failure point (MPP), which can be found using the 
following iterative formula: 

        ( )
( )

T
I

i

i
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T
ii yG
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⎤

⎢
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⎣

⎡
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           (14) 

where ( )iyG∇  is the gradient vector of the limit state 

function at iy , and iα is the unit vector normal to the limit 
state surface away from the origin.  

 
Fig.2. Geometrical illustration of the reliability index β  

 
3.2 System Failure Probability 
As mentioned earlier, a laminate can be treated as a system 
and ply groups as components. The failure of the laminate 
system may be assumed to occur using one of the two 
definitions: first-ply failure (FPF) and last-ply failure (LPF). 
In the FPF, the failure of any of the component is defined as 
failure of the system. System reliability index has the 
following form: 

es
F minββ =                   (15) 

In the LPF, it is defined that the system failure can only occur 
when all of its components have failed. Its failure is 
characterized as a progressive failure, and the system failure 
probability is computed through the significant failure 
sequences, which are determined by the branch and bound 
technique [3].  
 
According to this method, reliability indices of components, 
including matrix failure and fiber breakage in the ply-level, 
and the corresponding failure probabilities are computed in the 
first step. Next, suppose the component, which has the 
maximum failure probability 1

maxfP , fails. If the event is 

corresponding to matrix failure, this ply’s modulus E2 and G12 
will be reduced to zero. If the event is corresponding to fiber 
failure, this ply’s modulus E1 will be reduced to zero. The 
laminate stiffness is modified and computation is repeated. 
This proceeds are repeated until the system failure occurs. The 
significant failure sequence is thus identified. 
The system failure probability

fP  (or system reliability 

index s
Lβ ) may be evaluated by the failure sequence. And the 

second-order upper bound method is used to estimate the 
failure probability of the significant failure sequence. Noting 
that a failure sequence is a parallel system and suppose there 
are m events in the sequence, then 

fP = ( ) ( )( )jijij
m
j EEPEP ∩∩ ≠= ≤ min1

   (16a) 

          ( )ji EEP ∩ ( )ijji ρββ ,,−−Φ=     (16b) 

where 
jE is the j th basic failure event in the failure sequence 

under the condition that the first  (j-1) basic failure events 
have occurred, Φ  is the bi-normal distribution function, 

iβ , 
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jβ  are reliability indices, and 
ijρ  is the correlation 

coefficient computed as 

    ∑
=

=
0

1

m

r
jririj ααρ                            (17) 

where 
0m  is the number of basic random variables, irα  

and 
jrα  are the components of the unit gradient vectors of 

the limit states i and j, respectively (Fig.3). 
For nonlinear problems, the two limit state functions are 
linearzed with respect to their intersection, which is found 
from the constrained minimization problem: 
Minimize YY T ,  s.t. ( ) 0=YGi

; ( ) 0=YG j
         (18)  

 
Fig.3. Two intersecting tangent plane 

 
 

4. RELIABILITY-BASED OPTIMUM 
 
An optimization problem has three components: (1) objective 
function; (2) constraints; (3) algorithms. In this paper, the 
reliability-based optimum design is to use the system 
reliability index as the objective function, the fiber orientation 
and the lamina thickness as the design variables. Genetic 
algorithm is used to search for the optimum solutions. The 
optimum problems are expressed in the example. 
For the optimum design, we seek an adequate value of the 
design variable, which satisfies the constrained condition and 
makes the objective function minimum, namely to seek the 
optimum solution. 

 
Table l Loading conditions and the mechanical properties  

 Units Value 

Nx 
E1 
E2 
G12 
ν  

KN/m 
GPa 
GPa 
GPa 
-- 

600 
181.0 
10.7 
7.17 
0.28 

 
Table 2 Random variables 

 Units Mean Standard 
Deviation 

Distribution 
Type 

e11 mm 0 0.6 Normal 
e21 mm 0 0.06 Normal 
e31 mm 0 0.02 Normal 
e41 mm 0 0.006 Normal 
XT MPa 1500 150 Normal 
XC MPa 1500 150 Normal 
YT MPa 40 4 Normal 

XC MPa 246 24.6 Normal 
S MPa 68 6.8 Normal 

 
 
5. NUMERICAL EXAMPLES 

 
As shown in Fig.1, a simply supported symmetric laminated 
plate subjected to a bi-axis compression load 

xN  and 
yN , a 

load ratio is defined to be k ＝
yN /

xN , a×b=20×12.5 cm2. 

The stacking sequence is [ ]snnmmn ）45（－)()(45 212 −−−+ θθ , the 
thickness of the o45 , o45－ ply is n ×

0h , oθ+ ply is 
m×

0h , oθ− ply is (10- m-n)×  
0h , 

0h =0.1mm, and the total 

thickness is 24×
0h =2.4mm. The composite material is a 

typical graphite/epoxy (T300/5208). The loading conditions 
and the mechanical properties of the material are listed in 
Table 1. The statistical characteristics for the initial 
imperfection (m=1,2,3,4; n=1), and strength parameters are 
given in Table 2. All the random variables are assumed to be 
normally distributed variables, for the sake of illustration. It is 
assumed that these random variables are uncorrelated. 
Denote the system reliability index as sβ ( s

Fβ  is that based 
on the FPF, and s

Lβ  the LPF). Consider the optimum problem 
as follows 

 Minimize ),( mf θ = － sβ  ( or  Maximize sβ )  （19） 
Subject: 900 ≤≤ θ , 71 ≤≤ m  

Where θ 、m are the design variables, and n=2. 
 
Firstly to demonstrate the validity of the Genetic algorithm, 
consider the system reliability based on the FPF criterion. One 
is optimized by genetic algorithm, and the other is done by the 
sequence quadratic programming (SQP) method. The results 
are compared in Table 3. It shows that the optimum solutions 
with two different algorithms are very closely, which confirms 
that the genetic algorithm to be effective. 
 
Table 3. The optimum solutions with two different algorithms 

Genetic algorithm SQP 
k

θ /(0) m β  θ /(0) m  β  

1.0 48.2 4 0.542 48.2 4 0.545

0.8 42.5 4 0.798 42.6 4 0.787

0.6 40.1 3 1.108 40.1 3 1.104

0.4 38.5 4 1.420 38.4 4 1.427

0.2 25.7 4 1.986 25.7 4 1.976

0.0 0 3 2.559 0 4 2.560

 
Now to optimize the problem (19), the system reliability 
indices are computed in two cases, one is in the FPF and the 
other is the LPF. The optimum solutions are showed in Fig.4 
and Table 4.  
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Fig.4. The optimum reliability indices-k relations 
 

Fig 4 shows that, as the load ratio k increase form 0 to 1.0, the 
system reliability indices are decreased in both of the two 
cases. When k=0, s

Fβ =2.559, s
Lβ =5.021,and when k=1.0, 

s
Fβ =0.542, s

Lβ =1.123. The difference of two cases as k=0 is 
larger than that as k=1.0. It shows that the objective s

Lβ  is 
larger than s

Fβ  while k=0 to k=1.0. So it shows that optimum 
design based on the LPF is taken full advantage of the material 
behavior than the FPF. 
 

Table 4. the optimum solutions of FPF and LPF 
FPF LPF 

k  
θ /(0) m  θ /(0) m  

1.0 48.2 4 46.1 4 

0.8 42.5 4 40.6 4 

0.6 40.1 3 39.6 4 

0.4 38.5 4 29.6 4 

0.2 25.7 4 15.5 4 

0.0 0 3 0 3 

 
Table 4 shows the optimum ply numbers m are close as k 
takes different values. But the optimum fiber orientations θ  
are different as k takes from 0 to 1.0, when k=0, for the two 
cases θ  are same, equal 0, and as k takes other values, θ  of 
FPF is larger than that of LPF.  
 

 
Fig.5. The optimum reliability indices-k relations of FPF 
 
If we take the ply number n as the design variable, so the 
design variables are three: θ 、m、n. Figure 5 and Table 5 show 
the optimum solutions based on the FPF. Fig 5 shows that the 
system reliability indices decrease as k takes from 0 to 1.0. as 
k takes from 0.0 to 1.0,  s

Fβ  optimized with two design 
variables are larger than that with three. Table 5 indicates the 
optimum solutions for the two cases are much different. 

Table 5. the optimum solutions of FPF 
Two design variables Three design variables 

k  
θ /(0) m  n θ /(0) m  n 

1.0 48.2 4 2 52.1 4 3 

0.8 42.5 4 2 48.5 3 3 

0.6 40.1 3 2 41.8 3 3 

0.4 38.5 4 2 29.2 3 3 

0.2 25.7 4 2 0 5 2 

0.0 0 3 2 0 7 2 

 
Fig 6 and Table 6 express the optimum results based on the 
LPF. From Fig. 6 we can see that the s

Lβ  optimized with 
three design variables are almost equivalent that with two. 
Table 6 shows that the optimum orientations with two design 
variables are less than that with three design variables.  
 

 
Fig.6. The optimum reliability indices-k relations of LPF 

 
Table 6 the optimum solutions of LPF 

Two design variables Three design variables 
k  

θ /(0) m  n θ /(0) m  n 

1.0 46.1 4 2 46.1 4 2 

0.8 40.6 4 2 36.1 3 3 

0.6 39.6 4 2 26.9 3 3 

0.4 29.6 4 2 25.2 3 3 

0.2 15.5 4 2 10.2 4 3 

0.0 0 3 2 0 3 2 

 
 
6. CONCLUSIONS 

 
In this paper, we first developed a method to evaluate the 
system reliability of laminated composites. Then an optimum 
design problem is formulated and solved. 
 
Since properties of the constitutes may differ from the nominal 
ones owing to statistical variations, and the geometry of a real 
structure will be different from the design because of the 
manufacturing error, etc. the reliability-based optimum design 
can be very impartment in practice. The optimal solutions 
based on the LPF are compared with those on the FPF, And 
the optimum design based on the LPF takes full advantage of 
the material property than the FPF. Numerical examples are 
given to show the necessity and the advantage of the 
reliability-based optimum design. 
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ABSTRACT 
 

This paper comment on the lower efficiency shortcomings of 
representative both series algorithms for finding convex hull 
(for example: Gift wrapping convex hull algorithm, Graham 
scan convex hull algorithm, and Algorithm for finding convex 
hull based on coiling with a minimum lever pitch) and parallel 
algorithms for finding convex hull(for example: Half-dividing 
convex hull algorithm, Rapid convex hull algorithm ,Grid 
convex hull algorithm),and based on the isomorphic 
fundamental theorem of the convex hull construction, a more 
efficient new parallel algorithm to find a convex hull based on 
COW is given. The general characters of the new algorithm are: 
1) its COW is combined with two sub-clusters; 2) its domain 
sub is divided into two sub-domains; 3) its seeking direction is 
along with two ways (i. e. clockwise direction, and anti 
clockwise direction). 
 
Keywords: Isomorphic, COW, Convex Hull, Parallel 
Algorithm, Two Sub-Clusters, Two Sub-Domains, Two Ways 
 
 
1. INTRODUCTION 
 
Since the 20th century 70's, the 2D Convex Hull problem’s 
complexity and its application importance had caused the 
domestic and foreign experts quite to pay attention to the 
convex hull algorithms, and many documents explain the 
important meaning of researching, improving and enhancing 
the efficiency of the algorithm of 2D point set and line 
segment set. Up to the present, there are a lot of series 
algorithms for finding convex hull (for example: Gift 
wrapping convex hull algorithm, Graham scan convex hull 
algorithm, Algorithm for finding convex hull based on 
coiling with a minimum lever pitch in single domain and 
single direction) [1-4] ,and parallel algorithms for finding 
convex hull (for example: Half-dividing convex hull 
algorithm, Rapid convex hull algorithm ,Grid convex hull 
algorithm) [4-8]. But these parallel algorithms based on series 
algorithm, and they use recursion, so the efficiency is not 
high. Then a new more efficient algorithm to find a convex 
hull based on COW (abr. from Cluster Of Workstation) is 
given by us according to the isomorphic fundamental 
theorem of the convex hull construction. 
 
 
2. THE DESCRIPTIONS OF THE PROBLEM OF 

2D CONVEX HULL AND THE CONVEX 
HULL ALGORITHM 

 
DEFINITION 1: Suppose that Q is the polygon in given 
plane, Q1(x1, y1), Q2(x2, y2), …, Qn(xn, yn) are the spots 

of Q. If any line segment QiQj（i≠j，1≤i≤n，1≤j≤n<+
∞）is all not outside Q, then Q is called a convex polygon. 
 
DEFINITION 2: Suppose that the 2D point set S={Pi(xi,yi)
│1≤i≤m, 3≤m<+∞} is composed by the spots which are 

in the given plane. If the apexes of polygon Q belong to S, 
and Q is the least Convex Polygon which covers all points in 
S, then Q is called the convex hull of the 2D point set S. 
 
DEFINITION 3: How to seek the convex hull of the given 
2D point set S= {Pi(xi,yi)│1≤i≤m, 3≤m<+∞} is called 
2D Convex Hull problem. 
 
DEFINITION 4: An algorithm which could produce 2D 
convex hull of the given 2D point set is called 2D Convex 
Hull algorithm. 
 
 
3. THE SUMMARY OF PARALLEL 

ALGORITHM 
 
The method of parallel program is different from the method 
of series program, and the difference is the attitude to the 
problem: the method of series program regards the change of 
affair as single-track. Any two of the affair may exist 
causality, and then regards a series of correlative affair as an 
inseparable whole. To the cognition of affair, structure 
programming especially the object programming make 
breaking evolvement (namely: they decompose a 
complicated affair to many simple affairs, indeed regards a 
system as composed by many relative entities); but both with 
a view to the affair’s the relation of static state construction 
and the action’s pattern of surface layer, and had not achieve 
that cognize and decompose affair from the relation of 
dynamic state construction and the action’s pattern of deep 
seated. As a result, from the essence of action mode, the 
affair is taken for coherent or one after the other, it doesn’t 
exist the phenomenon of subsequent interfere, and doesn’t 
exist coincidental actions which happen at the same time. 
The basic viewpoint of the method of parallel programming 
is taken the action of one affair as the result of reciprocity of 
many sub-affairs (series or parallel). This is the fundamental 
change of conception of programming. The core method of 
parallel programming which it leads is the affair’s parallel 
partition and algorithm mapping. The foundation of exoteric 
is the module of parallel computing. The module of parallel 
computing decides the semanteme of parallel, the 
semanteme of parallel decides the rule of parallel executing, 
consequently decides the principle of parallel partition. 
 
DEFINITION 5: Parallel algorithm is an aggregation of 
many courses which could finish the problem at the same 
time with reciprocity, harmony, uniformity, and consensus. 
 
DEFINITION 6: The parallel algorithms which adopt the 
method of synchronization (the execution of all algorithm’s 
threads must wait each other), the method of 
asynchronization (the execution of all algorithm’s threads 
could not wait each other), the method of distribution (many 
sizes or nodes which are connected by corresponding link 
finish the problem) are called synchronized algorithm, 
asynchronized algorithm, distributed algorithm respectively. 
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According to the universality and dominating of distributed 
algorithm, so the implementing method of parallel convex 
hull algorithm which is discussed in this paper adopts 
distributed convex hull algorithm. 
 
 
4. THE SYNOPSIS OF THE CLUSTER OF 

WORKSTATION 
 
The cluster of workstation is called COW for short. It 
connects a set of high-powered workstation according to 
topological structure by high speed universal net, and with 
the help of parallel programming and the compositive 
exploitation’s environment of man-machine alternation 
which is viewed, we attempter unitive, dispose harmonious 
and implement high-efficiency high-powered computation’s 
parallel system. Every node of COW has integrated 
operating system. From the view of system’s structure and 
the way of communications between nodes, COW is the part 
of distributed storable MIMD’s parallel computer structure. 
It implements the correspondence among each of host 
computers by the way of information impressing. The 
environment of parallel programming which is based on 
commonly operating system has finished the system’s 
management of resource and collaboration each other. At the 
same time it shields the isomerism of workstation and net. 
So to programmers and users, the system of COW is a 
unitary system of parallel management. The host computer 
and net which are in the system of COW may be isomorphic 
or isomeric. The general system structure of COW is shown 
as Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In the system of the COW, each of the workstations has its 
own memory and I/O equipment, its structure as shown in 
Fig. 2. 
 
The characteristics of the system of COW are: 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 . The sketch map of basic structure  
of a workstation of COW 

1) The adoption of environment is strong, and the period 
of development is short. The emphases of development 

is communication and the environment of parallel 
programming, it needn’t to research nodes over again, 
and needn’t to design operating system and compiled 
system, so it saves a great deal of time. 

2) The robust of system is good and the risk of investment 
is little. The system of COW is not only a parallel 
system, every node of it is also an absolute workstation, 
even though the parallel efficiency of the whole system 
is not high, but the node of it is still a workstation. 

3) The ratio between property and price is good and the 
development of system’s cost is low. Because of the 
little batch, the cost of traditional huge computer or 
MPP is high, and the price is high (millions to 
multimillions dollars at every turn). But the workstation 
belongs to volume-produce, so the cost and price is low 
much. 

4) The utility ratio of system is high and it saves the 
resource; it could use existing equipment 
plenitudinously, so only see from the utility ratio, the 
utility of the system of COW is much higher than the 
utility of the system of stand-alone. 

5) The ductibility of system is good and the expansibility 
of system is strong. From the scale, the system of COW 
almost uses general net. The expansibility of system is 
easy. From the capability, the parallel application of 
most middle or coarse granularity has high efficiency.  

6) The ratio of repeating is high and the whip of 
programming is concise. In the system of COW, the 
parallel of program always insert corresponding 
communicating language, and we make little 
modification to the resource base of series program. 

 
Therefore, this paper adopts the COW to research and 
implement the parallel of convex hull algorithms. 
 
 
5. A NEW PARALLEL ALGORITHM FOR 

FINDING CONVEX HULL BASED ON COW 
WITH 2-CLUSTERS, 2-DOMAINS AND 
2-DERECTIONS 

 
DEFINITION 7: The distributed domain of every point in 
2D point set S={Pi(xi,yi)│ 1≤i≤m, 3≤m<+∞} is called 
the S distributed domain.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The sketch map of initial Poles and sub-domains of 
convex hull 

 
DEFINITION 8: In 2D point set S={Pi(xi,yi)│1≤i≤m, 3
≤ m<+ ∞ },the outside-most points which have the 
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maximum or minimum y-coordinate are recorded: P(1)(x1, 
y1=min{yi (1≤i≤m≥3)}), P(2)(x2, y2=max{yi (1≤i≤m≥
3)}); The outside-most points P(1), P(2)are called initial poles 
of convex hull Q and recorded as Qup0,Qlow0 (it means: Qup0 is 
the right high initial poles of sub-domain Sright,Sleft; as the 
same as Qlow0). The line segment Qup0Qlow0 is called the line 
of demarcation of the convex hull (called baseline for short). 
The line of demarcation divide the original distributed 
domain into two sub-domains which are sub-domains 
Sright,Sleft called as sub-domains of 2D point set (shown as in 
Fig 3). 
 
DEFINITION 9: Do not loose universality, in 2D point set 
S={Pi(xi,yi)│1≤i≤m≥3},the initial poles of convex hull 
Q are Qup0,Qlow0, and they are also recorded as 
Qrightup,0,Qrightlow,0 or Qleftup,0, Qleftlow,0. In the sub-domain of S, 
Sright make radials Q rightlow,jL rightlow,j and Q rightup,jL rightup,j 
which across the current new poles Qrightlow,j,Qrightup,j (0≤j≤
mright）of the sub-convex hull QRight respectively, and 
parallel the positive direction of X-axes. The radials are 
called positive radials. The angles ∠PiQrightlow,jLrightlow,j,∠
PiQrightup,jLrightup,j which is formed by positive radials 
Qrightlow,jLrightlow,j,Qrightup,jLrightup,j which are coiled to the point 
Pj(xj,yj)∈S according to anticlockwise (that is called A 
direction for short), clockwise(that is called B direction for 
short) are called the A direction angle of the point Pj(xj,yj) to 
positive radial Qrightlow,jLrightlow,j,and B direction angle of the 
point Pj(xj,yj) to positive radial Qrightup,jLrightup,j.  
 
The first author points out the isomorphic direction of the 
convex hull algorithm’s improvement and optimizing. In 
document [3~6], the improvement to document [2] is 
clarified (where: document [5] is the improvement of 
document [3~4]). On the basis of document [5], the paper 
brings forward a new parallel algorithm for finding convex 
hull based on COW with 2-clusters (it means the COW is 
divided into two sub-COWs), 2-domains (it means the 
domain is divided into two sub-domains) and 2-directions (it 
means the direction for finding the poles of convex hull is 
divided into clockwise and anticlockwise). The algorithm’s 
thought may be structured as follows: 
 
Step 0: Parallel Initialization Processing. 
(1) 2-clusters parallel processing of “finding the maximum 

and minimum of y-coordinate in domain S”: 
1) Record the two sub-clusters as COWright,COWleft, 

and record the sum of the processor which is 
belonged to sub-clusters COWright,COWlef as 
nright,nleft. Record the processor which is belonged to 
sub-clusters COWright,COWleft as Pright j(1≤j≤nright), 
Pleft k(1 ≤ k ≤ nleft). Suppose the maximum and 
minimum of X-coordinate are xmax,xmin in initializing 
domain S={Pi(xi,yi)│1≤i≤m≥3}. 

2) Every processor Pright j(1 ≤ j ≤ nright) which is 
belonged to sub-cluster COWright make the zonal 
partition according to the initial bandwidth WS 

width(=(xmax-xmin)/(nleft+nright)), if the initial domain is 
not null, then find out two outmost points of the 
maximum and minimum of y-coordinate of Sright,initial j,  
and find out two outmost points of the maximum and 
minimum of y-coordinate in right sub-domain Sright 

initial which is composed by each of Sright initial j from all 
outmost points of initial domain Sright initial j. 

3) Every processor Pleft j(1≤j≤nleft) which is belonged 
to sub-cluster COWleft make the zonal partition 

according to the initial bandwidth WS 

width(=(xmax-xmin)/ (nleft+nright)), if the initial domain is 
not null, then find out two outmost points of the 
maximum and minimum of y-coordinate of Sleft initialj, 
and find out two outmost points of the maximum and 
minimum of y-coordinate in left sub-domain Sleft initial 
which is composed by each of Sleft initial j from all 
outmost points of initial domain Sleft initial j. 

4) As the sub COW(shown as in Fig 3), both COWright 
and COWright find out two outmost points of the 
maximum and minimum of y-coordinate of initial 
domain S among the four outmost points of the 
maximum and minimum of y-coordinate of right 
sub-domain Sright initial and left sub-domain Sleft initial; 
and recorded P(1)(x1,y1=max{yi (1≤i≤m≥3)})，
P(2)(x2, y2=min{yi (1≤ i≤m≥3)}). The outmost 
points P(1),P(2) are the initial points of convex hull Q 
of S, and recorded Qup0,Qlow0. 

 
(2) The 2-cluster parallel processing of conforming two 

sub-domains of domain S: 
1) Connect the initial points Qup0,Qlow0 in order to create 

the dividing baseline in the sub-COW 
COWright,COWleft respectively. The baseline could 
plot the two sub-domain Sright,S of the domain of 2D 
point set, which is disposed later. 

2) Choose and hold the points’ data of sub-domain Sright, 
Sleft in the sub-COW COWright, COWleft respectively. 
Work out the bandwidth of sub-domain Sright j (1≤j
≤nright), Sleft (1≤j≤nleft) Wright width=(max{xi│xi∈

Sright}- min{xi│xi∈Sright})/ nright,Wleft width= (max{xi

│xi∈Sleft}- min{xi│xi∈Sleft} )/ nleft. 
3) Every processor Pright j (1≤j≤nright), Pleft k (1≤k≤

nleft）which is belonged to sub-cluster COWright and 
COWleft divide the initial domain S into sub-domain 
Sright j (1≤j≤nright), Sleft k (1≤k≤nleft) according to 
the bandwidth Wright width, Wleft width. The sub-COW 
COWright and COWleft prepare the points which are 
decided by the sub-domains Sright, Sleft and except the 
initial points Qup0, Qlow0. 

Step 1: The parallel processing of sub-COW COWright 
and COWleft generate the vertexes of sub-convex hull 
Qright, Qleft in the sub-domains Sright, Sleft. 
Step 1-1: The parallel processing of the sub-COWright 

finding the vertexes of sub-convex hull Qright based 
on coiling with a minimum lever pitch in double 
direction in the sub-domain Sright. 
Step 1-1-1: The parallel processing of the 

sub-COWright finding the next couple of new 
vertexes of sub-convex hull Qright based on 
coiling in double direction in the sub-domain 
Sright. 
Step 1-1-1-1: Record the initial domain Sright as 

the current sub-domain Sright, record the initial 
vertexes Qup0, Qlow0 as the new couple of 
vertexes Qright up, Qright low. Set r be 0. 

Step 1-1-1-2: Every processor Pright j (1≤j≤
nright) which is belonged to sub-cluster 
COWright divide the initial domain S into 
sub-domain Sright j (1≤j≤nright) according to 
the bandwidth Wright. 

Step 1-1-1-3: Every processor Pright j (1≤j≤
nright) which is belonged to sub-cluster 
COWright work out the least points Pright j A, 
Pright j B based on coiling with a minimum 
lever pitch in double direction of A-direction 
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and B-direction in their own sub-domain Sright 

j (1≤j≤nright) respectively. Find out the least 
points Pright A, Pright B of A-direction and 
B-direction among the least points Pright j A, 
Pright j B (1≤ j≤nright) of A-direction and 
B-direction. Set r be r+1, and regard Pright A, 
Pright B as the next couple of vertexes Qright up,r 
and Qright low, r of sub-convex hull Qright. 

Step 1-1-2: The process of deleting the points of the 
sub-convex hull Qright up,r-1Qright low,r-1Qright low,r 
Qright up,r, which is composed by the couple of 
vertexes Qright up,r-1, Qright low,r-1 and the couple of 
vertexes Qright up,r, Qright low,r. 
Step 1-1-2-1: If the fresh couple of vertexes Qright 

up, r, Qright low, r is different,  
Then: every processor Pright j (1≤j≤nright) 

which are belonged to sub-cluster COWright 
divides the domain Q into sub-domains 
QQrightj (1≤j≤nright) where the sub-convex 
hull Qright up, r-1Qrightlow,r-1Qrightlow ， rQrightup,r 
located with the bandwidth Wright 

width=(max{xi│xi is the point in sub-convex 
hull Qright up,r-1Qright low,r-1Qright low,r Qright 

up,r}-min{xi│xi is the point in sub-convex 
hull Qright up,r-1Qright low,r-1Qright low,r Qright 

up,r })/nright. 
Otherwise: switch to execute Step 1-1-3. 

Step 1-1-2-2: Every processor Pright j (1≤j≤nright) 
which are belonged to sub-cluster COWright 
delete all points of own sub-domain QQright j (1
≤j≤nright). 

Step 1-1-2-3: Record the primary sub-domain Sright 
which is deleted all the points in QQright as the 
current sub-domain Sright. 

Step 1-1-3: The process of all vertexes signing in 
sub-convex hull Qright: sign all the vertexes of 
convex hull Qright which have been worked out. 

Step 1-2: The same to Step 1-1, the parallel processing 
of the sub-COWleft finding the vertexes of 
sub-convex hull Qleft based on coiling with a 
minimum lever pitch in double direction in the 
sub-domain S left. 
Step 1-2-1: The parallel processing of the 

sub-COWleft finding the next couple of new 
vertexes of sub-convex hull Qleft based on coiling 
in double direction. 

Step 1-2-2: The process of deleting the points of the 
sub-convex hull Qleft up,r-1Qleft low,r-1Qleft low,r Qleft up,r, 
which is composed by the couple of vertexes Qleft 

up,r-1,Qleft low,r-1 and the couple of vertexes Qleft up,r, 
Qleft low,r. 

Step 1-2-3: The process of all vertexes signing in 
sub-convex hull Qleft: sign all the vertexes of 
convex hull Qleftt which have been worked out. 
(Annotation: the principle, method, step and 
operation of Step 1-1, Step 1-1-1, Step 1-1-2 and 
Step 1-1-3 are same. So change the “right, left, 
A-direction, B-direction” of Step 1-1 into “left, 
right, B-direction, A-direction” of Step 1-2, and 
the operation of Step 1-2, Step 1-2-1, Step 1-2-2  
and Step 1-2-3 are omitted. ) 

Step 2: The process of fit together the vertexes of 
sub-convex hull Qright, Qleft which are gained by 
sub-COW COWright, COWleft. Namely: the convex 
polygon Q which is composed by the line segments 
which link the apexes orderly in sub-convex hulls 

Qright, Qleft must be the convex hull Q in 2D limited 
point set S. 

 
 
6. CONCLUSIONS 
 
The algorithm that is proposed in this paper not only in the 
running time and space complexity but also in the efficiency, 
obviously surpasses the Gift wrapping convex hull algorithm, 
Graham scan convex hull algorithm, Half-dividing convex 
hull algorithm and so on. Moreover, it is very easy to be 
transformed into new parallel algorithm for finding convex 
hull based on COW with m-Clusters, n-Domains and 
p-Directions where m>2, n>2, p>2 (we shall discuss them in 
other papers). Therefore, it will enhance the speed of 
constructing 2D convex hull effectively, and could improve 
and enhance the application level and the working efficiency 
of the 2D convex hull in the imagery processing, the writing 
decomposes, the pattern recognition, the object classification, 
the computation graph, the fingerprint recognition, the 
telemeter remote control, the thing recognizes, the 
geological prospecting, the space & sky using, and so on. 
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ABSTRACT  
 

The Fluent software is a popular CFD software package now, it 
can use parallel multi-grid method to solve the large-scale 
problems. In order to find out the suitable scale and parallel 
granularity of the Fluent software while it makes the solution, 
and make the best of the software and the hardware, this article 
analyses the multi-grid method and domain decomposition 
method of the Fluent software and tests again and again. This 
article mainly discusses the influence of the different multi-grid 
cycle method, domain decomposition method, the scale of 
sample and the number of computing nodes on parallel 
efficiency. The results from the theories analysis and the 
experiments show that the Fluent software has favorable 
parallel performance and the PEM Fuel Cell Model and HPCC 
could have better performance by upgraded well. 
 
Keywords: Fuel Cell, Multi-grid, Domain Decomposition, 
Parallel Computing, Fluent 
 
 
The Fluent software is a CFD (Computational Fluid Dynamics) 
solver, which can solve all kinds of complex flows, including 
incompressible flow (low subsonic), to weak compressible flow 
(transonic) and strong compressible problems (supersonic), 
Fluent software has a variety of solutions, providing the 
multi-grid method to speed up the convergence, meanwhile, 
parallel computing can work well. So it can provide the optimal 
and efficient solution to flowing problems on the speed wide 
range. This article introduces the parallel multi-grid algorithm 
used in Fluent software, tests and analyzes its parallel 
performance. 
 
 
1. MULTI-GRID METHODS IN FLUENT 

SOFTWARE 
 
The multi-grid method (MGM) is a highly effective serial value 
computational method. The fine grid relaxation, the coarse grid 
adjustment and the set of iterative technique are three props of 
multi-grid method. Its basic idea is using the residual error 
adjustment characteristic of the coarse grid to eliminate the low 
frequency component of iteration error, simultaneously using 
the flaccid smooth characteristic of the fine grid to eliminate 
the high frequency component of iteration error, the wrapped 
iterative technique is responsible to solve the same problem 
through the limit and the interpolation operator to connecting 
all grid level [1]. 
 
The multi-grid method has three basic forms as follows[2]: 1) 
two-layer V cycle methods, 2) multi-layer V cycle method , 3) 
full multi-grid method. Fig.1 take the four layers as the 
example, the graph represents above three methods. In the chart, 

                                                        
 *Granted by the Special Scientific Research Foundation for College 

Doctor Subjects from Ministry of Education of China 
(No.20050497014). 
Corresponding Author: Xiao Jinsheng 

“○” represents relaxation and iteration; “\” represents restrict; 
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solution.  
 

 Fig.1. Three Basic Multi-grid Cycles 
 
The multi-grid cycle may be defined as a recursive procedure 
used in the grid plane when each grid plane passes the grid 
level, which expands to the next rough grid plane through 
completing the sole grid cycle in the current plane. The Fluent 
software has four kinds of multi-grid cycles: V, W, F as well as 
Flexible cycle. The V and the W cycle can be used in the 
Algebraic Multi-grid (AMG) and the Full-Approximation 
Storage (FAS) Multi-grid, the F and the Flexible cycle can only 
be limitedly used in the AMG method. 
 
Fig.2(a) is V-cycle： 

smoothprolongateVcyclerestrictsmooth 31 ββ →→→→  
Fig.2(b) is W-cycle： 

smoothprolongateWcycleWcyclerestrictsmooth 31 ββ →→→→→

F-cycle： 
smoothprolongateVcycleWcyclerestrictsmooth 31 ββ →→→→→

 
As to  the V and the W cycle, each plane transformation is 
controlled by three parameters: β1、β2 and β3. β1 is used to 
assign the steps in the current grid plane to carry on the 
pre-flaccid iteration (in Fig.2 with circular expression),to 
reduce the high-frequency unit of the local error. In AMG 
method , The accepted value of β1 is 0 (i.e.: Not pre-relaxation); 
β2 is used to assign the type of the multi-grid cycle, takes 1 and 
2 Corresponds the V cycle and the W cycle separately, which 
can reduce the error of the thick grid (to express with 
quadrangle in Fig.2); β3  is used to assign the step of carrying  
on relaxes iterative (to express With the triangle in Fig.2), 
which can reduce the high frequency error arising in the 
multi-grid cycle. in AMG method, The accepted value of β3  is 
1; in FAS method ,the accepted value of β3  is 0. 
 
The Flexible cycle causes the realization of the coarsening grid 
computation by the logical control multiple grid procedure, 
such logical control can guarantee the transference to the rough 
grid computation when the current plane grid residual error’s 
reducing speed is slow enough .When the current rough grid 
level’s adjustment iterative solution is fully restrained and 
therefore it should change to the next fine grid, the multi-grid 
control will deal with it suitably. 
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（a）V-Cycle                                （b）W-Cycle 
Fig.2. Multi-grid Cycles 

 
The main difference between the Flexible cycle and the V and 
the W cycle is: The Flexible cycle can determine when and in 
which frequency to deal with each grid through the satisfactory 
condition of the common difference of reducing the residual 
error and the termination criterion; but the V and the W cycle 
has clearly defined the transforming pattern between each 
plane. 
 
 
2. PARALLEL ALGORITHMS IN FLUENT 

SOFTWARE 
 
Parallel computation in Fluent software uses many computation 
nodes simultaneously to deal with the same duty. The parallel 
computation must divide the grid into many subfields, the 
quantity of subfields is integral times of the number of 
computation nodes. Each subfield can “dwell” on the different 
computation node. Besides supporting the parallel computation 
of single CPU & multi-CPU, Fluent also supports the parallel 
computation of network distribution. In the Fluent software has 
been set MPI (Message Passing Interface) parallel mechanism, 
which largely enhanced parallel performance of parallel   
computation of the network distribution. 
 
The division form of Fluent software adopts dichotomy 
principles to carry on, but has no limit to the number of 
division, and may have the same division number to each 
processor. The Fluent software provided many kinds of 
methods to divide the grid, and the most effective division 
method is related to the problem solved. When grid is divided, 
the division method to produce grid needs to choose, division 
number need to be established, the region and the optimized 
method need to be chosen and so on.  
 
The parallel procedure grid division has three main targets: 
producing the same quantity unit grid regions; minimizing the 
division contact field; minimizing neighborhood field of 
division. 
 
Parallel computing performance can be expressed by the 
speedup ratio. The general method to calculate the speedup 
ratio is : In the case of a processor operating a procedure, T1 as 
implement time , and P nodes in the parallel machine running 
the same procedure, if TP as implement time, then the speedup 
ratio S=T1/TP, parallel efficiency η=S/P [3]. 
 

3. ENVIRONMENTS AND PROCEDURES OF 
PERFORMANCE TESTS  

 
3.1 Test Environments 
Hardware environment: High Performance Computer Cluster 
(HPCC). The master node is DELL POWEREDGE_2650, 
matches one Intel Xeon 2.8GHz/533MHz FSB CPU, 
2G/DDR266 memory, collection with 2 milliard fold network 
card, 584G SCSI hard disk; The system includes 8 computation 
nodes named DELL POWEREDGE_1750, which configures 2 
Intel Xeon 2.8GHz / 533MHz FSB CPU, 2G/DDR266 memory, 
integrated milliard fold network card, 73G SCSI hard disk; 
Information exchange between the master node and the 
computation node completes through the milliard fold Ethernet 
switchboard.  
 
Software environments: Red Hat Enterprise Linux3.0, 
Fluent6.2.16 for Linux。 
 
3.2 Test Procedures 
What the simulation test is the list straight flow channel proton 
exchange membrane fuel cell. It employs the Fluent software 
PEM Fuel Cell module to compute and uses Fluent internal 
command "Benchmark" to alternate 100 steps, and record the 
CPU utilization ratio and Elapsecl-time. According to the multi 
grid cycle method, domain decomposition method and the 
problem solving scale, there are three kinds of plan tests:  
 
Test 1: The grid scale is 1,000,000 units, using the Fluent 
accepted main axle symmetrical grid broken method and 
different multi-grid cycle method to test, each computation 
node assigns a duty. 
 
Test 2: The grid scale is 400,000 units, using the multiple grid 
cycle method which has the highest Parallel efficiency in Plan 1, 
and adding 2 computation nodes, each computation node is 
assigned a duty, adopting different domain decomposition 
method to carry on the parallel computation. As a result of the 
fuel cell model geometry characteristic symmetry, this 
experiment has only adopted Principal X-Coordinate, Principal 
Y-Coordinate, Principal Z-Coordinate and Cartesian 
X-Coordinate, Cartesian Y-Coordinate, Cartesian the 
Z-Coordinate region fission method. In order to facilitate the 
record, using the short form, such as Principal X-Coordinate’s 
short form is P X-C. 
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Test 3: The grid scale has two kinds : the 400,000 units and the 
100,000 units, the multiple grid cycle method  with highest 
parallel efficiency is adopted in the plan 1 and  the area 
broken method  in plan 2, has 1 to 8  computation nodes, 
each computation node is assigned a duty.  
 
The master node’s participation in the computation can cause 
the load unbalanced and reduce HPCC’s speedup 
performance[6], therefore in above plans the master node does 
not participate in the computation, in order to test the accuracy 
of the result, one test should duplicates three. Because 
duplication of the test result is extremely good, therefore the 
experimental result uses the arithmetic mean value of three 
tests’ results.  
 
 
4. RESULTS AND DISCUSSIONS OF 

PERFORMANCE TESTS 
 
4.1 Effects of Multi-grid Cycles on Parallel Performance 
The one computation node operating time in Test 1 respectively 
are, V cycle-4786 seconds, W cycle- 37504 seconds, F cycle- 
5121 seconds, Flexible cycle-6870 seconds. Obviously, the V 
cycle operating speed is the highest , the W cycle operating 
speed is the lowest. The analysis thought it is because of the 
minimum of V cycle operand and the maximum of W cycle 
operand.  
 
Parallel speedup ratio of various computation nodes of Test 1 
are shown in Fig.3. Different methods of computation and 
communication account for different speedup ratio and 
computing speed. For the V cycle, the F cycle and the Flexible 
cycle, computation nodes CPU has high utilization up to more 
than 90%. So for the three cycles, different test results mainly 
due to different calculation. But when the W cycle is adopted, 
the CPU utilization is very low, only up to 10%, and the 
computing speed is very slow.  When the W cycle parallel 
computation is adopted, communications were considerablely 
big, which is a major factor. 
 
Fig.3 also shows that the parallel speedup ratios of the four 
cycle methods are almost the same when computation nodes 
are less than 5, and the V cycle parallel speedup ratio is 
significantly greater than the other three when computing nodes 
continue to increase. With the increase of computing nodes, all 
growth rates of cycles’ speedup ratios gradually become 
smaller. 
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Fig.3. Speedup Ratio of multi-grid cycles 

4.2 Effects of Domain Decompositions on Parallel 
Performance 
The test result of Test 2 is shown in table 1.  Different domain 
decomposition computing methods have different time, or even 
a big difference. Because different domain decomposition 
generates different interfaces. Different exchange volume of 
data required by parallel computing causes different 
communications, and different computing speed. The smaller 
the Neighborhood fields and segmentation contacts are , the 
faster the computing speed is. Different models of Solution are 
suitable for different networks splitting methods, which is in 
order to compute fastest. In this paper, the best method of 
splitting the network is Cartesian X-Coordinate. 
 

Table 1 Test results in different domain decompositions 
 PX-C PY-C PZ-C CX-C CY-C CZ-C

Intercell 
Ratio(%)  

1.0 1.0 0.9 0.2 0.9 0.7 

Interface 
Ratio % 

4.8 4.8 5.3 1.0 5.3 4.3 

Time  
(s)

2659 2661 2739 2120 2331 2159

 
4.3 Effects of Problem Scale on Parallel Performance  
The test result of Test 3 is shown in Fig.4. The same multi-grid 
cycle method (V cycle) and area splitting method (Cartesian 
X-Coordinate), and different scale of examples cause different 
parallel performance. From Fig.4(a) we can see when the 
computing nodes are few, the different scale of examples  
basically have same speedup ratio; With a further increase of 
computing nodes, computing speed and speedup ratio increase, 
but the growth trend became smaller; the smaller the examples 
scale are, the smaller the parallel speedup ratio is. 
 
Fig.4 (b) shows that, with the increase of the number of 
computing nodes, the parallel efficiency reduced; Different 
sizes of examples have different parallel efficiency. This is 
because in the message passing   model   of parallel 
processing, the amount of computation and communication and 
relationship between them plays a vital role [4]. With the 
increase of CPU in computing, CPU utilization and the 
corresponding computing load on it reduce, but communicating 
expense on parallel computing increases. Therefore, with the 
increase of computing nodes, parallel efficiency reduces. For 
examples of different scale, the relationship between the 
amount of computation and communication is different and 
therefore parallel performance is different too.  
 
Fig.5 shows the Comparison of PEM Fuel Cell module speedup 
ratio, basic modules accelerate ratio[3] in Fluent and ideal 
highest speedup ratio when they are in the same multi-grid 
cycle method (V cycle) and grid splitting method (Principal 
Axes). PEM fuel cell module parallel speedup ratio is smaller 
than the speedup ratio without that module in Fluent, moreover, 
both less than ideal speedup ratio, and with the increase of 
computing nodes the difference increase. The ideal situation 
has overlooked the influence of the data communications, and 
PEM Fuel Cell module increase the equation, so computation 
and communications are greater than the basic module in 
Fluent. 
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Fig.4. Accelerate performance of different solutions scale 

 
From the comparison of the test results with the Benchmark 
data[5] provided by FLUENT, we find the parallel efficiency of 
The test is below Parallel efficiency of DELL 
POWEREDGE_1750  which the company releases. It shows 
that further optimization of the test environment is needed.  
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Fig.5. Speedup Ratio 

 
 
5. CONCLUSIONS  
 
1） The V cycle has the highest computing speed and best 

parallel performance in the multi-grid cycles of Fluent 
software. 

2） The best way for domain decomposition is trying to 
produce minimum interfaces between the divided regions, 
so the shortest time will be needed for communication to 
solve the problem.  

3） Since more unknown variables and communication occur 
in PEM Fuel Cell module, its parallel performance is not 
as good as basic modules of Fluent. 

4） In order to achieve greater parallel speedup ratio and 
solving speed, further optimization of the communication 
between nodes and expansion of DELL HPCC are 
needed.  
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ABSTRACT  
 

In shallow water costal areas, to enhance bottomed targets 
detection performance, a computationally efficient adaptive 
beamformer based on  inverse QR and recursive least-squares 
(RLS) is developed under Fourier transform framework, for 
standard hexagonal array implementation. The IQR-RLS 
algorithm has good numerical stability and can be mapped onto 
coordinate rotation digital computer processor-based systolic 
arrays, which is suitable for real time applications. Using the 
proposed scheme to construct beamformer, which reduces 
computational complexity significantly and offers better 
converge rate. The  simulation and test results demonstrates 
the algorithm improves reverberation suppression ability. It 
improves SNR about 2dB of bottom target detection in 
reverberation limited area. 
 
Keywords: Active Sonar, Hexagonal Array, Beamforming, 
Hexagonal FFT, Inverse QR-RLS Algorithm 
 
 
1. INTRODUCTION 
 
Active sonar involves transmitting an acoustic signal from a 
source and receiving reflected echoes from the objects of 
interest, and uses the acoustic signals propagated through the 
water to detect, classify and localize underwater objects, even 
to classify marine sediment [1]. Beamformer is the core 
component of sonar signal processing system. Recently 
implementing beamforming efficiently becomes an important 
problem especially in large aperture sonar systems, hexagonal 
planar array,  and 3-D array. The implementation of adaptive 
beam forming algorithms turns out to be a challenging 
computational problem due to the high data rate requested and 
to the ill-conditioning of the interference covariance matrix in 
typical sonar scenarios. Not surprisingly, the problem 
motivated the development of systolic algorithms and the 
investigation of mapping strategies on different parallel 
computing architectures[2-3].  
 
These sonar array technologies face difficulties, such as low 
fault tolerance due to computational complexity not readily 
supported in real-time conventional means that may be 
overcome with the use of parallel and distributed computing 
(PDC) technology[4-5]. These challenges in achieving critical 
levels performance and reliability are particularly difficult to 
overcome for systems employ high-fidelity beamforming 
algorithms and must process data from a large number of 
sensor nodes. 
 
A systolic array for MVDR adaptive beamforming based on 
inverse QR(IQR) is presented to implement with CORDIC 
(co-ordinate rotation digital computer) cells [6]. Li proposed a 
blind beamforming algorithm based on high-order cumulant 
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and neural network, and neural network can operate in parallel 
structure[7].  
 
Since beamformer is a computation intensive algorithm, some 
research has concentrated on exploiting constructing fast 
processing techniques necessary to meet computational 
requirements of real-world applications[8]. The RLS algorithm 
offers better convergence rate, steady-state mean square 
error(MSE), and parameters tracking capability over the 
adaptive LMS based algorithm. But, RLS filters have been 
impeded by unstable numerical performance and high 
computation cost[9], and its performances will seriously 
degrade due to finite-word-length effects[10]. To circumvent 
the above difficulties, a numerically robust and 
computationally efficient procedure to compute the adaptive 
filter output is known as QR- decomposition.  A further 
advantage of the QR method is that it has a high degree of 
inherent parallelism which can be exploited to speed up the 
computation. The triangular systolic array for space-time 
adaptive processing(STAP) is called IQR and promises an 
additional decrease of the required computational power[3]. It 
achieves greater improvement of reducing the computational 
requirements of the triangular systolic array. Then, RLS based 
on IQR (IQR-RLS) algorithm is also presented[11], which is 
the most promising RLS algorithm because it possesses 
desirable properties for parallel processing. 
 
In this study, a novel hexagonal array(HA) adaptive 
beamformer using IQR-RLS algorithm implementation under 
Fourier framewrok is proposed. The algorithm performance is 
tested by simulated test and lake trial data. It owns high 
parallelism, suppress the reverberation and meets computation 
cost requirements of real-time implementation  
 
 
2. HEXAGONAL ARRAY BEAMFORMER  
 
The motivation of designed HA for the deployment of broad 
active sonar system is their potential to enhance bottom and 
buried object detection performance in ocean costal areas. The 
HA has the best steerable characteristics, and it is the optimal 
sampling strategy for circularly band limited signals. 
Hexagonal sampling allows for 13.4% fewer samples than 
rectangular sampling. Moreover, HA owns vertical spatial 
resolution[1][11]. 
 
2.1 HA Conventional Beamformer 
The conventional beamformer(CBF) under Fourier transform 
framework supplies a quickly, efficient method for real-time 
implement in practice. In Fig.1, we show a finite area sequence 
corresponding to one  of hexagonally periodic sequence. 
Discrete fourier transform of hexagonal sampling signal (HDFT) 
and hexagonal fast Fourier transform(HFFT) were firstly 
proposed in reference[11]. The discrete hexagonal Fourier 
transform is shown as Eq. (1): 
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where ux=cosθ, uy =cosΦ, θ is incident signal elevation angle, 
Φ is incident signal azimuth angle, λ is wave length. 
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Fig. 1. Schematic hexagonal sampling of hexagonal array 
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To wide-band signal, we modify the narrow band model and 
use correct terms to guarantee the beam with different 
frequency f and wavenumber k point the same bearing angle.   

S1m=k1·(fm−fp)/ fp, S2m=k2·(fm−fp)/ fp 
where p means reference frequency. To a random frequency fm, 
(k1,k2) directs the same spatial cosine ux,p, uy,p. The Eq. (1) is 
written as:  

1 2 1 22

1 2 1 2 2 2

1( , )  ( ( , ))
3

(exp{ [ (2 )(2 ) ]}) 
3 m m m

X k k HDFT x n n
N

HDFT j n n S S n S
N N
π π

= ∗∗

− − − +
  (3) 

where ** denotes hexagonal two-dimension convolution. So 
there exists a fast algorithm HFFT to improve computation 
efficiency. The array beamforming response v can be expressed 
in vector form as:  

2
1 2 2 1

3( , ) exp{ 2 [ ( ) ]}
2 2y x

d nn n j n u n uπ
λ

= + −v        (4)  

From Fig.1., the HA element coordinates in non- orthogonal 
axes is (n1,n2).  The v(n1,n2) has the similar structure with 
HDFT. 
 
 
3. ADAPTIVE BEAMFORMING OF HA  
 
3.1 MVDR Beamformer  
The objective of beamforming is to resolve the direction of 
arrival of spatially separated signals within the same frequency 
band. The sources of the signals are located far from the sensor 
array. Therefore, the propagating wave is a plane wave and the 
direction of propagation is approximately equal at each sensor. 
We also neglect the effect of multipath propagation caused by 
reflection. The sensor outputs are multiplied by the weights and 
summed to produce the beamformer output. The beamformer 
output is a spatially filtered signal with an improved SNR over 
that acquired from a single sensor: minimum variance 
distortionless response (MVDR)[1]. 
 
The signal model as receiving array data include: desired signal 
s(n), interference i(n) and w(n) white Gaussian noise. It is 
presented as: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )i n s in n n s n i n n+= + = + +∑x s x v k v k w    (5)    
MVDR stems from minimizing the array’s overall output power 
(i.e. variance) whilst preserving the target signal impinging 
from the desired look direction.as measured in the direction of 

the wanted signal, may be described simply as a measure of 
signal-to-noise-plus- interference ratio (SNIR). 

2 22

2

( ) ( )
SINR

[ ( ) ]

H H
s s

out HH
i ni n

n k

E n

σ

++

= =
c s c v

c R cc x
    

where σs
2 is signal power, Ri+n is covariance matrix of 

interference plus noise. 
 
3.2 Sequential MVDR Algorithm and Performance 
The adaptive beamforming with MVDR is divided into three 
tasks. The first task is the averaging of the CSDM. The second 
task is matrix inversion, which inverts the exponential average 
of the CSDM. The third task is steering, which steers the array 
and calculates the power for each steering direction[5]. 
 
The averaging task consists of n2 complex multiplications and 
additions followed by n2 divisions, to compute the estimate of 
the CSDM, which results in a computational complexity of 
O(n2). The number of operations required in estimating the 
CSDM could be reduced by making use of the Hermitian 
property of the CSDM. However, the computational complexity 
of this task would still remain at O(n2)[14]. The inversion 
algorithm we use for the matrix inversion task is IQR-RLS. The 
steering task is responsible for steering the array and _nding the 
output power for each of the steering directions. The main 
operation in the steering task is the product of a row vector by a 
matrix then by a column vector, which results in O(n2) 
operations. This operation must be performed once for every 
steering direction, which increases the execution time linearly 
as the number of steering directions increases. 
 
3.3 HA MVDR Beamformer  
The MVDR beamforming outputs of HA is: 

1
1

,
( ) ( ) ( )

( , ) ,

H
x yH

o i nH
x y i n x y

u u
y n n n

u u u u
−
+−

+

= =
v ( )

c x R x
v R v( )

    (6) 

Covariance matrix Ri+n is positive define Hermite matrix, 
Cholesky decomposition is used to gain Eq. (7): 

1 1 1[ ]H H
i n i n i n i n i n i n

− − − −
+ + + + + += = =P R R R R R               (7) 

Then weight vector C of HA MVDR is written as : 
1 1

21 1
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+ + +

= =
R R v( ) R R v( )

c
v R R v( ) v R

  (8) 

Based on Eq.(6)，the hexagonal FFT MVDR is concluded, 
1

21 1
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H H H
x y i n i n x y

H H H
x y i n i n x y x y i n

u u n u u n
y n

u u u u u u

− −
+ +

− − −
+ + +

= =
v ( )R R x v ( )Z

v R R v( ) v R
     (9) 

 
3.4 Adaptive Beamforming Based on IQR-RLS  
To RLS adaptive beamformer, its weight vector c is written as  

1

1

( ) ( )( )
( ) ( ) ( )

H

rls H H

n n nn
n n n n

− −

− −=
R R v( )c

v R R v( )
              (10) 

Iterating weight vector c to update 1( )R n− or R(n) with 
numerical stability is the key point. Conventional RLS 
algorithm becomes numerically unstable when R(n) losses its 
Hermitian symmetry. We need not calculate inversion of matrix 

1( )R n− . There exists a unit orthogonal matrix Q(K) meets Eq. 
(11) requirement.  
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The Eq. (11) shows, to update ( )HR n− from ( 1)HR n− − , we 
need to search  unit orthogonal matrix Q(n) and make 
elements of ( 1) ( ) /H n n λ− −R x  are zero. The IQR-RLS 

initial value is 1( 1)H δ− −− =R I . The IQR-RLS is used to 
implement optimum beamforming. 

       

xT

w

uH
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δ

ε/δ*

ε Y

1

 
Fig. 2. RLS-IQR array structure 

 
The RLS-IQR array is schematically represented in Fig. 2. 
where ε is least squares residual. The triangular array computes 
the matrix-vector v=−RHx* from right to left and passes the 
resulting vector v to the left-hand column[3], [6]. The latter 
generates the rotation parameter and feed back to to the 
triangular array to  update −RH. Similarly, the bottom row 
calculates the predicted residual ε=y-xTw , and pass it to the 
processor in the lower-left corner, which generates the 
parameter ε/δ* and feeds it back to the bottom row for weight 
update, according to Eq. (12).  

*( ) ( 1) ( ) ( ) / ( )n n n n nε δ= − − •w w u              (12) 
Note that therc are two computational steps taking place on the 
RLS-IQR array: matrix-vector multiplication, which proceeds 
from right to left, and triangular update, which proceeds in the 
opposite direction. The IQR array still offers pipelined weight 
extraction using roughly half the number of processors but with 
more complicated interconnections owing the presence of 
contraflow[3]. 
 
A novel fast algorithm: combined HFFT-RLS with IQR-RLS is 
proposed in this study. Because using IQRD-RLS algorithm 
directly update R-1(n)’ s Cholesky decomposition 1( )R n− . 
Therefore, output of HFFT IQR-RLS adaptive beamforming is 

21

( ( ))( )
( ( ))

HDFT ny n
HDFT n−

=
Z

R
                    (13) 

where 1( ) ( ) ( )n n n−=Z R x . Using IQR-RLS algorithm to 
update covariance matrix R-1(n), the  R-1(n) satisfy positive 
definite Hermite characteristic. This method owns good 
numerical stability and high computation efficiency, compared 
with HFFT CBF. 
 
3.5 Complexity of HFFT IQR-RLS Algorithm 
Most of the computations in beamforming consist of vector and 
matrix operations with complex numbers. The number of 

complex multiplication of beamforming involved has main 
effect on computation speed. To narrow-band signal, a regular 
HA at horizonal direction has maximum element Nx, the total 
elements of array is N=1+3(Nx

2–1)/4, each side of hexagon 
owns elements is N1=(Nx+1)/2.  
 
To form 3N2 beams, CBF needs real number multiply 
operations 3N2*3N2=9N4, this is a most intensive stage with 
O(N4) complexity, while HFFT beamforming algorithm just 
needs N2/log2N operations. The number of multiplication 
operations required to generate the beamforming output 
increase rapidly. 
 
If RLS beamforming to form 3Nx

2 beams, it will require N3 + 
N2 +3N1

2(N2+2N) complex multiplications.  While, HFFT 
IQR-RLS just needs N3 + N2 +3N1

2 +(9N1
2log2N1+8N1

2) (N +1) 
complex multiplications. To 91-element HA(Nx=11), number of 
complex multiplications is reduced about 60%. 
 
 
4. SIMULATION TEST 

 
To evaluate the proposed method of nulling-steering and 
interference suppression capability of beamforming algorithms. 
In simulation, a standard HA with 91 elements (interelement 
=0.1m), input signal is sine signal, cosine of DOA is ux=0, uy=0, 
and SNR=20dB. The received signal in each hydrophone 
consists of a desired signal in the presence of a interference 
from incident angle ux=0.5, uy=0.5 and white Gaussian noise. 
interference and noise ratio(SINR) is 60dB. Consider a 
narrowband array with N isotropic receiving sensor elements. 
 
After 1000 times iteration, the beampatterns of HFFT CBF and 
MVDR is shown in Fig.3 (a-b). From the simulation test, it 
turns out MVDR beampattern keep the high main beam and 
low side–lobe spatial response. It has the good null-steering 
capability. But HFFT CBF beampattern exists high grating lobe, 
mean weight vector w doesnot converge and loses numerical 
stability. 
 

 
(a) HFFT CBF beampattern 
 

To examine the capability of interference suppression, the 
results in terms of nulling capability, are shown in Fig. 4. The 
HFFT IQR-RLS algorithm outperforms the HFFT CBF. The 
simulation condition is the same as the Fig. 3. The SNR= 20dB, 
and a stochastic interference incident angle (ux=0.46, uy=0.51), 
SINR=60dB. HFFT IQR-RLS BF can identify the target signal 
and disturbance(in the dashed circle), while HFFT CBF is not 
able to differentiate target and disturbance signals, target source 
is covered by strong interference. 
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(b) Hexagonal array MVDR beamformer 

Fig. 3.  HFFT CBF and MVDR of HA 
 

 
 
(a) 91-element HA HFFT IQR-RLS BF results 

 
 
(b)  91-element HA HFFT BF results 

Fig. 4. Comparison of HFFT-IQR-RLS and HFFT CBF 
 
 
5. ANALYSIS WITH REAL DATA   

 
During a recent lake trial, data were gathered for off-line 
beamforming analysis. The equipment used consisted of a 
receiving hexagonal array(91 hydrophones) within the circular 
area (radius is 0.5m). Bottomed target conducted in 
reverberation-limited condition. Transmitted LFM signal: band 
width 5-10kHz, pulse delay is 5ms and sampling frequency is 
50kHz.  
 
The outputs is normalized cumulative energy, and axis of 
abscissa is ux (after sampling conversion), vertical coordinate is 
uy. The true target location(θ,Φ) is (67°, 333°). The Target is 
marked in the dashed ellipse area. The Fig. 5(a) presents HFFT 
CBF results and Fig.2(b) presents HFFT IQR-RLS 
beamforming results. From Fig. (b), the target signal is 
seriously interfered by bottom reverberation. The target 

location is not obvious, while in Fig. (a), the target location 
area’s energy is enhanced, the corresponding location exists 
bright speck. The bright spot outside of the circle area caused 
by the reverberation in the main beam bin of beamformer, 
because test is conducted in reverberation-limited area. The Fig. 
5(a-b) shows output presentation for the bottom target echo 
HFFT IQR-RLS. The bright spot  out of the dashed epplise is 
caused by the reverberation in the beamformer main beam. 
 

 
 

(b) Outputs of HFFT CBF  

 
 

(b) Output of HFFT-IQR-RLS beamforming result  
Fig. 5. HFFT-IQR-RLS results comparison with HFFT CBF  

 
On the whole, MVDR beamforming based on IQR-RLS gains 
high space resolution to improve the target localization 
accuracy and effectively suppress strong reverberation. The 
SNR is improved about 2dB of the proposed adaptive 
beamforming algorithm, compared with CBF. 
 
 
6. CONCLUSIONS 
 
An adaptive beamforming algorithm based IQR-RLS under 
Fourier framework for hexagonal array is presented. In the 
iteration decomposition, the sequential workload is divided into 
the number of processor stages and these stages are overlapped 
in execution by pipelining. Including its simulated and lake test 
results. The authors concluded: 
(1) Expressed adaptive beamforming of HA under Fourier 

framework, and their computational efficiency improved 
and easy to perform in parallel algorithm. 

(2) Beamforming IQR-RLS algorithm under HFFT which 
reduces computational complexity significantly as well as 
guarantees numerical stability to implementation in 
practice.  

(3) It enhances detection performance in reverberation-limited 
area, The SNR of beamforming outputs improves about 
2dB. By taking advantage of the proposed algorithm 
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parallelism for in-array sonar processing, the techniques 
can be applied to more advanced beamforming algorithms 
such as match-field processing.  
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ABSTRACT  
 

In many real-life problems, objectives under consideration 
conflict with each other, and optimizing a particular solution 
with respect to a single objective can result in unacceptable 
results with respect to the other objectives. A reasonable 
solution to a multi-objective problem is to investigate a set of 
solutions, each of which satisfies the objectives at an 
acceptable level without being dominated by any other 
solution. In this paper, an overview and tutorial is presented 
describing genetic simulated annealing algorithm (GSAA) 
developed specifically for problems with 0/1 knapsack 
problem. Experimental results have shown that GSAA is 
superior to genetic algorithm (GA) and simulated annealing 
(SA) on performance. 
 
Keywords: Multi-objective Optimization, Genetic Simulated 
Annealing Algorithm, Genetic Algorithm, Simulated 
Annealing 
 
 
1. INTRODUCTION 
 
The objective of this paper is present an overview and tutorial 
of multiple-objective optimization methods using GSAA. For 
multiple-objective problems, the objectives are generally 
conflicting, preventing simultaneous optimization of each 
objective. Many, or even most, real engineering problems 
actually do have multiple-objectives, i.e., minimize cost, 
maximize performance, maximize reliability, etc. These are 
difficult but realistic problems [1]. GSAA is an optimal 
algorithm combing GA with SA that is particularly well-suited 
for this class of problems. GSAA are customized to 
accommodate multi-objective problems by using specialized 
fitness functions and simulated annealing to promote solution 
diversity. 
 
In this paper a GSAA for solving complex multi-objective 
optimization problems precisely and efficiently is presented 
based on GA and SA. The experimental results show the 
superiority of the QGSAA in terms of optimization quality, 
efficiency. The organization of the remaining content is as 
follows; in section 2 is the definition of multi-objective 
optimization problem, in section 3 GSAA is proposed, in 
section 4 is the feasibility analysis of GSAA, in section 5 
simulations on 0-1 knapsack problem is carried out to 
investigate the effectiveness of the GSAA. Finally we end 
with some conclusions in section 6. 
 
 
2. THE DEFINITION OF MULTI-OBJECTIVE 

OPTIMIZATION PROBLEM 
 
In the multi-objective optimization scenario there are m 
incommensurable and often conflicting objectives that need to 
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be optimized simultaneously. We formally define the MOP as 
follow [2]:  
 
Definition 1(Multi-objective Optimization Problem (MOP)). 
An m-objective optimization problem includes a set of n 
decision variables 

1 2 nX = (x , x , ..., x ) , a set of m 

objective functions 1 2 m= ( , , ..., )F f f f , and a set of k  

constraints 1 2= ( , , ..., )kC c c c .The objectives and the 
constraints are functions of the decision variables. The goal is 
to: 
Maximize/Minimize:

1 2 m(X ) = { (X ) , (X ) , .. . , (X )}F f f f , 

Subject to the constraints: 1 2 m(X)={ (X), (X),..., (X)} (0,...,0).C c c c ≤   
 
The collection of decision variables (X)  constitute the 
decision space. The set of objective values (F)  form the 
objective (solution) space. In some problem definitions, the 
constraints are treated as objective functions, the objectives 
may also be treated as constraints to reduce the dimensionality 
of the objective-space. 
 
 
3. THE GENETIC SIMULATED ANNEALING 

ALGORITHM 
 
Genetic algorithm (GA) is efficient heuristic search methods 
based on Darwinian evolution with powerful characteristics of 
robustness and flexibility to capture global solutions of 
complex optimization problems [3]. Although GA has a 
powerful quality of global search, it is liable to raise the 
problem of prematurely convergence in the practical 
application, and has low search efficiency in the late evolving 
period [4, 5]. SA originations from the method of the 
statistical physics and first employed by Kirkpatric to solve 
the optimization problem, on the other hand, has a more 
powerful local search ability, but it depends more on 
parameter. GA is weak in local search but powerful in global 
search while SA is weak in global search but powerful in local 
search. Thus, GSAA can greatly enhance the running 
efficiency of algorithm and its solution quality by fully 
combining the advantages of GA and SA. 
 
The Solution Process of GSAA as follows: 
(1) Generate the initial annealing temperature 0T , the 

population scaleΜ , t =0; 
(2)  Encode and generate initial population ( )P t  randomly; 
(3) Conduct the operations as follows at the current 

temperature tT ; 
(4) Estimate the fitness value of each individual in 

population ( )P t ; 
(5)  Make a reproduction process of ( )P t  to generate the 

father population ( )F t . 

(6) Make a crossover process of ( )F t  to generate the 
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crossover population ( )C t ; 

(7) Make a mutation process of ( )C t  to generate the 

medium population ( )M t ; 

(8) Generate the new population  ( 1) ( )P t F t+ =  ∪  

( )M t . By combining the father population ( )F t  with 

the medium population ( )M t ; 
(9) When the terminal condition is coincident, the annealing 

process will natural end; otherwise, t=t+1, 

+1 = (1 - )t t
tT T
Μ

× , go back to (3); 

 
 
4. THE FEASIBILITY ANALYSIS OF GSAA 
 
The following theorems can be achieved by proving the 
literature [6] and [7]: 
 
Theorem1: the well necessary condition for the convergence 
of GAGA (Global Annealing Genetic Algorithm) is to allow 
the father population to participate in the competition 
 
Theorem2: if the annealing temperature Tn of GAGA 
meets -

T

n =1

e
δ∞

< + ∞∑ n , well the n∃ 0 , when n n≥ 0 , 

n(p )f is plus limitary below saddle sequence and converge 
to global optimal solution, namely  

*
np { lim (p ) } 1f f= =

n→+∞

,
np { lim [p ]} 1M∈ =

n→+∞
.M is the 

global optimal solution. 
n(p )f  is the average fitness value 

of the population Pn. 
*f  is the maximum fitness value of the 

population.  is the 
minimum  subtract value of different fitness value. 
 
Lemma 1: GSAA can converge to the global optimal solution  
 
Proof. In the process of solution, GSAA combines the father 
population Fk and the medium Mk into the next population 
PK+1, namely Pk+1=Fk ∪ Ck, which is a typical GAGA 
algorithm. Hence GSAA can converge to the global optimal 
solution. 
 
 
5. EXPERIMENT AND RESULTS ANALYSIS  
 
The knapsack problem, a kind of combinatorial optimization 
problem, is used to investigate the performance of GSAA. The 
knapsack problem can be described as selecting from various 
items those items which are most profitable, given that the 
knapsack has limited capacity. The 0-1 knapsack problem is 
described as that given a set of m items and a knapsack; select 
a subset of the items so as to maximize the profit ( )f x : 

1
( )

m

i i
i

f x p x
=

= ∑   

1

m

i i
i

w x C
=

≤∑ , { }0,1 ,1ix i m∈ ≤ ≤                                  

Where [ ]1 2 ... mx x x x= , ip is the profit of item i , 

iw is the weight of item i , and C  is the capacity of the 
knapsack. 
 
For the purpose of comparison, we test the GA, SA and GSAA 
on the knapsack problems with 300,500 items, respectively. 
the population size consider for GA, SA and GSAA is equal to 
100.the initial annealing temperature T0=1. 
 
To better evaluate the quality of the algorithm, mE is set as 
the relative error which is used to measure the optimal degree 
of the algorithms to the problem, and the idea is that the 
smaller the value is, the better optimal quality the algorithm 
has; fE as the fluctuation rate which is used to measure the 

approach degree of the algorithm with the random initial value 
and the idea is that the smaller the value is, the higher 
reliability is. 

*
1

* 100%m
C CE

C
−

= ×     2 * 100%
*f

C CE
C
−

= ×  

 
In the formula, 1C  is the actual optimal value attained in the 

running process of the algorithm; *C is the anticipant 

optimal value of problem. 2C  is average value attained by 
multi-operation of the algorithms[8]. 
 
Tab.1-2 shows the experimental results of the knapsack 
problem found by GA, SA and GSAA within 500 generations 
over 10 runs for 300 and 500 items. The major parameters 
employed in the algorithm such as the population scale 
Μ =100, the initial annealing temperature 0T =1, the 
terminal annealing temperature is 0, the crossover and 
mutation probability are 0.85 and 0.05 respectively. The 
comparisons   of best profits and average profits of 
population are shown in Fig.1-4.The result show that GSAA 
performs well in spite of small size of population, which 
yields superior results as compared to GA and GSAA. 

 

 
Generations 

Fig.1. The comparison of average profits (300 items). 
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Table 1.  Experimental results of the knapsack problem on Profits 

Number of items Profits GA SA GSAA 

best 1476.7 1510.2 1523.1 
mean 1356.5 1385.1 1432.3 300 
worst 1132.1 1268.2 1270.5 
best 2720.1 2973.7 3041.8 

mean 2534.6 2802.9 2885.7 500 
worst 2190.4 2346.3 2386.2 

Table 2.  Experimental results of the knapsack problem on Profits on mE  and
fE  

Relative error mE (%) Fluctuation rate fE (%) 
Number of items 

GA SA GSAA GA SA GSAA 
300 0.23 0.21 0.13 0.12 0.11 0.06 
500 0.18 0.17 0.10 0.15 0.15 0.04 

 
 

 
Generations 

Fig.2. The comparison of average profits (500 items)   
 

 
Generations 

Fig.3. The comparison of best profits (300 items) 
 

 

 
Generations 

Fig.4. The comparison of best profits (500 items) 
 
 
6. CONCLUSIONS 
 
Most real-world engineering problems involve simultaneously 
optimizing multi-objectives where considerations of trade-offs 
is important. In the last decade, evolutionary approaches have 
been the primary tools to solve real-world multi-objective 
problems. This paper presented GSAA that have great 
advantages over traditional methods for solving multi-objective 
optimization problems, since they can be applied 
simultaneously with integer, discontinuous or discrete design 
variables; the experimental results of the knapsack  
problem demonstrate the effectiveness and the applicability of 
GSAA. Further theoretical analysis of GSAA will be 
investigated and equation of annealing temperature will also be 
investigated. 
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ABSTRACT 
 

Quantum-behaved Particle Swarm Optimization algorithm 
(QPSO) is a new population-based search strategy, which has 
good performance on well-known numerical test problems. 
QPSO is based on the standard Particle Swarm Optimization 
algorithm and the theory of quantum physics. In this paper, we 
realize the parallel QPSO based on the Neighborhood 
Topology Model, which is much closer to the nature world. 
The performance of the paralleled QPSO is compared to PSO 
and QPSO on a set of benchmark functions. The results show 
that the parallel QPSO outperforms the other two algorithms. 
 
Keywords: Quantum-behaved PSO, Neighborhood Topology 
Model, Parallel Computing. 
 
 
1. INTRODUCTION 
 
Recently, more and more large-scale engineering optimization 
problems impose large computing demands, resulting in the 
large requirement of High Performance Computers. But it 
can’t satisfy all requirements even if we have expensive 
hardware. Then Parallel Computing becomes an effective 
method for solving the large-scale computational problems 
and paralleled GA and SA algorithms have been successfully 
applied to solve Combinatorial Optimization problems [1]. 
Particle Swarm Optimization (PSO) algorithm is a novel 
population based evolutionary algorithm, which is originally 
introduced by Kennedy and Eberhart in 1995 [2]. PSO has 
fewer parameters than either GA or SA algorithms. It also has 
shown to be comparable in performance with GA and SA. In 
[3], Sun et al. introduced quantum theory into PSO algorithm. 
The experiment results indicate that the QPSO algorithm 
works better than standard PSO on several benchmark 
functions. 
 
In the paper, we present a parallel QPSO algorithm based on a 
revised Neighborhood Topology Model and a novel 
constriction parameter of QPSO is proposed. The proposed 
algorithm has shown its superior performance on several 
benchmark functions than PSO and QPSO.  
 
The paper is organized as follows: In section 2, we introduce 
the Standard PSO and QPSO algorithms. In Section 3, we 
explain the proposed Neighborhood Topology Model and its 
application in the new parallel QPSO algorithm. Experimental 
results are described in Section 4. A conclusion is in Section 5. 
 
 
2. PSO AND QPSO ALGORITHM 
 
In PSO, the position of particle i at (t+1)th iteration is updated 
by the following formula: 

( 1) ( ) ( ) ( ( ))1

( ) ( ( ))2

v t w v t C rand p x ti i i i

C Rand p x tg i

+ = ∗ + ∗ ⋅ ∗ −

+ ∗ ⋅ ∗ −   (1) 

( 1) ( ) ( 1)x t x t v ti i i+ = + +    (2) 
Where C1 and C2 are positive constants, and rand (-) and Rand 
(-) are two random functions in the interval [0, 1].  Xi 
represents the ith particle, Vi represents the rate of the position 
change for particle i. Pi represents the best previous position 
of particle, Pg represents the best particles in the population. 
Variable w is the inertia weight [4]. 
 
In [5], Sun introduced a global point called Mainstream 
Thought or Mean Best Position of the population into PSO 
that represents the creativity of particle. The algorithm is 
called QPSO and the update formula of particle’s position is 
defined as follows: 

1 1( ( ,..., ))1
1 1

M M
mbest P P Pi i idM Mi i

= =∑ ∑
= =

      (3) 

1x P mbest x lnid id d id uβ= ± ∗ − ∗     (4)
 (1 ) , ()P P P randid id gdϕ ϕ ϕ= ∗ + − ∗ =     (5) 

where mbest is the Mean Best Position of the population, Pid , a 
stochastic point between Pid and Pgd , is the local attractor on 

the dth dimension of the ith particle, ϕ is a random umber 
distributed uniformly on [0,1], parameter M is the population 
size and Pi is its own best position seen so far of particle i, 
which is usually named as PBest . β is called Creativity 
Coefficient and u is a random number uniformly distributed in 
(0, 1). The QPSO algorithm is described as follows. 
 
Initialize the population 
Do 
   find out mbest using equation (3) 
   for i =1 to population size M 
      if ( ) ( )f x P min Pi g i< = then P Xi i=  

( )P min Pg i=  
       for d=1 to dimension DIM 
       (0,1)1fi rand=  
       (0,1)2fi rand=  
       ( ) /( )1 2 1 2P fi P fi P fi fiid gd= ∗ + ∗ +     (6) 

       (0, 2)u rand  =  
       if (0,1) 0.5rand >  1( )X P L lnid u= − ∗     (7) 

       else 1( )X P L ln uid = + ∗       (8) 
Until termination criterion is met. 
 
 
3. PARALLEL QUANTUM-BEHAVED PSO 

ALGORITHM BASED ON 
NEIGHBORHOOD TOPOLOGY MODEL 

 
The QPSO has the characters of lying on less parameter, easy 
to be implemented and global search ability. But like many 
other evolutionary algorithms, the QPSO algorithm tends to 
suffer from premature convergence in strongly multi-model 
test problems, which results in great performance loss and 
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sub-optimal solutions. This is due to a decrease of diversity in 
search space, diversity declines rapidly, leaving the QPSO 
algorithm with great difficulties of escaping local minima. 
Another problem in QPSO is computational cost. With the 
dimension of the problem increasing, the population size must 
be enlarged to ensure a good performance, which will greatly 
increase the computationally expensive. 
 
To solve the problems mentioned above, we propose a novel 
operator LBest (i.e. local best solution) to replace the variable 
GBest  (global best position) and introduce the parallel 
mechanism based on Variable Neighborhood Topology Model 
into QPSO algorithm. Although several modifications to the 
original Quantum-behaved particle swarm algorithm have 
been made to improve and adapt it to specific types of 
problems, a parallel version of QPSO based on the 
fine-grained model has not been previously implemented. 
 
3.1 The variable neighborhood topology model 
In the PSO algorithm, each particle records the coordinates 
and the best fitness value associate with the best solution that 
particle achieved so far, which is called PBest . The PSO 
algorithm also maintains the coordinates and the value of the 
best solution achieved by the whole population, which is 
called GBest . In our implementation, we use the best solution 
within a neighborhood that is called LBest solution and it can be 
discovered by inspecting all PBest solutions within the 
neighborhood. 
 
The Neighborhood Topology Model (NTM) presented in this 
paper is a gradually variable neighborhood operator [7]. The 
advantage of the NTM is that the subpopulations can search 
diverse regions of the problem space. During the initial stages 
of search procedure, the particle’s neighborhood is itself. As 
the search procedure going on, the neighborhood is extended 
to all the particles, in other words, from LBest to GBest .  
 
The proposed algorithm employs the Variable Neighborhood 
Topology Model and the whole population is partitioned into 
N subpopulations, where N is the number of PUs (Processor 
Units). One PU has only one part of particle swarm (the 
ideally size of subpopulation is 1). All the PUs communicate 
periodically and exchange the LBest . The communication is a 
synchronous voting that the LBest of a subpopulation is 
broadcast to all the PUs. In this paper, we employ a ring 
structure of NTM that one PU is allotted 10 particles, the 
neighborhoods of particle i are defined as Pi n− , … 1Pi− , Pi  
and 1Pi+ … Pi n+ ; At the same time, the processor PUi ’s 

neighborhoods are defined as 1Pi− ， PUi and 1PUi+ . Each 
particle stores the LBest position received from other 
counterparts in its local memory and each processor stores the 
GBest  position of its own subpopulation, and then selects a 
best one randomly at each iteration to adjust their position 
according to the equation (4).  
 
At the beginning of the search, processor 0 initials and allots 
all the particles. Each processor receives the allotted particles 
and then evolves independently. At the early stage, the 
population diversity is high.  As exploration is more 
important than exploitation at this stage, the PUs should work 
on the local subpopulation independently for a longer period 
of time. The PUs communicate each other and exchange 
their LBest periodically which follows an exponentially 
decreasing sequence: initially |MIter/2|, then |MIter/4|, and so 
on, where MIter is the maximum number of iterations. As 

some individuals in one subpopulation influenced another to 
focus on one local optimum, another part of the population 
could search around another. The flow of information from 
one part to another is moderated by the necessity of 
“persuading” intermediate individuals to search in a particular 
area. Once better positions are found in that region, they can 
influence their neighbors and all the particles at the end. At the 
beginning, the parallel QPSO algorithm based on VNTM 
prevent from Premature Convergence by maintaining 
“multi-centre of gravitation”. At the later stage, the population 
converges to a number of different LBest . Thus, exploitation of 
more promising position is needed to avoid unnecessary work 
on optimizing the local GBest positions. 
 
 
 
 
 
 
                                                        
Fig.1. LBest Neighborhood   Fig.2. GBest Global Model    

Topology Model [9] 
 
We call the proposed Parallel QPSO Algorithm as parallel 
NT-QPSO and the procedure is outlined as below: 
 
3.2 Parallel QPSO algorithm based on the VNTM 
Step1: Initialize population which include M particles with 

random Xi ; 
Step2: Partition the whole population into N subpopulations 

with size equal to M/n, and then broadcasts them to the 
different CPU; 

Step3: for each of the subpopulation, Para do  
     1) Evaluate desired optimization fitness function of 

local population; 
     2) Find the mbest and LBest of local population; 
     3) Change the position of the particle according to the 

equations (6) (7) (8); 
Step4: Exchange the LBest with neighborhood particles and 

replace it’s num if LBest better; 
Step5: if (t is reached N or LBest extend to GBest ) 

Gather all LBest ;  
Random choose LBest of local subpopulation;  

Step6: exit 
 
 
4. EXPERIMENTS AND RESULTS 
 
To test the performance of parallel NT-QPSO algorithm, three 
benchmark functions are used. The experiments are 
implemented by VC++6.0 and MPI. The number of PC for 
constituting the cluster environment is 2, 4 and 8. Three 
functions are Rastrigrin Function, Shaffer Function and 
Griewank Function. These functions are all minimization 
problems with minimum value zero. Table 1 lists the 
initialization ranges and the maximum position values (Xmax) 
for all the functions. The fitness value is set as function value. 
 
We had 40 trial runs for every experiment. The results of the 
averaged fitness value for 40 runs are in table 2 to table 5. 
Different population sizes M are used for each function with 
different dimensions. The population sizes are 40 and 80. The 
maximum iteration is set to 1000, 1500 and 2000 
corresponding to the dimensions 10, 20 and 30. 
 
 

PU0

PU1

PU2

PU3

P0

Pi-1

P9

Pi

Pi+1

P1



A Parallel QPSO Algorithm Based on Neighborhood Topology Model 48 

Table 1. Benchmark functions and parameter 
Functions Benchmark  functions Initialization 

Range 
Search 
Domain 

Rastrigrin 2

1
( 100cos(2 ) 10)

n

i i
i

x xπ
=

− +∑  (2.56,5.12) 10 

Griewank 
 

(300,600) 600

Shaffers 

 

(30,100) 100

 
Table 2. Results of Rastrigrin function 

Parallel NT-QPSO M DIM Gmax SPSO QPSO 
2CPU 4CPU 8CPU 

10 1000 3.5978 3.5685 3.3469 2.4073 2.3984 
20 1500 16.4337 11.2532 10.3829 8.9475 7.7643 

40 

30 2000 37.2796 23.1281 18.4926 16.7216 15.9981
10 1000 2.6047 2.1445 0.72165 0.57403 0.41028
20 1500 13.5826 10.2798 4.02859 2.67977 1.9943 

80 

30 2000 29.2193 16.7769 10.5321 8.2298 6.37712
 

Table 3. Results of Griewank function  
Parallel NT-QPSO M DIM Gmax SPSO QPSO 
2CPU 4CPU 8CPU 

10 1000 0.08524 0.06912 0.06011 0.04517 0.03702
20 1500 0.02719 0.01698 0.01499 0.01083 0.01012

40 

30 2000 0.01573 0.01161 0.00961 0.00742 0.00535
10 1000 0.07562 0.03719 0.03097 0.02279 0.00205
20 1500 0.02958 0.0175 0.0150 0.0120 0.0097 

80 

30 2000 0.01258 0.01126 0.01011 0.0054 0.0043 
 

Table 4. Results of Shaffer function  
Parallel NT-QPSO M DIM Gmax SPSO QPSO
2CPU 4CPU 8CPU 

40 2 2000 0.0012 0.0018 0.0012 0.00085 0.00063
80 2 2000 0.0002 0.0004 0.0003 0.00012 0.00002

 
From the results, we can see that parallel NT-QPSO 
outperforms SPSO and QPSO when population size is larger 
than 20. If the population size is less than 20, the result of 
parallel NT-QPSO may be worse than SPSO. The reason is 
that the particles can’t form a community as there’s less 
particle for a processor. As the averaged cost time is 
concerned, parallel NT-QPSO is the least among the three 
algorithms. 
 
 
5. CONCLUSIONS  
 
In this paper, a new parallel QPSO based on Variable 
Neighborhood Topology Model algorithm is proposed. The 
proposed model has the advantages that subpopulations can 
search diverse regions of the problem space and global 
convergence is guaranteed. The search ability has been 
improved and has fewer chances to trap into the local minima. 
The experiment results show that the proposed algorithm 
outperforms the standard PSO and QPSO on benchmark 
functions, proving its efficiency. 
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ABSTRACT 
 

Let G be a simple graph of n order and randomly take 
{ }2121 ,),(, eeGGEee −∈  is 2—connected. graph If 

2
2

,5, +≥−≥<
nfnf δδ , then G includes two H-cycles that 

have no common edges. This paper gives a simple proof of the 
theorem )6( ≥δ , and points out that the theorem also holds 
when 4=δ , unless G belongs to a special kind of graph. 
 
Keywords: Graph, Connected Graph, Hamilton Cycle 
 
 
1．INTRODUCTION 
 
The graph we discuss is a simple undirected graph in this paper. 
Let G be a graph, denote { )(),( GEuvBAEG ∈=  Au∈|  

BvGV ∈⊂ ),( })(GV⊂ , =),( BAeG
 |),(| BAEG

, Other symbols 
and terms could be seen in literature [1]. Especially, we use 
H—cycle to note Hamilton cycle; use H—graph to note 
Hamilton graph; use 0G to note those graphs which have the 
following features: =)(GV YX ∪ , while { ,, 10 xxx =  

}432 ,, xxx , XGVY −= )( , and [ ]XG  is 
5K  or

435 xxK −  

Yy∈∀ , ≥−≥ 4)( fydG 2
2
+

n , ≤3 ),( Yxe iG
5−≤ u  

ui ),4,3( = |)(| GV= . 
 
Zhu Yongjin and Li Hao briefly proved the following theorem 1 
in literature [1]. 
 
Theorem1 Let G be a simple graph of n order and randomly 
take ),(, 21 GEee ∈ { }21,eeG − is 2 — connected graph. 

If ,5, ≥< δnf 2
2
+≥−

nf δ , then G includes two H—cycles 

with no common edges. Two issues has been pointed out in this 
article by Zhu Yongjin and Li Hao:（1）How to simply prove 
theorem 1?（2）Is theorem 1 tenable for 4=δ ?   

 
This paper aims to answer the above two questions. 
 
 
2．THE SIMPLE PROOF OF THEOREM 1 
 
First of all, introducing some lemmas:  
Lemma 1[3] G has H—cycle if and only if G has H —cycle. 
Lemma 2[1] suppose u, v are the disconnected vertex, which 
belong to the graph G of n order, note =),( vuTG

 
)([)( uNGV G− , { }],)( vuvN G ∪∪ , { ),(),( vuTvuT GG ∈=′ ω

+≥ |),(|)(| vuTd GG ω  )}}()(,2max{ vdudn GG −− , If )(udG  

)(vdG+ nvuTG ≥+ ′ |),(| , then G is H — graph if and only if 

uvG +  is H — graph. 
Lemm3 Let G satisfy the conditions of theorem 1, 

)(, 21 GVxx ∈  and )2,1(2)( =+≤ ixd i δ , then 

21xx )(GE∈ . 

Proof suppose )(21 GExx ∈  , then ≥+ )()( 21 xdxd  

2
2

++≥ δnf , and 
2
nfn >> 2++δ , yields 2

2
+> δn , so 

42)()( 21 +>+ δxdxd , which contradicts δ≤)( ixd  

)2,1(2 =+ i , therefore, )(21 GExx ∈ . Note )({ GVvX ∈=  

})(| δ=vdG , })(|)({ δ−≥∈= fvdGVvY G , and =Z  

Vv∈{  })(|)( δδ −<< fvdG G .  
 
The simple proof of theorem )6(1 ≥δ : 
Obviously, Xx∈∀ , Zz∈ , Yy∈ has )(GExz∈ , ≥)(ydG  

2
2
+≥−

nf δ , 1|| +≤ δXZ ∪ , ≥|| Y  1−−δn . Using the 

inversion method, suppose that G is not such a graph with the 
greatest number of edges in the graphs, which satisfies the 
above given conditions, then it could be proved : vu,∀  

)(GV∈ , )(GEuv ∈  has )(ud )(vd+ 3+≤ n （otherwise 
suppose a H—cycle of G is C ,  let CGG −=1

, basing on 
the assumption, 1G  has the H — path vu" ,  since 

nvdudvdud GGGG
≥−+−≥+ 2)(2)()()(

11
, so 

)( 1GEuv∈ ,  thus, 1G  has H — cycles , which is a 
contradiction. As a result, ][YG  is clique. Taking C from H
—cycle of G, let )(1 CEGG −= , and letting 1G  have the 
greatest connected degree. Firstly, to prove 1G  is 2 —

connected. Otherwise, suppose 1)( 1 ≤Gk , let ∪YY =1  

}2),(,{
1

≥∈ YveYv G ,
1

,{ 11 Giii eYvYY −− ∈= ∪  ≥− ),( 1iYv  

2},2 ≥i , ∪
∞

=

=
1i

iYY ,  YGVX −= )( . Obviously, ][1 YG  is 2

—connected. The following will prove that ][XG is clique. 
 
If there is Xxx ∈21, , )(21 GExx ∈ , then )( iG xd  1|| +≤ X  

)2,1( =i , basing on lemma3, suppose 3)( 2 +≥ δxdG
, then 

1||)(3 2 +≤≤+ XxdGδ , so 2|| +≥ δX , which, obviously, 

contradicts =|| X  1|| +≤ δZX ∪ . As a result, X  is a clique in 
G. 
 
Furthermore, because 1G is not 2 — connected, only two 
situations will occur as following: 
(1) 

1G is unconnected. ][][ 11 YandGXG are two subgraphs. In 
this case, 5|| ≥X （because of 6≥δ ）, so that XY ∩  Φ= . 
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When Φ=ZY ∩ , since bot ][XG and ][YG are clique, 
and 5|| ≥X , take H—cycle C of G , so that ),(| YXEG

 

2|)( =CE∩ , basing on the conditions, )(1 CEGG −= is 2—
connected. This is a contradiction. 

 
When Φ≠ZY ∩ , suppose kX =|| , Obviously, k≤5  1+≤ δ , 

knY −=|| , Xx∈∀ has 1)( +≤ kxdG . Since 5≥k , for 

YZz ∩∈ ,there must exist Xx∈ so that )(GExz ∈  Therefore, 

)3(
2
11

2
1)()( +>+−+≥−−≥−≥ Yknkfxdfzd GG δ  . 

Thus, ][1 YG  is H—  connected, and then take C from 
H---cycle G, so that ∩),(| YXEG 2|)( =CE , basing on the 

conditions, )(1 CEGG −=  is 2—connected,  which is a 
contradiction. 
 
(2) Connected 1G  has cut –edge e or cut-vertex

0v . Now delete 

the cut-dege e or cut-vertex 0v , thus, it could be proved just like 

(1). Therefore, 1G  is 2 — connected graph. Randomly 
take Xx ∈0

, Yy∈ , and check ),( 01
yxTG . Obviously, 

2|),(|),( 00 11
≤= yxTyxt GG

.  

Since ),( 01
yxTu G∈∀ , as 6≥δ , so that 2)(

1
−≥ δudG

 

2),(4 01
+≥≥ yxtG

. 

According to lemma2, we could know )( 10 GEyx ∈ , so 

][1 XYG ∪  is clique, therefore, for Yy∈∀ , 

1)(
1

−−≥ δnydG
; for Xx∈∀ , ≥)(

1
xdG

 12−−n , Thus, 

1)(
1

−= nxdG
. Note ZzZ ∈= {1 }3)(| +≥ δzdG

, According 

to Lemma3, we know ][ 1ZZG −  is clique. For YyZz ∈∈∀ ,1
, 

we have )()(
11

ydzd GG + n++≥ 1δ  n=−− 1δ . Therefore, 

)( 1GEyz∈ , as a result, ][ 11 XZYG ∪∪  is clique. 1ZZu −∈∀ , 
XZYv ∪∪ 1∈ , since ][ 1ZZG −  is clique, so 

that 2|),(|),(
11

≤= vuTvut GG
, and ),(

1
vuTw G∈∀ , thus, we 

have 2),(42)(
11

+≥≥−≥ vutwd GG δ . According to lemma2, 

we know )( 1GEuv∈ , so 1G  is a complete graph. Basing on 

lemma1, we can get that 1G  has H —cycles, which is a 
contradiction. As a result, G has two H—cycles without 
common edges. 
 
 
3．THE SITUATION OF δ=4 
 
Theorem 2. Suppose G is a simple graph of n order, and 

},{),(, 2121 eeGGEee −∈∀  is 2—connected graph. If ,nf <  

6
2

,4 +>=
nfδ , then G includes two H— cycles without 

common edges, unless G belongs to 0G . 
Proof Take )(,4)(),( 000 xNxdGVx GG =∈ ,,{ 21 xx=  

},, 43 xx =Y }{)()( 00 xxNGV G −− , Obviously =|| Y 5−n , 

Yy∈∀ , we have 2
2

4)( +≥−≥
nfydG

, Similar to the 

above simple proof, we suppose ][YG  is clique. According to 

the condition, )( 0xNG
 has at most 3 nodes whose degree are 

4. 
 
(1) )4,3,2(5)(,4)( 1 =≥= ixdxd iGG  

If },,{ 432 xxxx∈∀ , we have )(1 GExx ∈ , since 5)( ≥ixd  

( 5,4,3=i ), and according to connected conditions, there at 

least exist Yyy ∈42, , so that )(, 4422 GEyxyx ∈ , make the 
H—cycle of G, 244130221 : yyxxxxxyH " . According to 2— 

connected features, there exist Yyy ∈′′ 43, , so that 

4433 , yxyx ′′ )( 1GE∈ , and )( 11 HEGG −= (Suppose). When 

)(32 GExx ∈ , obviously, we can get H — cycle of 1G , 

044332102 : xxyyxxxxH ′′" ;when )(32 GExx ∈ , since 13≥f , 
there exists at least ore node whose degree (in G) is not less 
that 7 in 32, xx . If 1),( 31

≥YxeG , 4),( 31
≥YxeG , then, it is 

easy to make the H—cycle of 
1G . 

 
If there at least exist )(41 GExx ∈ , }]{[ 4xYG ∪  is clique. 
Now make the H—cycle of G , 21130221 : yyxxxxyH " . 
Similarly, it is not hard to prove based on the connected 
conditions. 
 
(2) )4,3,2,1(5)( =≥ ixd iG

 

If there exists 1x , such that )(10 GExx ∈ , similar to (1) it is not 

hard to prove. So suppose )( 0xNG  is independent preset 

among G, since 13≥f , suppose 7)( ≥ixd （ 4,3,2=i ）, 

5)( 1 ≥xd , randomly take H — cycle 1H  of G, let 
)( 11 HEGG −= , then there at least exist 4 nodes in Y, 

52)(
1

−≥ nydG
, so )( 1GEyxi )4,3,2( =i , then 

32)(
1

−≥ nydG
. Furthermore, )( 11 GEyx ∈ , )( 10 GEyx ∈ , 

it is not hard to make H—cycle of 1G . 
 
(3) 4)( =iG xd , 5)( ≥iG xd  )3,2,1( =i  

Now }{)( 40 xxNG −  is clique in G. From the connected 

conditions, for },,{ 321 xxxx∈∀ , we have ∈4xx )(GE , then 

}]{[ 4xYG ∪  is clique. According to the conditions, there 

must exist Yyi ∈ , so that )(GEyx ii ∈ （ 3,2,1=i ）. The two 
Hamilton cycles that have no common edges of G are 

2203114332101 yxxxxandyxyxxxxx " 1y" . 
 
(4) 5)(,4)()( 21 ≥== iGGG xdxdxd （ 4,3=i ） 

If },{ 21 xxx∈∀ , },{ 43 xxx ∈′ , we have )(GExx ∈′ . Now 

G belongs to 0G . Obviously, there is no two H—cycles that 

have no common edges. If there at least exists )(41 GExx ∈ , 

then }{ 4xY ∪  is clique in G, when )( 3xdG 2
2

4 +≥−≥
nf , 

}],{[ 43 xxYG ∪  is clique. Now because )(41 GExx ∈ , there 

exists Yy ∈1 , so that )(11 GEyx ∈ . It is not hard to make two 
H—cycles that have no common edges. 
When 4)( 3 −< fxdG

, }{)( 40 xxNG −  is clique in G. Then 
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Yy ∈1 , as a result, )(11 GEyx ∈ ; if 

},{},,{ 4132 xyxxxx ∈′∀∈∀ , we have )(GExx ∈′ , then we 

can make two H—cycles: 

41321041420311 , xyxxxxxyxxxxxy "" . It is not hard to make 

two H—cycles without common edges in other situations. 
 
 
4．CONCLUSIONS 
 
Hamilton Cycle was named for problems of traveling the world 
proposed by Hamilton in 1856. At present, we have achieved 
several necessary and sufficient conditions about Hamilton 
graphs while we have not got “if and only if” conditions about 
it. It is a hot topic in this field. The two problems proposed in 
literature [1] have been answered in this paper, which plays a 
fundamental role for studying Hamilton problems, and has the 
potential for computer applications. 
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ABSTRACT 
 

The immune system has a lot of features, such as diversity, 
distribution and self-organizing. In this work, we present two 
new improved algorithms based on Steve’s study. Our 
algorithms can improve the real-time response speed of 
Steve-algorithm largely. Finally, we also show experiments in 
which the proposed method provides a better recommendation 
performance on MovieLens data set. 
 
Keywords: Immune System, Collaborative Filtering, 
Recommender Algorithm, Response Speed 
 
 
1. INTRODUCTION 
 
With rapid development of the Internet, E-commerce is 
becoming an important commerce pattern. How to offer more 
personality service and how to improve customers’ satisfaction 
to the website, witch is an important problem every 
businessman has to solve. Fortunately, recommender system in 
e-commerce just is a best way of all. Recommender system is a 
kind of individual information filtering technology, and it is 
also a synthesis of the knowledge or technique of Statistic, 
Artificial Intelligence, Data Mining and Psychology. It can 
forecast user’s interest by analyzing his visiting behaviors.  
 
Now there are many examples of recommender applications in 
the world, such as recommending products at Amazon.com . At 
the same time, many scholars develop a great deal of new 
approaches on this research area, for instance content-based 
recommender algorithm, rule-based recommender algorithm, 
collaborative filtering recommender algorithm, and so on. 
Collaborative Filtering is one of the most important algorithms 
among them, and it is used both in the industry and academia 
widely. 
 
Computation bionics is becoming a study hotspot on the 
research area recently. It can be used to solve some special 
problems or to improve existent algorithms, and both of them 
are all very successful. Specially, how to make some existent 
algorithms more intellective by introducing the theory is the 
study emphasis now. 
 
The work is based on Steve’s study (Steve & Uwe, 2002), and 
we present two methods to improve his algorithm. The 
experiment result shows our methods enhance its whole 
capability. The remainder of this paper is organized as follows: 
In the next section, a very brief overview of the immune system 
is given with particular emphasis on those features that we 
intend to exploit here. And we also introduce some basic 
knowledge of collaborative filtering recommender algorithm. 
Section 3 wills describes our methods in detail. The following 
section shows and analyses our experiment result.  
 
 

2 OVERVIEW OF THE BASE ALGORITHMS 
 
2.1 Artificial Immune System 
The human body is protected against foreign invaders by a 
natural immune system. The AIS (Artificial Immune System) is 
inspired by it, through building a set of distribution system to 
solve some difficult problems in the real world.  
 
The immune system has a lot of features, such as antigens 
recognition, diversity, distribution, self-organizing, etc. (Tao Li, 
2004). Antigens identifying means the measurement of 
relativity of antibodies and antigens. Diversity means 
antibodies exist dispersedly in the whole antigens’ space, hence 
only a few antibodies can recognize vast antigens. Distribution 
means there is not a central supervisor of the whole system, but 
each part is an independent unit. Self-organizing means 
immune system can adjust itself to a new balance state when 
the old balance state has been broken because of some new 
antigens. 
 
The idiotypic network theory, introduced by Jerne in 1976 
(Jerne, 1974), maintains that interactions in the immune system 
do not just occur between antibodies and antigens, but that 
antibodies may interact with each other. Hence, an antibody 
may be matched by other antibodies, which in turn may be 
matched by yet other antibodies. This activation can continue 
to spread through the population. However, this interaction can 
have positive or negative effects on a particular 
antibody-producing cell. This theory could help explain how 
the memory of past infections is maintained. Furthermore, it 
could result in the suppression of similar antibodies thus 
encouraging diversity in the antibody pool. 
 
Farmer set forth his differential equation model of the idiotypic 
network theory (Farmer, Packard & Perelson , 1986)  

1 2
1 1 1

N N n
i

i j i j i j i j i j i j i
j j j

d x c m x x k m x x m x y k x
d t = = =

⎡ ⎤
= − + −⎢ ⎥

⎣ ⎦
∑ ∑ ∑

(Formula 1) 
Where N is the number of antibodies in the network, n is the 
number of antigens, xi (yj) is the concentration of antibody (or 
antigen), c is a constant, k1 is suppression, k2 is death rate, mij is 
matching degree of antibody i and antigen (or antibody) j.  
Steve and his associates improve Farmer’s model, and describe 
the idea of using immune theory in recommender system. The 
follow is their amendment equation. 

2
1 31

ni
i i i j i j ij

d x kk m x y m x x k x
d t n =

= − −∑  

(Formula 2) 
Where k1 is suppression, k2 stimulation, k3 death rate, xi is the 
concentration of antibody i, mi is the matching degree of 
antibody i and the antigen, mij is the matching degree between 
antibodies i and j, y is the concentration of the antigen, n is the 
number of antibodies. 
 
In this model, after each iteration the immune system will 
adjust the concentration of each antibodies in the network, 
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according to the antibody and antigens correlation as well as 
the correlation between the antibody and other antibodies. 
Finally, those antibodies with lower concentration will be 
dropped. In this way, it can implement the diversity of antibody 
network by simulating the metadynamics rule of immune 
system. 
 
2.2 Collaborative Filtering Algorithm 
Collaborative filtering (Goldberg, 1992; Resnick, 1994) is one 
of most important recommender algorithms. It tries to predict 
the utility of items for a particular user based on the items 
previously rated by other users. It selects the users that have the 
same interest with this user as references. The key of this 
algorithm is how to get more accurate neighborhoods of the 
active user. 
 
The main steps of this method are: (Emmanouil, 2003) 
1. Representation. The input data is defined as a collection 

of numerical ratings of m users on n items, expressed by 
the m×n user-item matrix.  

2. Compute Similarity Value. Confirm the distances 
computation function between two users, and get their 
correlation value.   

3. Neighborhood Formation. Generate the active user 
neighborhoods based on his correlation value with each 
other. 

4. Prediction. Select appropriate prediction function and use 
one item rating of the active user’s neighborhoods, to get 
the item prediction rating for the active user. 

5. Recommendation Generation. 
Whether the correlation value is exact or not is the key of this 
method, because it will affect the recommendation quality 
directly. We use Pearson Correlation (Resnick, 1994) in this 
work.  

, ,

2 2
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( ) ( )
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r r r r
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∈ ∈

− −

=

− −

∑
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(Formula 3) 
Where Sxy is the items which are valued by both user x and y, 

rx,s is valued by user x, xr  is the average value that user x 
gives for all items. 
 
The Prediction Function is: 
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(Formula 4) 
Where ,x iP is the prediction result that user x values to item i, n 

is the number of neighborhoods of user x. 
 
The essential of recommendation algorithm is how can grasp 
user’s interest exactly and make an appropriate decision. The 
basic demand of CF algorithm is acquire a set of “perfect” 
neighborhoods. Here “perfect” means neighborhoods can 
represent all interest area of the active user by and large. So 
how to make effects to enhance the diversity of neighborhoods 
should be a main purpose to improve. 
 
The idiotypic artificial immune network has some outstanding 
advantages on lots of aspects. Therefore we can take advantage 

of this theory when we want to find neighborhoods of the 
active user. In this way we can get a set of more diverse 
neighborhoods. The active user can be seen a antigen, and 
others which have been in this system can be seen antibodies. 
We can find neighborhoods of the active user by building a 
stable antibody network. In this network antibodies are able to 
identify the antigen, on the other hands there are a few of 
obvious distinctions among them. So this network is diverse. 
 
 
3. OUR ALGORITHMS 
 
Steve and his associates gave a recommender method based on 
immune theory in 2002 (Steve & Uwe, 2002). Their algorithm 
can deal with user’s diverse interest, and it can achieve better 
prediction result. But it has a serious shortcoming that is bad 
performance. Their algorithm must do many complex 
calculations to form the antibody network for each active user. 
Therefore, with the number of users increasing, its complexity 
will go up in exponential growth. 
 
We try to improve it on two aspects: 
First, Clustering Immune Network Recommendation (CINR). 
With clustering technique, we divide it into off-line modeling 
phase and on-line recommendation phase.Second, Parallel 
Immune Network Recommendation (PINR). With parallel 
technique, we shift it into a kind of parallel algorithm. 
 
3.1 CINR 
The algorithm has four steps: 
1. Apply K-means clustering algorithm to group the users. 

(Off-line modeling phase)  
2. Use those center users of groups as candidate 

neighborhoods for the first iterative calculating.   
3. We select several center users from these candidates, and 

combine these groups into a big user aggregation. 
4. Apply the algorithm on the new user aggregation again, 

and get the final neighborhoods of the active user. 
 
Main procedure: 

 
The analysis of algorithm complexity: 
Our focus is algorithm’s response time, so we will analyze 
on-line phase mainly. 
Suppose N is the number of neighborhoods, n is iteration time, 
m is the size of AIS. 
The time complexity of Steve-algorithm is: 
( ) ( )2N m m n m m− × + × × . With notation O (Gilles, 2003), it 
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is an algorithm of ( )2NnmΟ .   

The time complexity of CINR is:  
( ) ( ) ( ) ( )1 2 1 2K m m n m m L m m n m m− + × + × × + − + × + × ×
. Because K is less than L generally, it is an algorithm of 
( )2L n mΟ . Furthermore, L is far less than N, so its on-line 

response time is far better than Steve-algorithm. 
 
3.2 PINR 
In Steve-algorithm, the main operations are iteration 
calculations, and each step is independent of other steps. Hence, 
we apply parallel technology to rebuild Steve-algorithm. 
 
Main procedure: 

 
The analysis of algorithm complexity: 
Steve-algorithm is an algorithm of ( )2N n mΟ . 

The time complexity of PINR is:  
( ) ( )1 1K m All n− + × + + , A ll T len n= + . It is an 

algorithm of ( )K nΟ . (Step S1~E1 and S2~E2 are running 

in parallel, so their time complexities are both 1.) Furthermore, 
K is far less than N and the algorithm is foreign to the size of 
AIS (m), so PINR is a kind of algorithm with very fast response 
speed. 
 
 
4. EXPERIMENTS 
 
4.1 Dataset& Evaluation Metric 
In order to execute the experiments of this work we used the 
original GroupLens data set (MovieLens). The data set consists 
of 10,000 ratings, assigned by 943 users on 1682 movies. All 
ratings follow the 1(bad)~5(excellent) numerical scale and each 

user was required to express his opinion for at least 20 movies 
in order to be considered. 
We choose MAE (Mean Absolute Error) as our evaluation 
metric. The metric is used to measure the accuracy of 
prediction usually. (Herlocker, 1999) 

1M A E
n

i ii
p r

n
=

−
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(Formula 5) 

Where pi is predicted value, ri is actual value, n is the number 
of predictions. Better recommender algorithm’s MAE is lower. 
 
4.2 Result Analysis 
Experiment 1:Compare the accuracy of five algorithms.  
All of the results are got in this environment: 
Windows2000SP4, CeleronIV 900M, 128MB Memory, 
J2SDK_1.4.2. 

Fig.1 shows the average MAEs of five recommender 
algorithms. From this chart we can find those algorithms which 
basing on immune theory are more accurate than two 
traditional methods. This result proves that it is very important 
to build a proper model to show user’s diverse interests. 
Otherwise, PINR’s and Steve-algorithm’s MAE value are 
almost equal, but CINR’s MAE value is higher. Maybe, the 
reason is that clustering operation makes CINR algorithm 
losing a few of potential neighborhoods, therefore failing to 
grasp one user’s interest accurately. 
 
Experiment 2:Compare the responses time of two algorithms.  
All of the results are got in a Linux Cluster wih 8 PCs. 
The configurations of Linux Cluster with 8PCs are as follow: 
The configurations of Master Server (acts as Slave Node at the 
same time):Fedora Core 5, Pentium IV 3.0G, 512MB 
Memory(DDR), mpich-1.2.7. The configurations of 7 Slave 
Nodes is Fedora Core 5, Pentium IV 3.0G, 512MB(DDR) 
Memory(named Type A, 2 PCs in all) 
 
We use single PC(Master Server) in Steve-algorithm, two PCs 
(Master Server and a Type A PC)in PINR(2), four PCs(Master 
Server, 2 Type B and a Type C PCs), and 8 PCs(Master Server 
and all Slave Nodes). 
 
Fig.2 shows the responses time of two algorithms. Specially, 
response time of Steve-algorithm is a standard score (value is 
1). From this chart, we can see PINR(2) is worse than 
Steve-algorithm, but PINR(4) and PINR(8) are both better than 
Steve-algorithm, especially PINR(8). The reason is that the 
increasing communication time is longer than the decreasing 
computation time in PINR(2). We have already made extra 
experiment to prove it. Since the extra experiment is beyond 
the scope of this paper, it is not necessary to present the result 
in detail. Because of the obvious better result in PINR(4) and 
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 Fig.1. The average MAEs of five algorithms 
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PINR(8), We can make the conclusion that Steve-algorithm is 
suitable for paralleling. In addition, comparing the responses 
time of PINR(2), PINR(4) and PINR(8), it is decreasing. We 
can predict that if we use 16 or more PCs in cluster, the result 
will be better. 
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5. CONCLUSIONS & FUTURE WORKS 
 
It is a hot issues that applying ecological system algorithm 
(such as immune theory and ant colony algorithm et al.) into 
computation area now. How to make suitable model to show 
the biological characteristics better and to resolve real problems 
is the kernel of these researches. In this paper we study the 
immune theory in depth and bring up two improved algorithms 
based on the works of Steve et al. We gain relatively desirable 
results in experiment. In the future we will make an effort to 
optimize the algorithm at following two aspects. Firstly, 
establish a computer-cluster and transplant PINR into a real 
parallel environment. Secondly, enhance CINR algorithm with 
demographic data to get better clustering effects.  
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ABSTRACT 
 

The component evolving has important meaning to component 
reusing. The feature of erupt make the component evolving 
involve to the erupting object’s inheritance abnormal problem. 
Commence from a relation of component in this text, we 
discuss some problem which about the inheritance and 
synchronization in component evolving. Carrying on analyze 
which about the abnormal problem in component evolving 
commences from development pattern. Then a special 
interface is the rule to avoid inherit abnormal phenomenon. 
 
Keywords: Component, Inheritance Abnormal Problem, 
Evolving-Interface 
 
 
1. INTRODUCTION 
 
In the component software system, component erupts naturally 
as the basic unit. The feature of erupt happened inside the 
component and outside, it have the relationship of 
synchronization code. Synchronization code constructs the 
synchronization constrains erupt of activity between the 
interface and component insides. Carry evolving functions on 
to thus components that the existence erupts (the interior or 
exteriors erupt) feature probably must to modify the original 
code. Then the synchronization constrains would be destroyed. 
The component will become so difficult to reusing. Holding to 
the inheritance abnormal phenomenon from the essence is 
basic path that resolves this problem. 
 
 
2. THE ABNORMAL PROBLEM ABOUT 

COMPONENTS EVOLVING WITH THE 
INHERITANCE MECHANISM 

 
2.1 The Principle of Software Evolving 
Along with the development of technique and demand, the 
software system needs to carry on sustain then in its life cycle 
of improvement. The software system is becoming more and 
more mature along with the frequency of improvement 
becoming higher and higher. Then this improvement can be 
described as “software evolving”. 
 
2.2 The Component Evolving Mode  
The components are developed to catch the need of different 
demands, and according to the different hypothesis of the 
context The component usually must be rewrite while 
applying to a new system, the component that is rewired 
becomes a to an another version. The degree to the 
comprehension of component structure comes to different way 
to component evolving [1].  
 
1) Write box method. The user can get all code of this 

component, so component rewritten make it can operator 
with the others. This method must modify the source code, 
so it will bring in serious problem about maintenance and 
upgrade, losing many advantage the component software 
have. 

2) Black box method. We can get the binary application form 
of component only. The component did not provide to 
expand the mechanism or API. 

3) Ash box method. The component provided it with the 
extension mechanism or programmable interfaces of the 
oneself, but the source code of this component can’t be 
modified directly. 

 
2.3 The Abnormal Phenomenon In Component 

Evolving With Inheritance Mechanism 
The inheritance is a kind of hierarchy relation of the classes. 
Generally, the class hierarchy can be seen as a kind of type 
hierarchy in the Object-Oriented programming language. Then 
the relation of super class and sub class is the same as the 
relationship between super type and sub type. The software 
which oriented to component beyond to Object-Oriented 
software[2], so the component software must be invoke the 
inheritance abnormal problem when evolving with the 
heritance mechanism. The abnormal problem of inheritance 
not only be brought in the OO SE in the general meaning, but 
also brought some to component and structure as the 
component evolving. 
 
 
3. THE INHERITANCE OF THE COMPONENT 

INTERFACE  
 
We should pay more attention to the interface than the detail 
of component in the integration of the component. The 
interface is the unique path of exterior and components, so the 
component evolves can be seen as the interface evolving. The 
component evolving with inheritance method will be 
expressed the inheritance of interface. 
 
3.1 Interface Specification 
A kind of valid interface specification method is the contract 
of the interactive procedure between the client and the server 
interface.The contract describe the state of client claim the 
server first, then describing the state that the server port carry 
the service. The client port established the precondition  
 
before requesting service, service port satisfied the client 
request with internal logic depended on the precondition. The 
service port must established the postcondition before giving 
feedback to client and the client got the service by the 
postcondition[3]. 
 
The specification of interface is two tuples on the hierarchy of 
the contract: 
IF :=< precondition ,postcondition > 
This condition expression shows the behavior of the interface: 

  precondition           postconditon 
 

Next is a proof that component behavior equal to condition 
operator: 
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Table 1 component behavior equal to condition operator 
 

precondition 
 

postcondition 
Precondition 
 

postcondition
T T T 
F F T 
F T F 
T F F 

 
These values match the feature of condition operator, so the 
specification of the interface function is a condition 
expression:                                                        

Precondition           postconditon 
 
3.2 Distinguish the Inheritance Hierarchy as 

Component Evolution 
The interface is unique interactive medium of the component 
and exterior, the component reusing and evolution depended 
on interface, so any studies about component evolution with 
inheritance mechanism should be start at the heritance of 
interface.  
 
In the OO theory, inheritance had two hierarchies: inheritance 
and sub typing[3]Inheritance made the modify on the code 
hierarchy while the subtyping makes the modify on the 
semantics hierarchy. The former is a important way of code 
reusing but can't guarantee that the subclass can inherit the 
super class’s behavior; the latter requests a certain exterior of 
the subtype hold supertype and can be observe the 
behavior( or the semantics behavior), in one stage share of 
norm. In another word, we should pay more attention to the 
semantics reusing but the reusing of code.  
 
Now we can specializes the component as these triple forms: 

C :=< CDS, IF , CR > 
C: component  
CDS: component description  
CR: component relationship  
IF: interface  

So the relationship of C1, C2 can be express as following 
from: 
C1= C2             CDS1 = CDS2 ∧ IF1 = IF2  ∧
CR1=CR2; 
 
Then the component’s code can’t identify itself, inherence in 
component hierarchy should be modify of semantic. 
Concreting to the semantics of the interface, it can be seen as 
the inheritance of the condition expression: 
precondition            postconditon 
 
 
4. DEFINE THE ABNORMAL PHENOMENON 

OF COMPONENT INHERITS  
 
4.1 Algebras spaces of the component operation 
As the description in thesis[3], the operation among 
components mainly has these following kinds: 

 
   The Call Relation    The Condition Relation    
 
 
 
 
 
 

The Cooperation Relation 
Fig.1. The component operation 

 
The operation among components is carry out by the interface 
in fact, according to thesis[3],it can be specialized into 
interface hierarchy: 

 
C1.IF: A1        B1; C2.IF: A2              B2  
 
Calling:    C1 *  C2              

 
A1 ∧ A2             B1  ∧ B2 

 
Condition:     C1         C2            

 
A1             B1            B2 

 
Cooperation:   C1 + C2          
 
（A1            B1 ）∧( A12           B12 ） 

 
In parallel environment, the component operation essence can 
be seen as the operation of the Boolean expression of 
component interface[4].  
 
The express “IF < precondition, postcondition >” is a 
specification of interface. Then dom（IF）, ran (IF) ∈I∪ Z , 
the I is a space inside the component, the Z is a space outside 
the component. 
 
4.2 The Essence of Inheritance Abnormal 

Phenomenon in Component Parallel Evolution 
If operation ▲ followed the rule of component construction 
and the interfaces  
 
“IF<A , B>”which take part in the operation take the value as 
①A, B∈I∪ Z, ②C1 ▲ C2 = TURE, these component can 
be constructed. As the description of thesis [1], component 
status which lives inside can’t be seen outside. Then the filed 
of interface which take part in the operation only should take 
the value as ‘Z’. 
Now, the specification of the interface semantics became the 
following form: 
IF  <λ∧A, μ∧B >, λ, μ∈I; A, B ∈ Z; 
IF : λ∧A         μ∧B; 
We can change the component operation into the following 
form by mathematic principle: 
C1 ▲ C2=ƒ  (A, B)  ∧  φ(λ, μ) 
ƒ  (A，B): Boolean expression with the relationship of A, B  
φ(λ,μ): Boolean expression with the relationship ofλ,μ 
 

B A 

A

B

A B
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The traditional definition concealed the existent fact of the φ 
(λ, μ) factor in component operation, so the internal semantics 
(state) of the component to was neglected. The complete of the 
component development process guaranteed that the φ (λ, μ) 
always is true, but as the evolution of component happened, 
the interface evolution will make the φ (λ, μ) evolve more or 
less. If that happened, the value of φ (λ, μ) may change into 
FALSE. Now guarantied φ(λ, μ)  always had a value of true 
is a key job that don’t exist in demand declaration but decided 
the future of this system. 
 
When component evolution carried out in parallel way, for 
example, there are two components C1, C2, them evolved at 
the same time, the operation becoming the following form: 
 
C1’▲ C2’ =ƒ ’(A’, B’)∧(φ1(λ1, μ1) ▲φ2(λ2, μ2)) 

 
Then we must conjunction the evolution of the C1, C2 internal 
semantics(φ1(λ1, μ1), φ2(λ2, μ2)) together. But the less 
coupling and encapsulation of component decision: 
 
 (1) It is difficult to get the internal semantic of component or 
this function is very difficult. 
 (2)The phenomenon of the evolution in one component 
making other evolutions happened in the other components 
will destroy the performance of the strut. 
 
Then the right way to solve component inheritance abnormal 
is the improvement of modeling principle in component 
development. 
 
 
5. THE WAY TO AVOID THE INHERITANCE 

ABNORMAL PHENOMENON 
 
5.1 The Definition of the Evolving-Interface 
The affliction between internal-semantic and 
external-semantic brings out the inheritance abnormal 
phenomenon. The internal-semantic is encapsulated in 
traditional SE theory, so any work to remove these afflictions 
can’t success at all. Today the software process should support 
evolution-software-process; the evolving-interface must be 
added into component to support the 
evolution-software-process. This interface contains some 
calling-back methods that had strict defined by the extent of 
evolution and the right of modify. 
 
5.2 Separate the Internal Semantics 
According to the former description, the component semantics 
can mean with the Boolean expression Σ at last. Then Σ can be 
change into the following form: 
Σ= ƒ  (A, B)  ∧  φ(λ, μ) 
The task of evolving-interface is guaranteeφ1(λ1, μ1) ▲
φ2(λ2, μ2) had a value of true. Now the granularity of the 
φ (λ, μ) still too greatly, modify the component semantic 
wholly disobey the principle of component evolution. We 
need to divideφ (λ , μ ) into two parts: The nucleus 
semantics – α;the extension semantics --β. Then‘α’ can’t do 
any changes at all while ‘β’ can be modified. 
 
The φ (λ, μ) can change into the conjunctive normal form by 
mathematic principle: 

  φ(λ, μ)= ω1∧ω2∧ω3∧…∧ωn 
                        
 

α          β 

Thus, the internal semantic which evolving-interface can 
influence contained inβ. α can’t be evolved at all. The 
evolution is carried by the principle of the basic semantics of 
component mustn’t be changed. Suppose the occurrence of 
inheritance abnormal namely the semantics conflict 
probability presents the normal distribution. Theα,βcan be 
divided as the form which showing in following graph to 
guarantee the efficiency of the interface: 
 

 

 

 

               

 α     α  β   β   β   α     α 

 

 

 

            

                   

 

 

ω1  ω2  ω3  ω4    ω5  ω6  ω7 
Fig.2. The Divid way by semantics of component 

 
5.3 The Work Method of Evolving-Interface 
When the inheritance abnormal problem happened, φ(λ, 
μ)=α∧β and 
β=FALSE. The work of evolving-interface is with a factor σ 
and β to make the operation. Then β▲σ=T. Thusφ(λ, 
μ)= α∧（β▲σ）always has a value of TURE. Usually 
there are two kinds of operation methods: 
(1) Establish the σ = T, make the β∨σ   =   T; 
(2)β       σ  =  T; 
The σ is a Boolean expression, it’s concrete form according to 
the evolve demanding. Ifζ can operate with the precondition 
to get some postcondition to The consistency of the internal 
semantics and the function interface semantics. Then factor 
ζ is called evolution-pattern-factor. 
 
The specification of evolving-interface likes the following 
form: 
IFE：=〈β∧ζ, β▲σ〉 
The functional specification is: 
IFE：   β∧ζ           β▲σ . ▲  can be any 
combination of Boolean operation. 
 
When then component evolving, evolution process call the 
callback-function to evolve the internal semantic of 
component by parallel way. Generally speaking, every related 
internal semanticist all need to use the evolving-interface to 
the consistence of internal semantic and exteriors to prevent 
from the occurrence of inherit abnormal phenomenon.  
 
 
6. CONCLUSIONS 
 
The occurrence of inherit-abnormal-phenomenon is the 
conflict between the internal semantic and exteriors. In my 
paper, I try to get a mathematic way to release this 
phenomenon. Through the component operation of a series, 
the inherit-abnormal-phenomenon can be solved by making 
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the internal semantic and exteriors got a same value. 
 
In the future, we need to modeling to internal semantic and 
exteriors of component delicacy. Then make the component 
software process support evolution. Making component can 
with a kind of unify of evolution- process model development. 
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ABSTRACT 
 

At present search algorithm are designed by the concrete 
question, it has to redesign when used in other area. It is not 
only waste time and money, but also not assure the accuracy of 
search algorithm .Because of that, this paper designs the library 
of search algorithm by design patterns based on analyzing 
many search algorithm. The library of search algorithm based 
on design patterns independent from the concrete application, 
and it is effective solve the development of search algorithm. 
 
Keywords: AI, Design Patterns, Template Method, Search 
Algorithm, Algorithm Library 
 
 
1. INTRODUCTION  
 
The main contents of AI (Artificial intelligence) research 
include: problem solving, logical reasoning, theorem proving, 
machine learning, knowledge acquisition, knowledge 
processing systems, natural language understanding, computer 
vision, automatic programming and so on. Although there are a 
number of artificial intelligence research fields, and each field 
of research also has its own rules and characteristics, it can be 
abstracted as a process of problem solving from the process of 
they solve practical problems .After analyzing the use of 
artificial intelligence research in the problem-solving methods, 
it can be found that many methods obtained the solution of 
problem by search. So the process of problem solving can 
actually be seen as a process of search.  
 
Now, search technology is wildly applied in the different kind 
of AI systems. Such as expert systems, natural language 
understanding, automatic programming, pattern recognition, 
robotics, information retrieval and Game and so on. Although 
the search has already been extensive development, most of the 
people care the search efficiency of search algorithm, that is 
means how to improve the algorithm to enhance the search 
efficiency, and it be not pay attention to the intrinsically 
relation and related research between various search algorithms. 
And then, the search algorithms are concerned in the 
application of a concrete domain or problem, in other words, 
that is concerned how to design and implement search 
algorithm to solve the problem. However, in practical 
application, the same search algorithm can be applied to many 
problems, search algorithm is designed only to consider the 
current application areas, it led to the current search algorithm 
is designed to the problem with excessive dependence, and it 
has to re-design when using search algorithm in different areas. 
It can be caused repetitive work, and the design of the search 
algorithm is less universal.  
 
 
2. SEARCH ALGORITHM AND DESIGN 

PATTERNS 
 
2.1 Search Algorithm 
There are two kinds of search algorithm, blind search and 
heuristic search. Blind search also named no-info search, which 

only search under the search control strategy set before in the 
search process. Blind search is blindness, low effect and not 
convenient in work out the complex problem because of it 
always run in the route set before and not consider the 
characters of the problem itself. Heuristic search also named 
info search in which add heuristic info related with the 
problem and change or adjust the search direction in the 
search process. It is make the search run in the most hopeful 
direction, speed up the problem solving and find the best 
answer at last. Although heuristic search consider the 
characteristic of the problem and use it to rise up the 
efficiency of problem solving, also make it easier to work out 
complex problem, but it not convenient to abstract the 
characteristic and info of all the problems. So even heuristic 
is better than blind search, blind search is still a search 
strategy used a lot. 
 
2.2 Design Patterns 
The early 90s of the 20th century，some smart software 
developer occasional found architect Alexander’s research 
about pattern, which transferred design patterns from 
architecture to software. Design patterns bring forward a 
universal design solve scheme and give it a systemic name 
and dynamical explain aim at the design problems repeat 
arise in the object-oriented system, It is a set of coding design 
experience conclusion which is repeating used、most people 
known、classified. Design patterns’ basic thought is separate 
the part which is likely to change from the part which is not 
change in the programming, try to induce the coupling 
between the objects, so when some object changed, it would 
not lead to the full change of the other objects. In order to 
realize this aim, a common method used in pattern is to add a 
middle classes or objects during the classes or objects. This 
would make the code extend and maintenance easier and also 
make the programming read easier. 
 
 
3. THE STRUCTION OF THE LIBRARY OF 

SEARCH ALGORITHM BASED ON 
DESIGN PATTERNS 

 
According to the thinking of design patterns, the structure of 
the entire library of search algorithm can be designed as 
showed in Fig.1. The bottom layer primarily is responsible 
for implementing public operations, namely, the public 
interface of the function and class. It is mainly service for 
implementing the search algorithm in the second layer. 
However, it is considered the current search algorithm 
realized is only a small part of the large search algorithm, not 
covers all search algorithms. So the bottom of the interface 
functions and classes open can be help for the later 
developers develop the search algorithm to meet their 
demand, and make it more efficient. It also can be used by 
the higher level developer. This greatly increases the library 
of practicality and software reuse. At the same time, these 
interfaces also can provide not only for the developers to use, 
but also the higher level of users to call search algorithm. The 
bottom set of operation contain public operations and relative 
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data structure. It is surely the library is only include a certain 
amount of algorithm, in order to maintain the algorithm library 
in the future, the bottom of these interfaces is also provided for 
use by third parties, it can expand the search algorithm, which 
includes more search algorithms. 
 

Fig.1. The structure of the library of search algorithm 
 
 

4. ANALYZING THE SEARCH ALGORITHM  
 
State space search for the basic process, the flow chart show in 
Fig.2:  
(1) Establish the search graph G which only contains an 

initial node S0, and then S0 Add into the OPEN table.  
(2) Establish the CLOSED table, and set to an empty table 
(3) Judge OPEN table whether is empty, if empty, the 

problem is no solution, failure and exit 
(4) If the OPEN table is not empty, pick up the first node of 

the OPEN table, and add in the CLOSED table, this node 
name as n. 

(5) Judge N whether is the target node, and if it is, the 
problem has solution, success and exit. the solution of 
problem is the path from the graph G along pointer from 
n to the S0  

(6) Expand n, if its children aren’t subsequent nodes of n’s 
ancestors, and name them as set M, put M’s nodes into 
graph G as the Subsequent nodes of n  

(7) The nodes of M have been appeared in seen in the G, but 
are not in the table of OPEN or CLOSED, set a pointer to 
the father node (node n), and add these nodes into OPEN 
table; for those have been seen in graph G, determine 
whether it is need to modify pointer to the father nodes 
(node n) of the target; for those who have previously G 
and the CLOSED table, determine whether they need to 
amend the pointer to subsequent nodes. 

(8) Re-sort the nodes of the OPEN table by a certain method 
or strategy 

(9) Go to the third step 
 
Blind search and heuristic search can be seen as a special case 
of state-space search. The main difference between of all kinds 
of search algorithm is the ort algorithm of the nodes in the 
OPEN table. If the sort of the OPEN table is random or blind, 
the search is blind search. If the sort of the OPEN table is based 
on heuristic information or rule sorting criteria, it is heuristic 
search.  

 
The difference between BFS (breadth first search) and DFS 
(depth first search) is the position of the next sibling in the 
OPEN table when extending the node in blind search. The 
strategy dealing with the nodes in the OPEN table in BFS is 
FIFO and that in DFS is LIFO. OPEN table in BFS is a queue 
and that in DFS is a stack. In heuristic search, the difference 
between A and A-star algorithm is the different Cost Functions 

used to sort the nodes in OPEN table.  
 

Bounded DFS is improved from DFS. Comparing with the 
DFS, BDFS limits the searching depth of the node in OPEN 
table. In terms of searching algorithm, we can understand the 
relationship between blind search and heuristic search as 
following: Heuristic search is improved on base of blind 
search to enhance the searching efficiency. The more basic 
the algorithm is the less data and knowledge needed. The 
more complicated the more knowledge and data needed to 
develop the efficiency and avoid searching the useless nodes. 
So we can draw a conclusion that heuristic search is a 
developed algorithm that adding estimate-factor to blind 
search to decrease the searching times.  
 

 
Fig.2. The base flow chart of state-space search 

 
 
5. THE DEDIGN OF THE LIBRARY OF 

SEARCH ALGORITHM BASED ON 
DESIGN PATTERNS 

 
5.1 Template Method 
Design Patterns contain 23 kinds of basic design patterns, 
including three categories: 1. Creational: abstraction of the 
process of class’s instantiation of 2. Structural: combine class 
or object together to form larger structures 3. Behavioral: 
class or object is how to interact and distribute duty. Template 
Method is a type of design pattern of Behavioral. Template 
Method defines an operation structure of an algorithm, and 
some of the operations will be defined in the subclass. 
Template Method makes subclass can not change the 
structure of an algorithm can be re-definition of the algorithm 
of a certain some specific steps. Its structure is shown in 
Fig.3:  
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Fig.3. the structure of Template Method 
 

1) AbstractClass : define one or more abstract operations, so 
that the subclass can be implement; and it define a logical 
top frame, the logical top component operation is in  the 
corresponding abstract operation, it will be deferred to 
implement in the subclass. 

2) ConcreteClass: realize one or more abstract function which 
AbstractClass define, they are a logical top component 
operation; each role of AbstractClass can have any number 
of corresponding role of ConcreteClass, and each role of 
ConcreteClass can implement the different abstract methods. 

 
5.2 The Design Of The Library Of Search Algorithm 

Based On Template Method 
Based on the above analysis, the basic operations of search 
mainly include: graph update , the operation of the OPEN 
stable which contain judging whether the OPEN table is 
empty ,getting the first node to expend ,adding the new 生成的 
nodes into OPEN table, and sorting the nodes of the OPEN 
table. After extraction, the public operate will be defined in the 
base class, it can be seen in the Fig.4. The figure show that 
while implementing of the specific search algorithm, such as 
BFS, DFS and A* search algorithm, it is necessary to design 
one by one, it is only overload the different operation in 
subclass.  
 

 
Fig.4. the basic class diagram of the library of search algorithm 
 
 
6. CONCLUSIONS 
 
In this paper the process of search algorithm design is 
independent from the specific application areas, it solves the 
redesign problem causing by the design by depending concrete 

problem. The search algorithm library designed by design 
patterns is not only to efficiently improve its universality, 
expansibility and maintenance, but also to accelerate the pace 
of design and improve software quality. The universal library 
search algorithm will satisfy the needs of many areas called 
search algorithm, and will have good application in the 
future. 
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ABSTRACT 
 

According to the difficulty in solving 2-dimensitional cutting 
stock problem in industries, the paper declared a nesting 
system for 2-dimensitonal shapes based on distributed parallel 
genetic algorithm (DPGA). Firstly, it discussed the structure 
and realization of DPGA, including the data communication 
module, the fitness function and detailed operators selecting 
for the algorithm. Then it introduced the bottom-left nesting 
decoding algorithm to deal with the polygons arranging. 
Finally the nesting system based on DPGA is designed and it 
is proved to be efficient by a calculating sample. 
 
Keywords: Distributed Parallel Genetic Algorithm, Cutting 
Stock Problem, Nesting System, Nesting Decoding Algorithm 
 
 
1.  INTRODUCTION 
 
The cutting-stock problem means the problem of how to 
nesting parts with different shapes in stocks with the highest 
efficiency and least material waste. Such problems exist in 
manufacturing industries widely as 1-dimensitioanl nesting 
and 2-dimensitional nesting. In which, the 2-dimensitonal 
nesting problem is the typical NP-Complete problem and it is 
difficulty to get excellent solutions by general polynomial 
approaches.  
 
GA is a fine intelligent computing method presenting to the 
developing of advanced computer technology, it provides the 
possibility of achieving approximate solutions. In recent years, 
Al-Assaf[1] has introduced nesting strategies based allocation 
of two-dimensional irregular shapes. Chen, J.-C. and E. C. 
Han[2] has researched a computer-aid cutting-stock system on 
local searching algorithm. Faina, L and Jiang, J. Q., X. L. 
Xing[3,4] has attempted to use simulated annealing, PSO and 
genetic operation in cutting stock problem. Edmund, B., H. 
Robert[5] has discussed the bottom-left nesting algorithm 
Heuristic Algorithm for the two-dimensional irregular packing 
Problem. A. Miguel Gomes, José F. Oliveira[6] introduced a 
heuristic algorithm for nesting problems. Bean, J. C[7] has 
introduced a multiple-choice genetic algorithm for a nonlinear 
cutting stock problem. 
 
The parallel computing technology has rapidly developed as 
the appearance of high speed network nowadays. Multiple 
computers could collaborate together to attain higher 
calculating speed and reduce time distinctly. Fred F. Easton, 
Nashat Mansour[8] has applied the distributed genetic 
algorithm for deterministic and stochastic labor scheduling 
problems. Erick Cant, David E. Goldberg[9] has introduced 
the theory and practice of parallel genetic algorithms in detail. 
Zdeněk Konfrst[10] has introduced the theory and practice of 
parallel genetic algorithms. The paper introduces a distributed 
parallel genetic algorithm in solving the cutting.  
 
 
 

2.  STRUCTURE OF PARALLEL GA 
 
2.1. Genetic algorithm realization 
The Genetic Algorithm is firstly established by J.H.Holland of 
Michigan University[11]. It is a complex non-linear 
optimization method based on random intelligence. The 
traditional GA is executed as Fig.1. 
 
Besides its fine global searching ability and speedy 
convergence, the major motivation for the use of genetic 
algorithms actually is their inherent parallelism. Either such a 
parallelization scheme aims at speeding up the calculations or 
it can be applied in order to achieve a vigorous improvement 
of the generated solutions. 

Selection Operation

overcross Operation

mutation Operation

Parents pop.P(t)

Children Pop.P(t)

  Stop Criterion 
Satisfied?

Initializtion GA
t = 0

t=t+1

 Fitness    Evaluate
Yes

End

Start

No

 
 

Fig.1. Flow chart of traditional GA 
 

2.2 The structure of distributed PGA 
The nature-like parallelization of genetic algorithms mainly 
contains the following different models: the master-slave PGA 
model, the distributed PGA model and the fine-grained PGA. 
The distributed PGA model is also named “the island model”, 
it is the multiple populations PGA based on a quite loose 
coupling of their component algorithms and it is more widely 
researched in general. Just subsequent to each lapse of a fixed 
amount of generations, single selected individuals may 
migrate to neighbored island populations. Incoming migrants 
are included into the local populations. Either copies of 
current individuals (immigration-model) or original 
individuals (emigration-model), which might have partially 
spread their genetic material before, are allowed to migrate to 
neighbors. [8] In the diffusion models there is no need for an 
explicit migration of individuals. All individuals are 
considered to move freely within their neighborhood. Thus, 
the selection operator is no longer limited to the local 
individuals, but gets access to all neighbored populations, too. 
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Furthermore, neighbored individuals can be accessed at any 
time without any limitations. Different to the migration 
models, only local offspring of neighbored individuals (and no 
migrants) are included into the local populations.  
 
The distributed system is constituted by series of processing 
elements. Each processing element has its own independent 
physical storage component and delay of data transmission 
among processing elements can not be ignored. Generally 
speaking, the performance of distributed system is quite 
restricted by communication and reasonable data 
communication module design is vital. It is proved that more 
that more than 90% calculation in GA process is cost by the 
fitness function, so the paper designed a distributed system 
based on local area network and distributes the fitness 
calculation works to different processing elements. Nowadays 
the local area network is with high dependability in 
application and the general transmission speed has up to 
1000Mbit/s with low delay and bit-error rate. The structure of 
the distributed PGA model processing is as Fig.2. A central 
computer is defined to manage the whole optimization 
function: including island population initialization, computing 
tasks distribution and information receiving; other computers 
is defined as satellite computers with the function of genetic 
operations, fitness calculating and results returning. 

GA Process 1 GA Process 1 GA Process n

Migration 
Operator

Migration 
Operator

Migration 
Operator

Population 1 Population 1 Population n

…

…

 Fitness    
Evaluate

 Fitness    
Evaluate

 Fitness    
Evaluate

Central computer

Satellite 1 Satellite 2 Satellite n

 Fitness   

 Fitness   

 Fitness   

Satellite 1
Satellite 2

Satellite n

 
Fig.2. Distributed PGA model(Island model) 

 
3.  DETAILS OF DPGA 
 
3.1 The migration operator 
The migration operator realizes collaborative evolution of all 
populations by exchanging information between population 
islands. In the paper, migration operator is defined to replace 
the individual with the lowest fitness in the immigration 
population by the one with highest fitness in the emigration 
population every 2 generations. And the optimization 
population is constituted by all the highest fitness individuals 
in each parallel population. The one with the highest fitness 
would be the final solution. 
 
3.2 Genetic encoding:  
The original binary encoding in solving constrained 
optimization problem can not meet the need of nesting 
problem any more. In the cutting stock problem, polygons is 

described as ni21 PP,,PP ,,, ⋅⋅⋅⋅⋅⋅ , the corresponding 

arranging angles is ni21 ,, αααα ,,, ⋅⋅⋅⋅⋅⋅ . The paper defined 
genetic gene as: 

[ ]iii   αPG =  
So the initial individual of the population can be encoded as: 

i=1 to n,}|raphic(i) =Random {GIndividual Where: 

i=1 to n|aphic(i) }Random {Gr  represents the random sequence 
of Graphic(i)| i = 1 to n .Such encoding approach realizes the 
1 to 1 mapping and it is recommended in genetic algorithm 
research. 
 
3.3 The fitness evaluation function: 
The improved Bottom-left strategy packs all the polygons to 
the Bottom left corner of the stock at its best. It divides the 
stock into special columns and arranges polygons from bottom 
to top in each column. After a column is expired, it will 
change to another column at the right; and after a stock 
expired, another stock is changed. According that arranging 
strategy, the fitness should be related with the total length of 
all the stocks that has been employed: 

:Where,

1
∑
=

= n

i
iS-lengths

1f
 

n  is the total number of stocks. 
ilengths-S is the length of the i-th stock 

 
3.4 Selection operator:  
The random selection operator is chose to strength the global 
optimization ability of the algorithm. Supposed fitness of 
individual i of the population is if  and the average fitness of 
the population is: 

n

f
n

1i
i∑

= , Where: 

n  is the total size of the population. 
if is the average fitness of the i-th individual. 

The probability that the individual i produces descendant 
should be:  

∑
=

= n

1i
i

i

f

nfP(i)
 

 
3.5 Crossover operator:  
The nesting problem is similar as the Travel Salesman 
Problem (TSP). So the paper applies the Cycle Crossover (CX) 
mentioned in [11], which delivers the Cycle Crossover 
operator is fit for used in solving TSP. The polygons are 
expressed as vertexes sequence and angles: for polygons 
sequence, the Cycle Crossover is applied and for angles, the 
arithmetic crossover is appropriate. The whole crossover 
procedure is as follows: 
Supposed 2 individuals in population are 
(1, 26),(4, 120),(6, 96),(7, 302),(8, 16),(5, 359),(2, 0),(3, 270); 
(4, 6),(7, 263),(1, 148),(3, 72),(5, 98),(8, 323),(6, 54),(2, 18). 
Firstly, separate polygons sequence and angles of the gene 
block into two parts. The first part would be operated by cycle 
crossover and the second is prepared for the arithmetic 
crossover.  
 
A. To the polygons sequence part: 

Step 1:Find the cycle referring to the corresponding serial 
number of parents: 1-4-7-3-2-6-1; 

Step 2:Copy the serial numbers of the first parent which is 
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also in the cycle to the first child; 
Step 3:Delete the serial numbers of the second parent which 

is also in the cycle; 
Step 4:Fill the blanks in the first child with leaving serial 

numbers of the second parent. The first child is fulfilled; 
Step 5:Exchange the first parent and the second one, the 

second child could be attained in the same way. 
The process of Cycle Crossover is listed in Fig.3.  

1  4  6  7  5  8  2  3

4  7  1  3  8  5  6  2

?  ?  ?  ?  5  8  ?  ?

1  4  6  7  8  5  2  3

Step 5:

Step 4:

Step 3:

Step 2:

Step 1:

4  7  1  3  5  8  6  2

1  4  6  7  ?  ?  2  3

 
 

Fig.3. Principle of Cycle Crossover operator 
 

 
 
B. To the angles Part:  
The arithmetic crossover operator [9, 10] produces new 
individuals by linear combination two parents: Choose an 

appropriate crossover rate α, supposed parents in generation (t) 
are tX A  and t

BX , then the child should be:  
t
A

t
B

t
A α)X(αXX −+=+ 11 , 

t
B

t
A

1t
B α)X(αXX −+=+ 1 . 

So to the angles part mentioned before: 

⎥
⎦

⎤
⎢
⎣

⎡
185432398721482636
2700359163029612026

 
Choose crossover rate α=0.8 and corresponding child should 
be: 

⎥
⎦

⎤
⎢
⎣

⎡
219.610.8351.832.4256106.4148.622
68.443.2330.281.6118137.6234.410

 
 
3.6 Mutation operator:  
A. To the polygons sequence Part: Two-point exchange 
mutation is available. To any polygons sequence, exchange 
two polygons position in it randomly and attain the new 
individual. 
 
B. To the angles Part: Random mutation is available. 
Replace the angle of polygons with the random value possible 
and attain the new individual. 
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Fig.4. Structure of nesting system based on DPGA

 
 
4.  THE NESTING DECODING ALGORITHM 
 
The nesting decoding algorithm is particular rules set which 
could translates angles and sequence of polygons into practical 
arrangement in stocks. The bottom-left strategy is introduced  
 
 

 
 
detailedly in [5] is the most frequently used decoding 
algorithm in cutting stock problem. The bottom-left strategy 
sets the bottom-left corner of stock s as the start points. When 
a polygon is nested in, the start point would update to the 
polygon’s top-right vertex; if the polygon is beyond stock’s 
top-border, it would turn to the next column; and if beyond the 
stock’s right-border, it would change to the next stock to 
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repeat the process until the last polygon is over. The flow of 
the bottom-left decoding algorithm is as following: 

Step 1:Express all the stocks as n21 St,,St,St ⋅⋅⋅ and all the 
irregular polygons as n21 ,, GGG ⋅⋅⋅ ; 

Step 2:Set the bottom-left corner of stocks as the start points. 

Supposed the start point of n21 St,,St,St ⋅⋅⋅ is nS,,S,S 21 ⋅⋅⋅ , 

and the bottom-left vertex of polygon iG  is iB , the top-right 

vertex of polygon iG is iT ; 
Step 3: Initialize polygons serials i=1; 
Step 4: i=i+1; 
Step 5: Initialize stock serials j=1; 
Step 6: j=j+1; 
Step 7: To polygon iG , moving iG  according iB to 1S  

and fit iG  to the right position by the rule of never 
intersecting with other polygons before; 

Step 8: If the current stock is full ,then j=j+1, go to Step 6 
for another stock; 

Step 9:If 
iBX >

1SX ,then
1SX =

iBX and go to Step 10, else 

go to Step 11; 
Step 10:If 

iBY >
1SY , if yes, then 

1SY =
iBY .the start point 

has updated. 
Step 11:If iG  is the last polygon, go to Step 12, else go to 

Step 4 for the next polygon. 
Step 12:The Bottom-left nesting decoding is completed, out 

put nesting results. 
 
4.2 The implement of the nesting system 
The flow chart of the system is as Fig.4. 
 
The system is developed by Visual Studio.Net and the genetic 
algorithm function is implemented by the help of Genetic 
Algorithm Optimization Toolbox (GAOT) [12] issued by 
North Carolina State University.  
 

 Parts  
Number 

Time Elapsed 
(Approximately) 

Time 
Reduced 

20 24 min   
GA 

50 42 min   
20 18 min 25% 

DPGA 
50 27 min  36% 

Table 1. Nesting by GA and DPGA 
The nesting experiment is taken in a 4 computers distributed 
system, choosing population size as 40, crossover rate as 0.8, 
genetic generation as 200 and polygon number as 20 and 
50.The comparison of traditional GA and DPGA is as Table 1: 
DPGA finishes nesting within 25%-36% time reduced of 
traditional GA and gets nearly fitness result. It proves the 
nesting system based on DPGA can improve the calculating 
speed. But it is obvious that speedup does hardly differ and 
fail to come close to the amount of processors being involved 
in the distributed system. Though DPGA can speed up 
calculating than traditional GA, linear speedup cannot be 
expected when calculating them in the way mentioned above 
anyway. 
 
 
5.  CONCLUSIONS 
 
The paper presents a nesting system based on distributed 
genetic algorithm for 2-dimensitional polygons arts to solve 
the cutting stock problem in manufacturing. It mainly 

expounds the following scopes: Firstly, it discussed the 
application of traditional GA and distributed PGA; designed 
an appropriate distributed model fitting for the cutting stock 
problem solving. And then it describes the DPGA 
characteristic features in detail. At last, a nesting system based 
on DPGA is built up and it is proved to be efficient. 
 
 
REFERENCES 
 
[1] Al-Assaf, Y, “Human strategies based allocation of 

two-dimensional irregular shapes”,in Journal of 
Intelligent & Fuzzy Systems,Vol.14(4),2003, pp.181~190. 

[2] Chen, J.C, E.C.Han, “Research on the system of 
computer-aid cutting-stock”,in Journal of South China 
University of Technology (Natural Science),Vol.29 (5), 
2001, pp.42~44. 

[3] Faina, L, “An application of simulated annealing to the 
cutting stock problem”,in European Journal of 
Operational Research,Vol.14 (3),1999,pp.542~556. 

[4] Jiang, J.Q., X.L. Xing, et al, “A hybrid algorithm based 
on PSO and genetic operation and its applications for 
cutting stock problem”,in Proceedings of the 2004 
International Conference on Machine Learning and 
Cybernetics,Vols.1-7.2004,pp.2198~2201. 

[5] Edmund, B., H.Robert, et al, “A New Bottom-Left-Fill 
Heuristic Algorithm for the Two-Dimensional Irregular 
Packing Problem”,in Operations Research,Vol.54 (3), 
2006,pp.587~596. 

[6] A. Miguel Gomes, José F. Oliveira, “A 2-exchange 
heuristic for nesting problems”,in European Journal of 
Operational Research,Vol.141,Issue 2.1, Sep 2002, pp. 
359~370. 

[7] Bean, J. C., “A multiple-choice genetic algorithm for a 
nonlinear cutting stock problem”,in Computing Science & 
Engineering ,Vol.2 (2), 2000, pp.80~83. 

[8] Fred F. Easton, “Nashat Mansour. A distributed genetic 
algorithm for deterministic and stochastic labor 
scheduling problems”,in European Journal of 
Operational Research,Vol.118,1999,pp.505~523. 

[9] Erick Cant, David E. Goldberg, “Efficient parallel 
genetic algorithms: theory and practice”,in Comput. 
Methods Appl. Mech. Engrg,Vol.186,2000,pp.221~238. 

[10] Zdeněk Konfrst, “Parallel Genetic Algorithms: Advances, 
Computing Trends”,in Proceedings of the 18th 
International Parallel and Distributed Processing 
Symposium, 2004. 

[11] Mitsuo Gen, Ruiwei Cheng, Genetic Algorithms and 
Engineering Design, New York: John Wiley & Sons, Inc. 
1997. 

[12] http://www.ise.ncsu.edu/mirage/GAToolBox/gaot/. 
 
Wei Yang is currently a doctoral candidate in School of 
Power and Mechanical Engineering, Wuhan University. His 
research interests are Modern Design Methodology and 
CAD/CAM/CAE, etc. 
 
Qingming Wu is currently a Full Professor and doctoral 
graduate supervisor in School of Power and Mechanical 
Engineering, Wuhan University. He has published over 10 
Journal papers. His research interests are Modern Design 
Methodology and CAD/CAE/CAM, etc. 
 



 DCABES 2007 PROCEEDINGS   67 

Shooting Algorithm of Soccer Robot Based on Bi-arc 
 

Zaixin Liu, Weibing Zhu, Jinge Wang 
Research Institute for Robot of Xihua University , Chengdu ,610039, China 

E-mail: zhanxinliu@tom.com 
 
 
ABSTRACT  
 

To improve the rate of soccer robot shooting a goal, by 
analyzing shortcoming of basic shooting algorithm。Bi-arcs are 
used to solve the shooting problem of collision avoidance and 
holding appropriate position because they meet two end-point 
and two end-tangent conditions, namely the initial and terminal 
positions and tangents of mobile robots. The method presented 
here is simple，effective and computationally undemanding and 
it has no restraints on the initial conditions of soccer robot. 
 
Keywords: Soccer Robot, Shoot, Bi-arc, Moving Path 
 
 
1. INTRODUCTION 
 
In the process of the soccer robot’s goal-shooting, the frequently 
used basic algorithm[1] has the following procedures: (1) to 
calculate the shooting point of the robot; (2) to calculate the 
movement of the robot from the current position to the shooting 
point; (3) to adjust the angle of the robot so as to it keep the 
same attitude with the goal; (4) the goal shooting of the robot. 
Because the inertance is not taking into consideration, the 
trolley may run out of line with the goal point when it is 
adjusting its angle. Furthermore, when the trolley reaches the 
goal point。  

 
It would take the factor of accuracy into consideration in 
adjusting angles. So it would have to slow down. Hence, the 
robot would go through the two processes of speeding-up and 
slowing-down when it moves from point of point. This 
undoubtedly has increased the time of shooting goal. And it has 
not calculate the factor of the blocking of other robots, which 
may delay the goal shooting attempts.  
 
In the planning of the soccer robot’s moving routes, the routes 
need to satisfy the soccer robot’s initial position and its moving 
direction, its goal direction and its moving direction. We 
connect the sectionalized arc curves into bi-arcs, which bears 
the character of satisfying any random terminal points and its 
slope rate requirement[2], to solve the calculation of how to 
keep the best shooting position when the robot’s encountering 
hindrances at its goal point in its shooting posture. 
 
The routes planning strategy offered by the paper can be 
summarized as follows: given two terminal points and its 
tangent line, seek a sectionalized arc curve, make it satisfy the 
following conditions, 1) the curve must pass the two terminal 
points; 2) the curve must be tangent with the two tangent lines 
at the terminal points respectively; 3) the two arcs are 
connected by its continuity[3]. 
 
 
2. BI-ARC ALGORITHM 
 
2.1 Bi-Arc Principle 
Most of the function expressions of bi-arc curve are based on 
certain frame of axes, through the geometrical relationship, the 
radius was calculated out. Thought this algorithm is faultless in 
itself, but it can not be applied in the parameterized curve. So 

we proposed an expression which is based on vector computing 
and which is independent the frame of axes. 
Write down the bi-arc as{ }eess TPTP ,,, , 

sP  and 
eP  

the initial and goal point respectively. 
sT  is the unite 

tangent line of the current position, 
eT  expresses the 

straight tangent line which connect the ball 
eP  and the 

center point of goal O, that is 1== es TT . 1 and 2 

represents current position of the enemy robots or the barrier. 
21 dd 、  express the distance between 1 and 2 and the 

trolley’s starting point 
sP  and its end point

eP  

 
Fig.1. Bi- arc principle 

 
According to the starting and ending point condition of fig.1, 
as long as the value of 

21 PP 、  and 
3P  are defined, the 

bi-arc could be determined. Since the unit tangent line is 
supposed as the terminal tangent line, hence  

ss TPP β+=1
                                  (1) 

ee TPP α−=3
                                 (2) 

βα
1223 PPPP −

=
−                              (3) 

And  
( )( ) 2

2121 β=−− PPPP                          (4) 

( )( ) 2
3232 α=−− PPPP                         (5) 

from (3)  
βα
αβ

+
+

= 13
2

PP
P

                        (6) 

put (6) into (4)、(5) the following:   
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αββ

βα
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     (7) 

βα
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βα
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=−
)()( 31

32
es TTDPP

PP
          

(8) 
Another condition: 

es PPD −=  
With this result we calculate by dots to (4), (5), after the 
simplifying process, we could have   
the following equation 

0)1(2)(22 =−+++ eses TTTTDD αβαβ      (9)             
In this equation, the unknown quantities are the 
constants βα 、 , according to the requirement of the arc 

radius 1r  and 2r , they could be uniquely determined.  1r  
and 2r  could be determined by distance between the current 
position 

sP  and goal position
eP  and the enemy robots 

position 1 and 2. 
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ldr
ldr

2
2

22

11

+=
+=    ；l (the length of the side)          (10) 

Through the solution of the equation, the value of βα、  
could be determined, then through the expression of 

21 PP 、  
and

3P , we could determine the positions of the 3 control 
points. Usually two arcs could satisfy all the routes planning, 
only under special circumstances, 4 arcs are required. The 
merits of the above mentioned approach has the advantage of 
easily identify and locate the bi-arc under the following special 
circumstance  
 1,1 −=es TT ； 0)( =+ es TTD αβ  . 

In the equations, the former one expresses that they goal 
direction parallel with the starting direction. (Or they are 
opposite to each other, that are parallel, but on different 
direction). The latter expresses the vertical relation between the 
terminal vector and the terminal line. Under these two 
circumstances, the bi-arc could be determined with the solution 
of the above quadratic equation. 

 
2.2 Static Route Planning 
Considering the errors brought about by inertance and the 
probability in shooting goals, we generally locate the midpoint 
of the goal as the goal point. In live competition, however, the 
goalkeeper of the opposite side would occupy the midpoint of 
the goal. Furthermore, there would be two players assisting the 
defense in the bigger penalty area (see 3 and4 in the figure). 
Under this circumstance, if the shooting still aims at the O 
point or OB zone, the goal would easily be blocked by play 3 
and play 4[4]. The best shooting point would be in the zone 
OB’ now. Taking into consideration of error and probability, we 
locate the midpoint O’ of zone OB’ as the best shooting point. 
So when the initial position of the robot and the position of the 
ball are given, the moving direction of the robots and its 
moving direction when reaching the shooting position are as 
illustrated in Fig. 2.  
 
According to the bi-arc principles mentioned above, regarding 
the route planning of the robot, as long as we can locate the 
points 1sP  and 

1eP , we could get the value of all the control 

points 、、、、 4321 PPPP 5P  and 
6P  through the two 

control point equation of bi-arc. And the value of point 
1sP  

and point 
1eP  could be figure out through 4 section arc, 

which is a special variant of bi-arc, and its geometrical relation, 
the easily realized continuous and smooth bi-arc routes as 
illustrated in the following figures. 
 
2.3 Dynamic Trace Routes Planning 
In the movement of the trolley, the current position of the robot 
and the position of the goal point are always changing. And the 
positions of the enemy robots are also changing. See Fig.3, 

       
Fig.2. Static routes planning 

     
Fig.3. Dynamic trace routes planning 

 
when robot moves from point 

sP  at time 
it  to point '

sP  at 
time 

1+it , and the enemy robot 1 and 2 move from the 

illustrated position to '1  and '2 , assisting players 3 and 4 
move to position 3’ and 4’. The best shooting position now 
shift from zone OB’ to zone OB, the goal point shift from point 
O’ to O’’. Due to the change in robot’s current position and the 
relative position of the goal point and the change in position 
and the block’s position, so the moving trace of the robots at 
time 1+it  are no longer the former bi-arc{ }eess TPTP ,,, , 
but the new bi-arc { }'''' ,,, eess TPTP  (the broken line in the 
figure). Now the moving trace of the trolley after a certain time 
（

ii ttt −=Δ + 1
） needs to be planned again. The final 

moving trace of the robot is on longer the regular bi-arc, but a 
smooth and continuous irregular curve. 
 
 
3.  CONCLUSIONS 
 
The paper has proposed a new algorithm on soccer robot’s goal 
shooting through the approach of bi-arc, that is, to solve the 
calculation of shooting goal of moving robots through bi-arc. 
Figure 4 is the program flow diagram of route planning.  
 

 
Fig.4. Program flow diagram 

 
The static planning of robot’s reaching target points (that is, the 
position of the ball, its moving direction is the line drawn 
between the ball and midpoint of the goal) at a given time are 
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illustrated by actual line. The broken line indicates the 
re-planning of the routes after certain duration according to the 
change of situation on the field. Figure 5 give a emulation 
experiment example on route planning. We could find that the 
moving traces of the robots are no longer the regular bi-arc, but 
a smooth and irregular curve. This method is simple and 
effective. The initial condition of robots is not restrictive, can 
function with small amount of calculation. It could be applied 
into searching, exploration, astronomies and aeronautics. 
 

 
Fig.5. Result of bi-arc shooting experiment 
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ABSTRACT  
 

In matrix computation, the computation of matrix tensor 
product is an important problem. Compared with its 
multiplication, the computing amount of tensor product is 
huger. Based on analyzing its mathematical properties, a result 
is proved that two matrices tensor operation can be exchanged 
in the sense of permuted similar, and the convenient method for 
constructing the permutation matrix is given. Furthermore, a 
conclusion is obtained that tensor product of block matrixes can 
be block calculated in the sense of permuted similar. Based on 
these, the parallel computing models of matrix tensor product 
are proposed. From an example, the thought and process of the 
algorithm are showed. 
 
Keywords: Block Matrix, Tensor Product, Permuted Similar, 
Parallel Computing, Algorithm Complexity 
 
 
1. INTRODUCTION 
 
In domains such as engineering design and numerical algebra, 
many computation problems can finally be conclusion to the 
matrix computation problem, which needs to use parallel 
machine system to carry on massively parallel computation. 
Because the computational amount is huge, therefore how 
effectively carries on these matrix computation is extremely 
important, and it causes many scholars research interest, 
emerge many research results, in which there are famous 
Cannon algorithm and Fox algorithm. In paper [1], the author 
proposes a matrix-multiplication algorithm suited to the 
distributed computer environment on PVM; In paper [2], the 
author design a new parallel algorithm for matrix multiplication 
by Gramian of Toeplitz-block matrix; Literature [3] has 
realized the Cannon algorithm on the cluster of workstations; 
Literature [4] presented a new parallel algorithm for matrix 
multiplication based on diagonal partition strategy, and so on. 
In paper [5], the author proposed a kind data Encryption 
scheme by matrix tensor theories, in which he uses some 
low-scale matrices to construct the structure complex 
high-scale matrix through tensor production. According to 
mathematics definition, compared with its multiplication, the 
computational amount of matrices tensor production is huger. 
In order to effectively carrying on the parallel computation of 
matrix tensor production, this paper studies block operation 
properties of the matrices tensor production and discuss its 
parallel computation problem. 
 
 
2. THE BLOCK OPERATION PROPERTIES OF 

MATRICES TENSOR PRODUCTION 
 
Let us denote all mn ×  matrices by mnM ,  and the series set 

},,1,)(1);(,),1((|{),,,( 21 minimnnn im =≤≤==Γ ααααα . 
),,,( 21 mnnnΓ  is simply denoted as nm,Γ  when nnn m ===1 . 
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)()( βα ，here βα ,  are ordered by dictionary series. 

A square matrix which every row and every column had 
only one component equal to 1 and other components equal to 
0 is called a permutation matrix. 

From (1), we can easily certify the below conclusion. 
Lemma 1 Let mnij MaA ,)( ∈=  and B  be a matrix. 

Then 
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Theorem 1 Let mnij MaA ,)( ∈=  and tsij MbB ,)( ∈= . Then 

there exist a nsns× permutation matrix 1P  and mtmt ×  
permutation matrix 2P , such that 

21 )( PBAPAB ⊗=⊗ . 
Proof. BA ⊗  is a mtns ×  matrix. We construct a 

permutation matrix tmP ,  as below: 

tmP ,  is a mtmt ×  matrix, and its rows is equal to the 
element numbers of the set ),( mtΓ (or set ),( tmΓ ). Let 

),())2(),1(( mtΓ∈= ααα , then ),())1(),2((' tmΓ∈= ααα . Let iε  
denoted a column-vector with its ith component equal to 1 and 
with all other components equal to 0. Then the 

)2()1)1(( αα +×− m -th column-vector of tmP ,  is equal to 

)1(1-2)( ααε +×t）（ . 
Now we can directly verify that 

tmsntmsn PBAPPBAPAB ,
'
,,

1
, )()( ⊗=⊗=⊗ − . 

Remark: The matrix snP ,  in theorem 1 has not any 
relation with the concrete content of matrix A  and B , but 
only with n (the rows of matrix A ) and s (the rows of 
matrix B ). Moreover, it can be specifically write out only by 
n  and s . The similar result is hold for the matrix tmP , . For 
example, let ），（），（ 4521 Γ∈=α , then 
 ），（），（‘ 5412 Γ∈=α , 2)241-1 =+× （））（（ αα , 6)151-2 =+× （））（（ αα  
Hence the 2-th column-vector of 5,4P  is 6ε . Therefore, we 
obtained that 5,4P = 
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{ }2015105191494181383171272161161 ,,,,,,,,,,,,,,,,,,, εεεεεεεεεεεεεεεεεεεε  
={10000000000000000000; 00000100000000000000; 

00000000001000000000; 00000000000000010000; 
01000000000000000000; 00000010000000000000; 
00000000000100000000; 00000000000000001000; 
00100000000000000000; 00000001000000000000; 
00000000000010000000; 00000000000000000100; 
00010000000000000000; 00000000100000000000; 
00000000000001000000; 00000000000000000010; 
00001000000000000000; 00000000010000000000; 

 00000000000000100000; 00000000000000000001}. 
Additional, we can easily certify that nssnsn PPP ,

'
,

1
, ==− . 

Corollary 1 Let tmsn ,,,  be positive integers. Then there 
exist permutation matrix snP ,  and tmP , , such that 

tmsn PBAPAB ,
'
, )( ⊗=⊗  for mnMA ,∈∀  and tsMB ,∈∀ . 

Based on Theorem 1, the matrix A  is said permuted 
similar to matrix B , if there exist permutation matrix P  and 
Q , such that PAQB = .  

Obviously, the combination law is hold for matrix tensor 

production, e.g., )()( 111 mssi

m

i
AAAAA ⊗⊗⊗⊗⊗=⊗ +

=
, where 

ms ≤≤0 . 
Theorem 2 Let mnijAA ×= )(  be a block matrix and B  

be a matrix. Then the follow equation is hold. 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⊗⊗

⊗⊗
=⊗

BABA

BABA
BA

nmn

m

1

111

 

Proof.  According to Lemma 1, it can be directly 
verified. 

Theorem 3 Let mnijAA ×= )(  and tspqBB ×= )(  be block 

matrices, where 
ji mnij MA ,∈  for mjni ,,2,1;,,2,1 ==  and 

qp tspq MB ,∈  for tqsp ,,2,1;,,2,1 == . Then BA ⊗  is 

permuted similar to the follow matrix 

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

⊗⊗⊗⊗

⊗⊗⊗⊗

⊗⊗⊗⊗

⊗⊗⊗⊗

stnmsnmstnsn

tnmnmtnn

stmsmsts

tmmt

BABABABA

BABABABA

BABABABA

BABABABA

1111

11111111

11111111

111111111111

. (2) 

Proof.  Form theorem 2, we have 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⊗⊗

⊗⊗
=⊗

BABA

BABA
BA

nmn

m

1

111

. 

According to corollary 1 of theorem 1, for each ijA , 

there exist permutation matrix hni
P ,  and lm j

P , , where 

∏∏
==

==
t

k
k

s

k
k tlsh

11
, , such that 

ijlmijhn ABPBAP
ji

⊗=⊗ ,
'

, )(  for mjni ,,2,1;,,2,1 == . 

Let the permutation matrix { }hnhn n
PPdiagP ,,1 ,,

1
=  and 

the permutation matrix { }lmlm m
PPdiagP ,,2 ,,

1
= . Then 

⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛

⊗⊗

⊗⊗
=⊗

lmnmhnlmnhn

lmmhnlmhn

mnn

m

PBAPPBAP

PBAPPBAP
PBAP

,
'

,,1
'

,

,1
'

,,11
'

2
'

1

)()(

)()(
)(

1

111

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⊗⊗

⊗⊗
=

nmn

m

ABAB

ABAB

1

111

. 

From theorem 2, we have 

       
⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛

⊗⊗

⊗⊗
=⊗

ijstijs

ijtij

ij

ABAB

ABAB
AB

1

111

    （3） 

From theorem 1 again, there exist permutation matrix 
ip nsP ,  and

jq mtP , , such that 

pqijmtijpqns BAPABP
jqp

⊗=⊗ ,
'

, )(  

for mjni ,,2,1;,,2,1 ==  and tqsp ,,2,1;,,2,1 == . 
Let { }

nsns nsnsnsns PPPPdiagP ,,,,3 ,,,,,,
1111

=  and 

{ }
mtmt mtmtmtmt PPPPdiagP ,,,,4 ,,,,,,

1111
= . Now, the formula 

(2) is equal to 42
'

1
'

3 )( PPBAPP ⊗ . 
 
 
3. PARALLEL COMPUTATION FOR MATRIX 

TENSOR PRODUCTION 
 
Let nnm MAAA ,21 ,,, ∈  be invertible matrices. We knew 

that 1
1

1
1

)( −

=

−

=
⊗=⊗ i
m

i
i

m

i
AA . But for the large mm nn ×  matrix i

m

i
A

1=
⊗ , it 

is very difficult to calculate its inverse matrix when don’t knew 
it was the m -tuples tensor production of nn ×  matrix. 

According to paper [5], it has a strong advantage for 
construct the encryption matrix by using matrix tensor product. 

According to equation (1), it should make mnm 2)1( −  
-times multiplication to calculate the m -tuples tensor product 
of nn ×  matrix, and should need mn2 -times multiplication by 
using the combination law of matrix tensor product. So, the 
computational amount is every huger when n  and (or) m  be 
relatively big. In the following, we discuss the parallel 
computing problem of the matrix tensor production by using 
the property of block tensor production operation. 

Algorithm 3-1  Assume nnijaA ×= )(1  and 2A  be nn ×  
matrix. There are nn ×  processors with Mesh-Connected and 
receptivity denoted as ijP . According to lemma 1, we can 
compute 21 AA ⊗  by following method. 

Put the element of 1A  separately into the processors ( ija  

on ijP ). Put 2A  into every processor. Then 2Aaij  is computed 

in processor ijP for parallel all 1,,1,0, −= nji . Finely, we 
obtained the computing result of 21 AA ⊗  by recovering the 
results of all processors. 

In the following, we analyzed the algorithm complexity. 
In order to facilitate the description, here omits the recovery 
process. And the algorithm complexity is only measured by the 
total times of multiplication. 

The total times of multiplication is 2n  for computing 
2Aaij ⊗  in ijP . Hence, the cost 4)()()( nnpntnc =⋅= , the 

accelerated-rate 2
2

4

)(
)(

)( n
n
n

nt
nt

nS
p

s
p === , the efficiency 

)1(
)(
)(

)( O
np
nS

nE p
p == . These indicators show that the parallel 

algorithm is optimal. 
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Algorithm 3-2  Suppose that nnijAA ×= )(  be a block 

matrix (where ijA  is a mm ×  matrix) and B  be a nn ×  
matrix. There are nn ×  processors with Mesh-Connected and 
receptivity denoted as ijP . According to theorem 2, we can 
compute BA ⊗  by the following method.  

Put ijA  into the processor ijP . Put B  into every 

processor. Then BAij ⊗  is computed in processor ijP  for 
parallel all 1,,1,0, −= nji . Finely, we obtain the computing 
result of BA ⊗  by recovering the results of all processors. 

The total times of multiplication is 22nm  for computing 
BPij ⊗  in ijP . Hence, the cost of the parallel computing is 

42nm , the accelerated-rate 22)( nmnS p = , the efficiency 

)()( 2mOnE p = . 
Algorithm 3-3  Suppose that nnijAA ×= )( ( 1,,1,0, −= nji ) 

and nnpqBB ×= )( ( 1,,1,0, −= nqp ) be block matrices. There 
are nn ×  processors with Mesh-Connected and receptivity 
denoted as ijP . According to theorem 3, in ordering to 

compute BA ⊗ , we introduce )( ijpqij ABC ⊗=  where ijC  is 

divided into nn ×  sub-blocks ijpq AB ⊗ ( 1,,1,0, −= nqp ).  

Put ijA , ijB  and ijC  into the local memory of processor ijP , 

where ijC  is a zero matrix previously. Now we compute the 
tensor production of two sub matrices, where the sub matrices 
are storage in the local memory of processor ijP . First, we set 

ip =  and jq = . 
Step 1: computing ijpq AB ⊗  in processor ijP , and 

storing the result into the ),( qp -th sub-block of ijC . 
Step 2: Set nqq mod)1( +← , this making the sub- 

blocks of B  cyclic shift toward left. 
Step 3: If jq ≠  then goto step 1, else goto step 4. 
Step 4: Set npp mod)1( +← . 
Step 5: If ip ≠ then making the sub-blocks of B  cyclic 

shift toward upward and goto step 1, otherwise goto step 6.  
Step 6: Now we take the permuted replacement to ijC  as 

in theorem 3. Finally we obtained the computing result of 
BA ⊗  by recovering the results of all processors. 
To conveniently estimate the computational complexity 

of algorithm 3-3, we assume that ijA  and pqB  are both 
mm ×  matrix and omit the communication time between 

processors and the times of reorganizing ijC . There need 42mn  
multiplication for computing ijpq AB ⊗  in processor ijP . Hence, 

the cost 44)()()( mnnpntnc =⋅= , and the accelerated-rate 

2
42

4)()( n
mn

nmnS p == . 

For mi ,,2,1= , let nn
i

pqi AA ×= )( )( be block matrices. 

According to theorem 3, i

m

i
A

1=
⊗  is permuted similar to 

⎟
⎠

⎞
⎜
⎝

⎛ ⊗
=

)(
)()(1

i
ii

m

i
A βα , nm,, Γ∈βα .  Thus, we can compute the tensor 

product i
m

i
A

1=
⊗  by repeating call algorithm 3-3 and using the 

combination-law of matrix tensor product. 
 
 

4. EXAPLE FOR ALGORITHM 
 
Now, we cite an example for algorithm 3-3. To save space, we 
take a lower scale matrix, but it enough to exposited the 
algorithm thought and computing procedure.  

Let 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

1110

0100

231918
537255
306141

AA
AA

A , ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜

⎝

⎛

=
1110

0100

19877327
8639529
1774721

31113143

BB
BB

B , 

where ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

7255
6141

00A  and 11100100 ,,, BBBB  are 22×  matrices. In 

below,we examine the computational process in processor 00P . 
First, 0000 AB ⊗  is computed on 00P  and the result is 

storage in the )0,0( -th block of 00C . Then take the sub-blocks 
of B  cyclic shift toward left. Thus 01B  is moved to 00P . 

0001 AB ⊗  is computed on 00P  and the result is storage in the 
)1,0( -th block of 00C . Take the sub-blocks of B  cyclic shift 

toward left again and it makes B  resumed. Then take the 
sub-blocks of B  cyclic shift toward upward and thus 10B  is 
moved on 00P . 0010 AB ⊗  is computed on 00P  and the result is 
storage in the )0,1( -th block of 00C . Take the sub-blocks of B  
cyclic shift toward left again and 11B  is moved to 00P . 

0011 AB ⊗  is computed on 00P  and the result is storage in the 
)1,1( -th block of 00C . Finally, 00C  is formed and it is equal to 

the following matrix. 
(1763,2623,1271,1891,451,671,533,793; 
2365,3096,1705,2232,605,792,715,936; 
861,1281,287, 427,1927,2867,697,1037; 
1155,1512,385,504,2585,3384,935,1224; 

1189,1769,205,305,1599,2379,3526,5246; 
1595,2088,275,360,2145,2808,4730,6192; 

1107,1647,2993,4453,3567,5307,3731,5551; 
1485,1944,4015,5256,4785,6264,5005,6552). 

Next, we adjust 00C . According to theorem 3, let 
( )86427531

'
4,2 ,,,,,,, εεεεεεεε=P . So, we rearrange the columns of 

00C  by order of 1,3,5,7,2,4,6,8 and then rearrange the rows by 
order of 1,3,5,7,2,4,6,8. Now, we obtained that '

4,2004,2 PCP = 
(1763,1271,451,533,2623,1891,671,793; 
861,287,1927,697,1281,427,2867,1037; 

1189,205,1599, 3526,1769,305,2379,5246; 
1107,2993,3567,3731,1647,4453,5307,5551; 

2365,1705,605,715,3096, 2232,792,936; 
1155,385,2585,935,1512,504,3384,1224; 

1595,275,2145,4730,2088,360,2808,6192; 
1485,4015,4785,5005,1944,5256,6264,6552) 

The case of other processors is similar. Finally, BA ⊗  is 
computed and it is equal to the following matrix. 
(1763,1271,0451,0533,2623,1891,0671,0793,1290,0930,0330,0390 
0861,0287,1927,0697,1281,0427,2867,1037,0630,0210,1410,0510 
1189,0205,1599,3526,1769,0305,2379,5246,0870,0150,1170,2580 
1107,2993,3567,3731,1647,4453,5307,5551,0810,2190,2610,2730 
2365,1705,0605,0715,3096,2232,0792,0936,2279,1643,0583,0689 
1155,0385,2585,0935,1512,0504,3384,1224,1113,0371,2491,0901 
1595,0275,2145,4730,2088,0360,2808,6192,1537,0265,2067,4558 
1485,4015,4785,5005,1944,5256,6264,6552,1431,3869,4611,4823 
0774,0558,0198,0234,0817,0589,0209,0247,0989,0713,0253,0299 
0378,0126,0846,0306,0399,0133,0893,0323,0483,0161,1081,0391 
0522,0090,0702,1548,0551,0095,0741,1634,0667,0115,0897,1978 
0486,1314,1566,1638,0513,1387,1653,1729,0621,1679,2001,2093) 
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5. CONCLUSIONS 
 
By researching the relational mathematical property of block 
matrix tensor product, this paper discussed the block parallel 
computation problem of the matrix tensor product, and given 
the concrete computation models. The practice proved that this 
parallel algorithm can achieve a good effect in computing 
large-scale matrices tensor product. 
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ABSTRACT 
 

This paper presents an algorithm, which is used to find a 
shortest path between two given nodes in a grid with sparse 
polygon obstacles. Some obstacles could be bridged. The 
algorithm executes the search using a “don’t change direction” 
heuristic along the line towards the target node. The path has 
eight searching directions, which decided by the opposition of 
source and target nodes. According to the result of many 
contrastive on-the-fly experiments, the algorithm reduces the 
size of searching region. The path length is also shorter than 
that was found using traditional algorithm. It is an efficient 
algorithm. 
 
Keywords: Shortest Path, Sparse Obstacle, Minimum Detour, 
Grid Graph 
 
 
1. INTRODUCTION  
 
The path programming technique is an important branch of the 
robot research. The path programming technique of robots is 
to find an optimum path between two nodes in the work plane 
according one or more rules (eg: minimum work cost, shortest 
path length or lest time etc.) which can avoid obstacles. 
Originally, Robot was born to replace person on doing some 
works, so it in fact is imitating the person's action. Person can 
decide quickly to avoiding or bridging the obstacle in real life, 
so robot should not avoid the obstacle simply. This paper 
gives an obstacle-avoiding path find algorithm which can 
bridge some obstacles in grids. It has eight directions to 
expand the path. 
 
 
2. SEARCHING TECHNIQUE 
 
This algorithm looks for a shortest path between two given 
nodes in R × R grid that has sparse obstacles (obstacle for 
occupying≤10%). Each node has eight expanding directions: 
up(dir=2);down(dir=-2); left(dir=-3); right(dir=3); 
right-up(dir=4); right-down(dir=5); left-up(dir=-5); 
left-down(dir=-4). 
The position of source and target nodes is S( Xs, Ys), T( Xt, 
Yt).The length of shortest path between the two points 
is 2 min(| Yt-Ys|,| Xt-Xs|)+|| Yt-Ys|-| Xt-Xs|| while having no 
obstacle. It will increase when hitting obstacle. The differ is 
decided by the detour length when the path avoiding obstacles. 
So the path should decide its expanding direction on which 
has less detour length. 
 
The algorithm executes the search using a “don’t change 
direction” heuristic along the line towards the target node. The 
algorithm include primarily below several parts: 
 
 
 
2.1 Original Searching Direction 

The searching direction dir is decided according to the 
position of source node and target node: 
If Xt>Xs and Yt=Ys: Dir=3; If Xt>Xs and Yt>Ys: Dir=4; 
If Xs>Xt and Yt=Ys: Dir=－3; If Xt>Xs and Yt<Ys: Dir=－4; 
If Yt>Ys and Xs=Xt: Dir=2; If Yt>Ys and Xt<Xs: Dir=－5; 
If Yt<Ys and Xs=Xt: Dir=－2; If Yt<Ys and Xt>Xs: Dir=5. 
 
As part of the printing process your document will be 
photographed. To ensure that this can be done with one 
camera setting for all papers and to ensure uniformity of 
appearance for the Proceedings, your paper should conform to 
the following specifications. If your paper deviates 
significantly from these specifications, the printer may not be 
able to include your paper in the Proceedings. 
 
2.2 Operation of Hitting Obstacle  
When the searching hit an obstacle, if the obstacle can be 
bridged, it will bridge the obstacle and go on with its original 
direction. 
 
If the obstacle can't be bridged, search the coordinate of the 
obstacle’s extreme firstly. Then, look for the direction of 
around the obstacle: the path which has shorter detour should 
be selected (if one of the obstacle’s edge is adjacent to the 
border of grid, the path will go around the obstacle in the 
opposite direction) . 
 
Some circumstance may appear while going round the 
obstacle: 
(1) Expand to the extreme of the obstacle B1: 

In figure 1－( a) ,when the path expanded to the top 
extreme Yh (Xb  is the horizontal coordinate of nearer 
extreme, Xf is the horizontal coordinate of farther; Yh  is 
the vertical coordinate of top extreme, Yl is the vertical 
coordinate of bottom extreme), its direction will be change 
to right and expand currently to Xf.Choose the expanding 
direction from eight original direction according to the 
oppsition of current node and target node and go on 
expanding until hit an other obstacle. 

 
 
 
 
 
 
 
 
 

Fig.1. Operation of expanding to the extreme of obstacle 
 
When the path has expanded to the extreme of obstacle B1. 
The extreme is the nearest extreme Xb, but not the selected one, 
such as figure 1－( b).Change the current direction to up and 
expand to Ym（Ym is vertical coordinate of the selected extreme; 
Xm is horizontal coordinate of the selected extreme）.Then, 
change the direction to right and expand to Xf. Choose the 

S 

Ym(Yh) 
 
 
 
 
 
Yl 
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S 
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Yl 

Xb       Xf 
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expanding direction according to the opsition of current node 
and target node and go on expanding until hit an obstacle. 
(2) Hit the obstacle B2 in expanding. 

B2 should be gone round first, such as figure 2.If the 
obstacle   is to the right of path, the path will go back to 
Ym’(the bottom extreme of B2) and change the expanding 
direction same to the horizontal sub_direction of current 
direction. In the figure 2 the direction is right until 
expanding to Xf’. Go on expanding with the original 
direction (right-up).  
 

If hit a new obstacle B3, and it is to the top of path, the 
expanding direction will be changed same to the horizontal 
sub_direction of current direction. In the figure 2 the direction 
is right until expanding to Xf". Go on expanding with the 
original direction (right-up) until hit Xf. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. Operation if hit another obstacle while going round the 
obstacle 
 
(3) Hits the obstacle B2 while going round the last extreme 

of B1 
As figure 3, B2 is adjacent to B1，the path should go back to 
its last corner and go round B2 along the direction that has 
been selected when the path hit B1. 

 
 
 
 
 
 
 
 
Fig.3. Operation of going round convex and polygon obstacle 
 
a) Tracing out the path 

This algorithm recorded each corner of the path in 
sequence and used a stack to store the tracing direction of 
these corners. After the searching，the path will be traced 
out according to the tracing direction of corners. 

 
 
3. ALGORITHM IMPLEMENTATION 
 
Suppose s is source node, t is target node, n is current node; X, 
Y, dir, state are basic information of a node: coordinate, 
expanding direction and tracing direction. The basic 
information of n is Xn, Yn, dirn, staten; The basic information 
of s is Xs, Ys, dirs, states; The basic information of t is Xt, Yt, 
dirt, statet. A stack store the tracing direction of each corner in 
sequence, so the basic information of top cell head is Xhead, 
Yhead, dirhead, statehead. 
 
Using count for the number of nodes that have been searched: 
initial value of count is 0. Each expanding step will let count 

add 1. Count will be accessed before each expanding step. If 
count >N*N, the algorithm will be stop and show the fail 
information. 
Xm and Ym are coordinates of the extreme of obstacle. The 
extreme is selected when path going round the obstacle. Wm is 
the width of obstacle that can be bridged. Length is the length 
of path. 
Step1: s n.                   //initalize  
Step2: //process of searching path  

WHILE (Xn≠Xt||Yn≠Yt) 
{ 
WHILE (Xn≠Xt) //expanding along horizontal direction 

{ 
IF (Xn<Xt)  i=1;   
ELSE  i=－1;  
dirn=3i; 
PUSH (n); 
WHILE (Xn≠Xt && not hit obstacle) 

{expand along dirn, store staten }; 
IF (Xn=Xt) 
 BREAK； 
IF (hit obstacle) //operation of horizontal expanding  

//when hit obstacle 
{ 
search obstacle’s extremes: Yh,Yl,Xb,Xf.; 

IF((Xf－Xb)<Wm & the obstacle can be bridged) 
{ 

WHILE (Xn≠Xf) 
{ expand along dirn,store staten } 

BREAK; 
} 

ELSE IF (Yl<Yt<Yh)//target node is inside of the 
//band region of obstacle 

{ 
 IF(|Yl－Yn|+|Yl－Yt|≤|Yh－Yt|+|Yh－Yn|) 

{ 
Ym=Yl; 

 j=－1; 
} 

ELSE 
{ 
Ym=Yh; 
j=1; 
} 

} 
ELSE IF(Yl>Yt)   //go round with top direction 

Ym=Yl; 
j=－1; 

ELSE     // go round with bottom direction 
Ym=Yh; 
j=1; 

IF(Yl<1) 
Ym=Yh; 
j=1; 

IF(Yh>N) 
Ym=Yl; 
j=－1; 

IF (Yl<1&&Yh>N) 
{stop and show the fail information.} 

n=POP(n); 
decide the value of dirn according to i and j ; 
PUSH (n); 
WHILE(Yn≠Ym－j && not hit obstacle) 

{ expand along dirn, store staten } 
IF(Yn=Ym－j) 
  operate as figure1—(a) 

 
Ym(Yh) 

Xb′     Xf′ 
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S 
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Yl 
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Yl 
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IF(hit obstacle) 
{ 

IF(Xn=Xb)  //hit obstacle while expanding 
//along horizontal direction 

operate as figure 1—(b); 
ELSE IF(m[Xn－i][Yn]=0) 

operate as figure 2; 
ELSE  
 operate as figure 2; 

} 
} 

}  
WHILE (Yn≠Yt)   //expanding along vertical direction 

{ 
IF(Yn<Yt)  

j=1;  
ELSE  
 j=－1; 

dirn=2j; 
PUSH (n); 
WHILE (Yn≠Yt && not hit obstacle) 

{ expand along dirn, store staten } 
IF (Yn=Yt)  // operation of vertical expanding 

 //when hit obstacle 
BREAK; 

IF (hit obstacle) 
{same as operation of horizontal expanding when 
 hit obstacle；} 

} 
}             

Step3: the path has been found, show success information. 
Step4: (tracing out path) 

dirn＝staten; 
WHILE (Xn≠Xs||Yn≠Ys) 

{ 
show the coordinate of current node; 

IF(Xn=Xhead && Yn=Yhead) 
dirn= statehead; 
Trace back along dirn; //if |dirn |>3  length+= 2 ; 

//else     length+= 1; 
} 

Step5: show the length of path, stop. 
 
 
4. PERFORMANCE OF ALGORITHM   
 
Suppose a N×N grid, K is number of obstacles of grid, L is 
number of obstacles that can be bridged. 
 
Whole searching process is a big circulation. It contains two 
sub_circulation. If hit a obstacle that must be gone round, the 
big circulation and one of sub_circulation will be execute once. 
Searching four extreme of obstacle needs 2N steps, for the 
obstacle’s length and width are all shorter of n. The most 
number of obstacles the searching will hit and do round is K－
L. Therefore, time complex of the process is 2( K － L) N. If 
the searching is fail, the initial direction should be changed 
and start the searching again. It is same as hitting the first 
obstacle twice, so time complex of the process is          
2(K－L+1)N. 
 
Tracing process is also a circulation. Its executing times is 
decided by length of path. Length of path length <KN, so the 
maximal executing times is Kn. Each expanding step needs a 
executing time. The time of tracing process is KN. Whole time 
of the process is( 3K－2( L－1)) N. So the time complex of 

algorithm is O(3KN). 
 
 
5. CONCLUSIONS 
 
In robot design technique, when robot looking for an 
avoiding_obstacle path, its expanding direction and moving 
step are all more flexible than routing of PCB. The running 
maze algorithm may be improved and use in mobile robot 
technique. This algorithm fits the constriction of mobile 
robot’s expanding direction. Meantime, length of path can be 
reduced for it’s eight expanding direction. This algorithm 
speeds up and reduces the searching region. It is an efficient 
approximately algorithm. 
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ABSTRACT  
 

Essential principle and calculation methods are discussed for 
the simulation of transmitting force way of the raft foundation 
using topology optimization. Using general-purpose finite 
element program ANSYS, a three-dimensional finite element 
model of interaction between raft foundation and soil is 
established, and a topology optimal model is derived by 
variable density method. Moreover, the sequential linear 
programming is chosen to solve the optimal problem. The 
simulation for the raft foundation of the tall building is 
conducted. The results show the macroscopic distribution of 
stress of raft clearly. The research indicates that the topology 
optimum design by way of FEA is a highly efficient optimum 
method, which may provides valuable conceptual design idea 
for raft foundation design of tall building. 
 
Keywords: Transmitting Force Way, Topology Optimal, 
Variable Density Method, Sequential Linear Programming 
 
 
1. INTRODCTION 
 
Thick raft foundation is a type of most frequently used 
foundation in China because it is advantageous both in load 
bearing and in service ability. Firstly, the thick raft foundation 
can enhance the bearing capacity and rigidity of foundation 
and balance the non-uniform settlement of ground. Secondly, 
it can provide a big underground space that can be used as 
either underground garage or basement. In addition, compared 
with the box foundation, the thick raft foundation has the 
advantages of low cost and the fast speed of executes of 
works. However, thick raft is a kind of very expensive 
foundation, applying it into manufacturing means not only 
concrete consuming, but also needs large amounts of steel for 
reinforcement. An accurate analysis is helpful for a better 
understanding of force distribution in a thick raft, thus a 
reasonable design. The analysis of thick raft is usually more 
complicated because the no more applicable[1]. This paper 
investigates the local distribution nature of the bending 
moment near the bottom of effect of shear deformation in 
thick raft is very significant, and the Kirchhoff theory used for 
ordinary thin plate is shear wall and columns. A Mindlin 
model for moderate thickness plate is used to improve the 
accuracy of calculation. For this purpose, general-purpose 
finite element software, ANSYS is employed, and a 3-D finite 
element model of interaction between the raft foundation and 
soil is established. A topology optimal model is derived using 
variable density method, and the sequential linear 
programming is chosen to solve the optimal problem. The 
numerical examples show that the optimal method presented 
in this paper is feasible and effective. The result of topology 
optimization reflects the law of load transferring from raft to 
foundation and clearly reveals the part of the raft where the 
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reinforcement needs to be enhanced. 
 
 
2. TOPOLOGICAL OPTIMIZATION MODEL 

AND SOLUTION 
 
2.1 Topological Optimization Model 
Variable Density Method (VDM) is commonly used for 
topological optimization of continuum structure[3].  The 
main idea of VDM is to introduce an imaginary material with 
variable density. A base structure is first defined the degree of 
existence of each finite element is described using pseudo 
density which is associated with the stress level. When the 
density of the element is equal to zero, there is no material in 
this element. So the element should be deleted. While the 
density of the unit is equal to one, there is material in this 
element. So the unit should be kept. The density of material is 
regard as the variable for topological optimization. Therefore, 
the topological optimization design is thus changed into the 
material optimum distribution problem.  
 
In the Variable Density Method, the density of each finite 
element is chosen as the topological optimization variable, 
and the stiffness of material is taken as the objective function. 
The topological optimization model is shown as following: 
find the density variables { } { }

en
T ρρρρ 21 ,=  such that 
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where iB  is the matrix of relationship between the stress 
and the displacement; 9~3=n ; iρ should be satisfied with 

1≤≤ iρε and ε<0 <<1; 0E is the modulus of elasticity. 
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2.2 Solution 
The sensitivity of the objective function and the constraints is 
shown that  
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According to Eqs. (4), the equation can be derived as  
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The equivalent form of the sensitivity of the objective 
function and the constraints can be derived from Eqs. (7), (9). 
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(the deformational energy of the unit)      Eq. (10) 
 

Because the number of variable for topological optimization 
of the base structure is large, the computation  becomes 
complicated. Proper optimization method having good 
convergence speed and reliable optimization result must be 
chosen. Sequence of Linear Programming is very capable of 
dealing with large number of the design variable. This method 
is a kind of optimization method used extensively in structure 
optimization design at present. In this method, the objective 
function and the constraints are linearized by taking the first 
terms of the Taylor series expansion about the current 
iteration point. The original NLP problem is locally 
approximated by linear terms.  This LP problem can be 
solved repeatedly, redefining the new iteration point each time 
as the optimal solution of the previous problem. In order to 
improve computational efficiency, the simplex is selected to 
solve the LP problem. 
 
 
3. EXAMPLE 
 
3.1 Project Introduction 
A structure that consists of 2 basement floors and two towers 
with 29 stories each is chosen as the numeral example. Its 
foundation is the raft and the superstructure is framed-tubes. 
The dimensions of raft are 32m×12m×1.8m. The sizes of 
two tubes are 8m ×8m and 8m ×7m respectively. The loads 
produced by tubes are 90743KN and 141941KN respectively 
and the linear load produced by is outer wall 1200KN/m.    
 

Fig.1. Plan of the raft 
 
A part of raft including two tubes (the plan was shown in Fig. 
1) was taken out in this paper. In order to simulate the action 
of the adjacent raft, the support conditions of the long sides of 

the raft ribbon are slide support. The topological optimization 
was carried on. 
 
3.2 The Analysis of Raft  
The analysis of thick raft is usually more complicated because 
the effect of shear deformation in thick raft is very significant, 
and the Kirchhoff theory used for ordinary thin plate is no 
more applicable. Eight-nodes isoparametric finite elements 
were used to simulate the reinforced concrete in raft. Mindlin 
model for moderate thickness plate in which transverse shear 
is considered in order to improve the accuracy of calculation 
is used. The steel reinforcements were spread in whole space 
of concrete. This method has advantages of the simple model 
and the high precision of calculation.  

 
3.3 Soil Model  
Selecting a reasonable model for soil is important for analysis 
of interaction. It not only affects the distribution of the 
foundation reaction, but also affects the internal force and 
deformation of foundation and superstructure. Soil can be 
stratified and regarded as even, continuous, isotropism in 
every layer. The stratified soil is simulated as 20 nodes 
isoparametric finite elements that can realize the 
comparatively true soil body state with smaller calculation 
amount.  
 
When the finite element model of interaction between raft 
foundation and soil was established, some principles were 
considered in this paper as followings:  
 

Fig.2. Meshing of uneven and layered soil 
 

(1) In order to improve the computation accuracy with less 
computational effort, the meshes of the area under the 
raft are smaller than that of other area because the stress 
of this area is concerned most. (Shown in Fig.1) 

(2) Make sure that different material attribute is assigned to 
each layer of the soil. (Shown in Fig.1) 

(3) Try to guarantee all finite elements are regular. 
(4) The dimensions (a, b, H) of the soil are chosen according 

to the scope of loading effect. The boundary conditions 
are shown as Fig.2. The displacement of the surface of 
soil can be described as 00 ==xu 、 0== axu 、

00 ==xxzτ 、 0=
= axxzτ 、 0

0
=

=x
v 、 0== axv 、

00 ==xyzτ 、 0=
=axyzτ .  However, the displacement 

of bottom of soil is regarded as zero. 
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Fig.3. Model of soil 

 
3.4 Finite Element Equation 
Finite element equation of interaction between foundation and 
soil is shown as following: 

}{}]{[ QUKK SR =+                 Eq. (11)    
                       

where ][ RK  is the stiffness matrix of the raft; ][ SK  is the 
stiffness matrix of soil; }{U is the displacement vector; 

}{Q is the load vector. This Finite element equation is solved 
by Newton-Raphson iterations. Compared with other methods, 
the work done for this approach is less and satisfactory results 
were gained. 
 
3.5 Results of the Topological Optimization 
Fig.4 indicates the result of the topological optimization. The 
dark color represents the bigger value of the pseudo density, 
corresponding to big stress in the figure. Some principles can 
be revealed from the result of the topological optimization: 
 

Fig.4. Optimal result 
 
(1) Because the loading provided by tubes are great, the 

stress of the raft under the two tubes is bigger than other 
positions. Compared with the right tube, the left tube has 
the smaller size and the heavier loads, and there are no 
internal shear walls. For this reason, the stress of the raft 
of the left tube is distributed evenly in the edge and the 
interior of the tube. However, the phenomenon of uneven 
stress within the right tube appeared. Because of a short 
distance between two tubes, the stress of the raft between 
two tubes is also great relatively. This fact can be 

reflected in the testing results of the stress of the 
reinforcements. So, the reinforcements of this part of raft 
need to be enhanced. In addition, the reasonable 
locations of tubes are important for the structural design. 

(2) In spite of the large stress of the exterior wall, the stress 
of the part between tube and the exterior wall is small. 
Compared to the loads provided by tube, the loads 
provided by the exterior wall is heavier. According to the 
shortest route principles for loading transmission, the 
stress of the raft between the tube and the outer wall is 
smaller than that of the raft between two tubes.  

(3) From the results of the topological optimization, it can be 
founded that the stress of the edge of the raft is the 
smallest. So, it is important that a suitable distance 
between the edge and the outer wall should be kept.   

 
 
4. CONCLUSIONS 
 
Using general-purpose finite element program ANSYS, a 
three-dimensional finite element model of interaction between 
raft foundation and soil is established, and a topology optimal 
model is derived by variable density method. Moreover, the 
sequential linear programming is chosen to solve the optimal 
problem. Some Conclusions can be drawn as following: 
(1) Compared with conventional method, the topological 

optimization method based on the finite analysis 
improves the computational accuracy and the high 
quality of design. 

(2) The result of topology optimization reflects the law of 
load transferring from raft to foundation.  

(3) The result of topology optimization can clearly reveals 
the part of the raft where the reinforcement needs to be 
enhanced. 
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ABSTRACT  
 

We report on an ongoing effort to build a Dynamic Data 
Driven Application System (DDDAS) for short time frame 
prediction of weather and wildfire behavior from real time 
weather data, images, and sensor streams. The system changes 
its predictions as new data is received. We use a single long 
term running simulation that corrects itself using out of order, 
imperfect sensor data. The DDDAS version replaces a code 
that was previously run using data only with static initial 
conditions. DDDAS entails the ability to dynamically 
incorporate additional data into an executing application, and 
in reverse, the ability of an application to dynamically steer 
the measurement process. Visualization in the field is an 
important aspect. 
 
Keywords: Fire Tracking, Dynamic Data-driven Application 
Systems, Sensor Networks, Adaptive Computing, Parallel 
Computing. 
 
 
1. INTRODUCTION 
 
We describe the current state of a dynamic data driven 
application system (DDDAS) for simulating wildland fires. 
 
DDDAS is a paradigm whereby an application (or simulation) 
and its underlying measurements become a symbiotic 
feedback control system. DDDAS entails the ability to 
dynamically incorporate additional data into an executing 
application, and in reverse, the ability of an application to 
dynamically steer the measurement process. Such capabilities 
promise more accurate analysis and prediction, more precise 
controls, and more reliable outcomes. The ability of an 
application to control and guide the measurement process and 
determine when, where, and how it is best to gather additional 
data has itself the potential of enabling more effective 
measurement methodologies. Furthermore, the incorporation 
of dynamic inputs into an executing application invokes new 
system modalities and helps create application software 
systems that can more accurately describe real world, complex 
systems. This enables the development of applications that 
intelligently adapt to evolving conditions and that infer new 
knowledge in ways that are not predetermined by the 
initialization parameters and initial static data. 
 
The motivation for our research is the following: 
o Improving society with a more accurate prediction 

compounded with the inherent challenge in modeling 
nonlinear, rapidly changing phenomena. 

o The difficulty in obtaining remote or in situ data. 
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o The challenges of communicating the on site, out of 
sequence data of unknown quality to remote 
supercomputers and using it to steer simulations and 
data acquisition. 

The research extends well beyond the data assimilation work 
in progress in atmospheric or ocean sciences due to the 
specific application challenges: the model is strongly 
nonlinear and irreversible, the data arrives out of sequence 
from disparate data sources, and error distributions simply are 
not close to Gaussian. Our DDDAS is built upon previously 
existing models and codes with significant additional code and 
new algorithms. 
 
Components have been developed and added to the coupled 
atmosphere-wildfire model which contains the following: 
o Save, modify, and restore the state of the model. 
o Apply ensemble data assimilation algorithms to modify 

ensemble member states by comparing the data with 
synthetic data of the same kind created from the 
simulation state. 

o Retrieve, process, and ingest data from both novel 
ground based sensors and airborne platforms in the near 
vicinity of a fire. 

o Provide computational results visualized in several ways 
adaptable to user needs. 

 
DDDAS requires sensors capable of dynamically supplying 
data to a simulation. An ideal sensor is sensitive, selective, and 
able to communicate high level spatial, temperature, and 
chemical information to the simulation rapidly using 
negligible bandwidth. 
 
Integrated Sensing and Processing (ISP) aims to replace 
current sensor designs with such DDDAS optimized sensor 
system architectures, comprising interdependent networks of 
functional elements, each of which may span the roles and 
functions of multiple separate subsystems in present 
generation sensor systems. ISP simplifies sensing in DDDAS 
through spanning those multiple roles and functions. ISP 
research is developing mathematical tools that facilitate the 
design and global optimization of systems that interactively 
unite usually independent functions of sensing, signal 
processing, communication, and exploitation. ISP achieves 
diminution of crucial degrees of freedom in sensing system 
design and operation without regard to traditional subsystem 
limits and interconnect structures. This reduction is realized by 
applying modern systematic methods from physics based 
computational modeling and fast data adaptive representations 
to discover and take advantage of structure present in the data 
across every stage of the sensor system. In many instances, 
ISP enables an instantaneous dimensionality reduction to a 
tractable optimization problem that is far more deferential to 
the end to end structure of the problem than the traditional 
sensing approach. 
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Data that come into the data center must go through a process 
consisting of up to six steps. 
1. Retrieval: Get the data from sensors. This may mean 

receiving data directly from a sensor or indirectly 
through another computer or storage device (e.g., a disk 
drive). 

2. Extraction: The data from some sensors may be quite 
messy in raw form, thus the relevant data may have to be 
extracted from the transmitted information. 

3. Conversion: The units of the data may not be appropriate 
for our application. 

4. Quality control: Bad data should be removed or repaired 
if possible. Missing data (e.g., in a composite satellite 
image) must be repaired. 

5. Store: The data must be archived to the right medium (or 
media). This might mean a disk, tape, or computer 
memory, or no storage device at all (or only briefly) if 
data is not being archived permanently or only 
temporarily. 

6. Notification: If a simulation is using the data as it comes 
into the data center, the application needs to be informed 
of the existence of new data. 

 
ISP simplifies DDDAS by performing data extraction and data 
conversion at the detector in the sensor, eliminating steps 2 
and 3 in the previous paragraph. ISP also presents the data as 
high level information tokens that require very little 
communication bandwidth. Bad data may be edited or 
removed as data are tokenized, potentially eliminating step 4 
in the data center as well. 
 
 
2. WILDLAND FIRE MODEL 
 
The original modeling system is composed of two parts: a 
numerical weather prediction model and a fire behavior model 
that models the growth of a wildfire in response to weather, 
fuel conditions, and terrain [8, 9]. These models are two way 
coupled so that heat and water vapor fluxes from the fire are 
released into the atmosphere, affecting the winds in particular, 
while the fire affected winds feed back upon the fire 
propagation. This wildfire simulation model can thus represent 
the complex interactions between a fire and the atmosphere. 
 
The meteorological model is a three dimensional 
non-hydrostatic numerical model based on the Navier-Stokes 
equations of motion, a thermodynamic equation, and 
conservation of mass equations using the anelastic 
approximation. Vertically stretched terrain following 
coordinates allows the user to simulate in detail the airflow 
over complex terrain. Gridded national weather forecasts are 
used to initialize the domain and update lateral boundary 
conditions. Two way interactive nested grids capture the outer 
forcing domain scale of the synoptic scale environment while 
allowing the user to telescope down to tens of meters near the 
fireline through horizontal and vertical grid refinement. 
Weather processes such as the production of cloud droplets, 
rain, and ice are parameterized using standard treatments. 
 
In the original model, local fire spread rates depend on the 
modeled wind components, fuel properties, and terrain slope 
through an application of the semi-empirical Rothermel fire 
spread formula [10]. We are replacing the Rothermel model 
with a simple physics and PDE based model [11]. This PDE 
model uses the reaction-convection-diffusion equation for the 
temperature and fuel supply. This simple model is capable of 
producing a reasonable fire behavior with an advancing fire 

front. A more advanced version of this model is under 
development, which will include several species of fuel, 
radiative heat transfer between fuel species, and evaporation 
of moisture. It is anticipated that this model will replace the 
empirical fire model and it will be coupled to the atmospheric 
model. Some related physics based fire models in the literature 
are in [12, 13]. 
 
Prediction with the coupled atmosphere fire model is achieved 
using an Ensemble Kalman Filter (EnKF). Ensemble filters 
work by advancing in time a collection of simulations started 
from randomly perturbed initial conditions. When the data is 
injected, the ensemble (called forecast) is updated to get a new 
ensemble (called analysis) to achieve a least squares fit using 
two conditions: the change in the ensemble members should 
be minimized, and the data should fit the ensemble members 
state. The weights in the least squares are obtained from the 
covariances of the ensemble and of the data error. For 
comprehensive surveys of EnKF techniques, see [14, 15, 16]. 
In general, EnKF works by forming the analysis ensemble as 
linear combinations of the forecast ensemble. 
 
We are using filters based on the EnKF with data perturbation 
[17]. But, even with a highly simplified wildfire model, the 
data assimilation produces an ensemble with nonphysical 
solutions causing the simulations to break down numerically. 
Breakdown occurs much sooner with the full model.  
Therefore, we use a regularization by adding a term involving 
the change in the spatial gradient of ensemble members to the 
least squares [18]. Existing ensemble filter formulas assume 
that the observation function is linear and then compute with 
the observation matrix. We derived a mathematically 
equivalent ensemble filter that just needs to evaluate the 
observation function for each ensemble member, which 
simplifies the code. 
 
We use system states that combine states at several times [11] 
for assimilating of out of order data that we use. Our parallel 
computing framework was designed knowing we would have 
to deal with out of order data injection. 
 
Data comes from fixed ground sensors that measure 
temperature, radiation, and local weather conditions [19]. 
These systems will survive burn-over by low intensity fires 
and are intended to supplement other sources of weather data 
derived from permanent and portable automated weather 
stations. The temperature and radiation measurements provide 
the direct indication of the fire front passage and the radiation 
measurement can also be used to determine the intensity of the 
fire. 
 
Data also come from images taken by sensors on either 
satellites or airplanes. The primary source of image data is the 
Wildfire Airborne Sensor Project (WASP) [20]. This three 
wavelength digital infrared camera system is carried on an 
airplane that is flown over the fire area. Camera calibration, an 
inertial measurement unit, GPS, and digital elevation data are 
used in a processing system to convert raw images to a map 
product with a latitude and longitude associated with each 
pixel. The three wavelength infrared images can then be 
processed using a variety of algorithm approaches [20, 21] to 
extract which pixels contain a signal from fire and to 
determine the energy radiated by the fire [22, 23]. 
 
The data are related to the model by the observation equation. 
The observation function maps the system state to synthetic 
data, which are the values the data would be in the absence of 
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modeling and measurement errors. Knowledge of the 
observation function, the data, and an estimate of the data 
error covariance is enough to find the correct linear 
combinations of ensemble members in the ensemble filter. For 
an observation function that is simply the value of a variable 
in the system state, the natural choice of approximate inverse 
can be just the corresponding term of the data residual, 
embedded in a zero vector. 
 
Building the observation function and its approximate inverse 
requires conversion of physical units between the model and 
data and conversion and interpolation of physical coordinates. 
In addition, synthetic data at instants of time between the 
simulation time of ensemble members need to be interpolated 
to the data time. The data injection itself is done by updating 
the ensemble to minimize a weighted sum of the data residual 
and the change in the ensemble. 
 
The data items enter in a pool maintained by the data 
acquisition module. The assimilation code can query the data 
acquisition module to determine if there are any new data 
items available, request their quantitative and numerical 
properties, and delete them from the pool after they are no 
longer needed. 
 
Visualization of the model output as an image is accomplished 
by brightness, color encoding, and transparency for a visual 
indication of the location and intensity of the fire, and of the 
probability distribution of the prediction. 3D visualization of 
the fire is more complex and complexity increases if high 
spatial resolution of the output is desired. 3D visualization 
uses model output from the fire propagation code for the flame 
region and from the atmospheric code for visualization of 
smoke. Ensemble statistics are used for visualization of 
probability. 
 
The geographic output of the fire model in 2D or 3D is 
visualized in a number of ways. A PDF file of the output as a 
map is generated for potential output as hardcopy view of the 
fire at a set point in time. For computer based mapping, 
manipulation, and visualization of the model output, file 
formats compatible with the geographic information system 
(GIS) products are generated. 
 
The time varying output for both 2D and 3D is also used to 
generate a movie playable in any of the media formats, e.g., 
MPEG. The user may select movie duration up to the 
maximum extent of the model prediction. 
 
An intuitive and easy method for map visualization is to use a 
web based mapping server, e.g., GIS software, Google Maps, 
or Google Earth. These web based programs simplify access 
to map and image data. They let us display model output 
movies on top of a relevant map background. Within Google 
Earth, for example, this allows user control of the viewing 
perspective, zooming into specific sites, and selecting the time 
frame of the visualization within the parameters of the current 
available simulation. These web based programs also allow 
switching between background types, for example, USGS 
topographic maps or high resolution satellite images with a 
road layer or other pertinent layers such water sources added. 
 
 
3. CONCLUSIONS 
 
All DDDAS share numerous common features: 

o The correct sensor needs to be chosen to get the right 
data at a given time. 

o The sensors must be placed in the right locations 
o Data is not necessarily accurate nor does it arrive on 

time in the correct order. Hence, data must be filtered 
before use and error distributions in the data must be 
known and available for use. 

o The sensors should be reprogammable in some sense 
directly by the application. 

o The potential for rapid error growth without data 
steering. 

o The application's models, numerical methods, and major 
item to be tracked may need to be changed as a result of 
the incoming sensor data or a human in the loop. 

o Long term simulations are possible using dynamic data 
instead of having to run many short term ones with 
incoming, but static initial guesses. 

A challenge is to develop common frameworks that work on 
multiple types of DDDAS codes. 
 
One of short term goals is a full computational test. Data will 
move, possibly unreliably, from remote sensors to a remote 
computational machine. Our simulations will be data-driven in 
terms of the models and scales we use. The choices of models 
and scales will be made in part based on the data streaming in. 
We are now in a position to develop the final piece of our 
DDDAS strategy: having the simulation control how much 
data is needed and from where in order to improve the quality 
of the flame wave front predictions. Only then will we have a 
truly symbiotic relationship between the running computations 
and data collection. Our current test should have the right 
ingredients to predict how our DDDAS will work in a planned 
future field test with a real wildland fire. 
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ABSTRACT  
 

Each year approximately twenty percent of flights in the U.S. 
are delayed, costing large sums of money in terms of lost 
business opportunities and wasted time.  We propose to 
develop a dynamic data-driven application system (DDDAS) 
to track the results of airline flights over time and use this data 
to accurately predict the probability of delay or cancellation of 
a flight.  Initially the factors taken into account included: 
weather, terrorism threat level as reported by the FAA, and the 
flight information provided by the airlines. As more data is 
collected we expect that seasonal trends could also be detected 
and added to the model. 
 
Keywords: Dynamic Data-driven Application System, Air 
Travel, Weather, Flight Prediction. 
 
 
1. APPROACH 
 
This project started as a joint class project in dynamic 
data-driven application systems (DDDAS) [1-7] course. Our 
approach is divided into several smaller sub-projects. These 
were produced along the lines of the overall model as depicted 
in Fi.1.  The work falls into one of these categories: 
1) Sensors: collect data for the DDDAS. 
2) Transport: transfer data between the sensors and the 

other parts of the DDDAS. 
3) Data store: central repository for collected data. 
4) Predictor: predict flight delay and cancellation based on 

historical data and current conditions. 
5) Corrector: analyze the accuracy of predictions and make 

corrections to the predictor to improve accuracy over 
time. 

The DDDAS needs at least one element from each of the 
above to function but works and even benefits from having 
multiples of each. 
 
1.1 Delta Airlines Sensor 
This sensor collects data from the Delta Airlines’ website [9] 
and reformats it into a form suitable for use by our various 
tools. 
 
The Delta Airlines sensor had several interesting challenges in 
its evolution to the current state. The first challenge in the 
prototype was getting the data from the Delta website. No API 
was found, so we had to look for some viable alternative. 
After some experimenting, a URL was discovered that 
permitted placing the date and flight number directly into the 
URL, resulting in the browser fetching the desired information 
from the website without having to bother with forms or other 
input. This worked fine for browsers, but it caused problems 
initially in command line tools like fetch or wget. It was 
discovered that this was due to the various cookies the website 
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was setting. After isolating that cookie it was possible to 
configure wget to fetch pages reliably. Once the web page was 
collected it was piped through a number of regular expressions 
via grep to pick out the interesting parts and to exclude the 
unwanted data. This proved that it could be done, so we 
moved to implementation of a production model in Python.  
 
Python [9] was chosen as our default tool language due to 
strong lobbying our class discussions after researching what 
libraries where available that made our tasks easier. (Though 
later, many other languages where incorporated in the various 
pieces of the overall project.) A key library is mechanize, 
which neatly wraps up the entire URL fetching process into a 
single command and bypasses the manual cookie handling 
which had plagued the prototype sensor. The initial version of 
the sensor also used libxml2dom to assist in stripping the html 
and xml formatting from the page. Due to problems in date 
handling and Delta’s changes to its website, it was dropped 
from the final version.  
 
The initial version of Delta sensor outputted a comma 
separated value (CSV) list for each flight. This data was stored 
in a log until the data design was firmed up. Once the data 
store format became available we wrote a perl script to 
transform it into a series of insert statements for postgres sql. 
Since it was in comma separated value form, (CSV), this 
could have been converted or imported in a number of other 
ways, but we needed to rewrite the flight field and the airport 
fields to match the final format of the data store so we used 
perl to do all of these at once. 
 
Delta overhauls their website periodically, changing the 
format of the pages, and completely breaking the Delta sensor. 
A change recently, coupled with a finalization of the data 
format in the data store, prompted major changes to the Delta 
sensor design. Specifically, we reduced the Python portion of 
the Delta sensor, via heavy commenting, to fetching the URL, 
generating the timestamp, and then outputting this to standard 
out only. This output can be redirected to a file or piped to 
another program in typical UNIX command line fashion. We 
modified the Makefile for the project to have several new 
build stanzas, specifically ones to take a collection of flights 
from a file and generate either flat text output files or postgres 
insert statements which can be appended to a master insert file. 
That file could then be loaded into the database via a simple \i 
filename on the postgres command prompt. It would not be 
difficult to have these directly loading into the database but 
since remote connectivity to the database was difficult, with a 
firewall blocking access, this seemed like a reasonable 
workaround. A sensor running on the same box with the 
database should have no problems with the firewall and could 
deliver that data directly to the data store. 
 
1.2 United Sensor 
To begin data retrieval from United Air Lines [10], a Python 
script is used to gather the information from the website. We 
again use the mechanize package for web browsing to get the 
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html from the United website. Each segment of a flight is 
gathered from a separate URL request with differing 
destination and origin airport codes. 
 
Once the web page is downloaded and placed into a string we 
use regular expressions to filter out the relevant data.  As the 
pertinent information is placed deep inside layers of html each 
parameter often is parsed in several successive steps.  
 
As United does not always display the information required 
the value unknown is used as a default for missing data. 
 
The United Sensor can currently gather flight information for 
individual legs of the flight through URL requests and insert 
them into the database. It has limited error handling with some 
of the fields having the default value of unknown.  The 
sensor is meant to be called by an external program either on 
demand or by a scheduling tool such as a cron. 
 
1.3 Weather Sensor 
One of the avenues explored was Yahoo!'s weather service 
[11]. This service is very developer friendly and provides a 
plethora of data based on zip code. 
 
Yahoo! provides RSS feeds for their weather reports and 
forecasts.  On their developer network they even provide a 
tutorial on accessing this information through Python along 
with a name space that minidom can use for parsing. Using the 
URLlib library to fetch the RSS feed and a mindom to parse it, 
the weather sensor can currently query weather info by area 
code and display this information as text.  
 
An issue to address is the need to map airports to area codes 
so that weather data can be correlated with flight data.  
 
Yahoo!'s weather service provided an easy and reliable way to 
gather weather data which is provided with a name space and 
support for maintaining the code. 
 
Another approach is to obtain weather information around the 
world from NOAA (National Oceanic and Atmospheric 
Administration) and the National Weather Service [12]. The 
world weather information for all airports around the world is 
based on International Civil Aviation Organization codes. 
 
Current and recent METAR reports are obtained using the 
NWS anonymous FTP site [13]. METAR observations are 
available as individual reports or as hourly files. The 
information available is represented in a meteorological code, 
however. Extensive information is available about the 
METAR code and is furnished by the National Environmental 
Satellite, Data, and Information Service (NESDIS). 
 
Weather information is collected periodically for analys during 
simulations. A filtering program obtains all of the information 
required from the METAR reports that are downloaded. 
 
The ftp site for the weather information in NWS is maintained 
by the U.S. government. Accessing its information is robust 
and available worldwide. 
 
1.4 U.S.threat Sensor 
This sensor reads the current threat level from the Department 
of Homeland Security website [14] and writes the level and a 
timestamp to a text file.  The program makes a conversion 
between the word/color system used by the government and a 
numerical representation for internal use by the DDDAS. 

 
1.5 Data Store 
Originally we planned to just make a custom, minimal data 
store program, perhaps using flat files with an interface 
suitable for later conversion to a full database. However, after 
looking at the evolving requirements, we decided to use a SQL 
database system [15] and eliminate the need to change later. 
We chose postgres as the database and installed it on our 
central project server. Like many well behaved open source 
projects, this one installed from source without significant 
difficulty.  
 
Two databases where built, travel_dddas_dev and 
travel_dddas_prd. The dev database is a working area to 
develop and test sensors, predictors, and correctors without 
affecting the master data store which lives in prd. When a 
particular tool is completed and debugged it can then be 
connected to the _prd database. The _dev database is to be 
periodically overlaid with the contents of _prd to reseed it 
with valid data. 
 
Each data table begins with a triplet EPOCH, SENSORID, 
and DATATYPE, where EPOCH is a timestamp in seconds 
past the epoch format, SENSORID is a DDDAS-wide unique 
value typically consisting of the fully qualified hostname plus 
some arbitrary string, and DATATYPE categorizes the data 
type by the sensor program that produced it.  Taken together 
these uniquely identify a data point in time and throughout the 
table space while associating it strongly with its source. After 
the triplet, domain specific entries for the specific data type 
fill the rest of the columns in the table row. We standardize the 
same format for storing all our data, which is extremely useful 
in cross-referencing interdependent data points such as 
predictions to weights. 
 
1.5 Transport 
The transport module serves as a link between the sensors and 
the simulation unit. It is based on a Java point-to-point 
communication tool developed by Wei Li [16]. The original 
communication tool is not suited for easy deployment on 
multiple computers. Therefore the software had to be suitably 
packaged and modified to allow easy installation on many 
computers. In addition, we use other data transporters such as 
secure shell copy (scp) and postgres ssl clients. Our DDDAS 
is designed for flexible data collection and distribution. Fig.3 
is a diagram of the data transport system. 
 
1.6 Predictor 
In order to decide if a flight will be canceled or seriously 
delayed, a prediction is made based on information about the 
weather conditions and U.S. Threat level. To calculate whether 
or not a flight is going to be delayed the predictor produces a 
value from 0 to 1, the higher the value the more likely the 
flight will be delayed. To obtain a value, weather statistics 
along with the current U.S. terrorist threat levels are used.  
Weather information currently includes wind speed, wind 
direction, precipitation type, temperature, and visibility. These 
factors are also given weights by the corrector from 0 to 1 to 
judge the significance of each factor in the total outcome.  
 
Each factor is described in detail by introducing fuzzy 
functions for certain various weather conditions over certain 
overlapping ranges of input parameters, e.g., very cold (less 
than -3°C), freezing (-7 to +7°C), normal (+4 to 35°C), hot 
(above 30°C). The fuzzy functions will be combined by set 
operations using a T-norm. 
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In this way the corrector can adjust the prediction to fit the 
actual outcome. Fig.2 is a diagram of the structure of the 
system. Once sufficient data has been obtained from flight 
histories, the values of the individual pieces of data, such as 
precipitation, can be analyzed alongside whether or not a 
delay occurred. With this data a polynomial fitting of the data 
can be used in the calculation of further predictions. 
 
1.7 Corrector 
The purpose of the corrector is to compare a previous 
prediction with the actual results and adjust weights 
accordingly.  If the predicted result is within a certain 
tolerance, no correction is necessary and the corrector finishes.  
If the actual result is significantly different from the prediction, 
the corrector must determine what weights to adjust so that 
future predictions will be more accurate.  Adjustments 
should use previous data to determine what factor(s) 
contributed most to the predictor’s divergence from the actual 
result. 
 
While the corrector runs, it finds the last prediction that has 
corresponding actual results. Once the prediction is found, 
entries in the airline table are extracted if they match the 
prediction’s flight number and sensor ID.  Any of these 
entries occurring after the prediction’s epoch have their results 
compared to the prediction’s result (i.e., the flight was on time, 
delayed, or canceled).  If the prediction was incorrect, we use 
our prediction’s weight epoch key and weight sensor ID key to 
find the weather conditions corresponding to the time of the 
prediction.  We then query the weather table for similar 
weather conditions.  The airport codes and epoch times for 
these weather entries are used to query the airline table for 
flight numbers occurring under similar weather conditions.  
These flight numbers are then used to query the prediction 
table to find predictions that were made under similar 
conditions.  The predictions that are correct are compared to 
the prediction being corrected to mark weather factors that are 
similar to correct results.   

 
For example, if the prediction was that the flight would be 
delayed, and it was on time, the corrector looks at the weight 
epoch key and weight sensor ID key of the prediction.  It 
performs a query on the weather table looking for a match to 
these two keys.  Let us say the result gives airport code LEX, 
10 degrees Celsius, Raining, 40% humidity, visibility 10, wind 
NNE, and wind speed 30 mph.  We then query the weather 
table for any entries with LEX, 5−15 degrees C, Raining, 
30%−50% humidity, 5 −15 mile visibility, wind N to NE, and 
wind speed 20−40 mph.  The airport codes and epoch time in 
the resulting list are then used to query the airline table for 
flight numbers.  Consider queries on flights 116, 314, and 
211.  The prediction table is then queried for these flight 
numbers, and the results of these predictions are examined.  
What if the predictions for 116 and 211 are wrong, but the 
prediction for 314 is correct.  The weather conditions for 
flight 314 are compared to the weather conditions during our 
current prediction, and any weather factors that are 
sufficiently similar are not adjusted.  Any weather factors not 
omitted by the comparison with 314 are examined to see 
which one changes the most.  The weight for this factor from 
the previous correction table entry for the sensor is then 
adjusted in the direction of the actual result (on time).  The 
new correction record is then added to the correction table.  
If no correct past predictions are found for these flights, then a 
weight is randomly adjusted in the direction of the actual 
result and a new record is added to the correction table. 
 

2. FUTURE WORK 
 
Flight sensors all suffered from common problems, the lack of 
a known standard API and regular redesigns of airline web 
pages. This combination makes keeping a stable suite of flight 
sensors an ongoing project. We have observed that, if a sensor 
is well built, changes in the website can be detected and 
support notified to adjust the page filtering. The time to 
correct filters is quite low, but still requires manual 
intervention. 
 
In sharp contrast, weather sensors benefited from the robust 
and well developed APIs provided by the weather sites 
utilized. 
 
The present corrector does not adequately adjust factors for 
national threat level or historical flight data.  Improvements 
are planned for future implementations of both the predictor 
and corrector. A further improvement to the corrector model is 
to allow the corrector to set initial weights be finding the best 
fit for historical data.  This process could also be used to 
reset in the event that predictions do not seem to be improving 
over time due to poor initial values for the weights or unusual 
patterns that will take a long time to self correct.  Using 
multiple correctors with different initial weights or different 
thresholds defining “similar” weather and comparing their 
results might also yield better performance over time. 
 
 
3. CONCLUSIONS 
 
We have shown that a system to predict flight timeliness has 
no technical obstacles.  We were successful in collecting data 
from airline and weather internet sources.  We have a method 
in place to distribute that data, a dedicated database to store 
the data, and a framework for predicting airline timeliness and 
correcting predictions over time.  We believe that future 
development of these components would lead to a viable 
commercial product. 
 
 
REFERENCES 
 
[1] http://www.dddas.org, Includes project descriptions, 

many DDDAS workshop virtual proceedings, and links 
to DDDAS software. 

[2] K. Baldridge, G. Biros, A. Chaturvedi, C. C. Douglas, 
M. Parashar, J. How, J. Saltz, E. Seidel, A. Sussman, 
January 2006 DDDAS Workshop Report, National 
Science Foundation, 2006, 
http://www.dddas.org/nsf-workshop-2006/wkshp_report
.pdf. 

[3] 2003 Dynamic Data-Driven Application Workshop, F. 
Darema, ed., in Computational Science - ICCS 2003: 3rd 
International Conference, Melbourne, Australia and St. 
Petersburg, Russia, June 2-4, 2003, Proceedings, Part IV, 
P.M.A. Sloot, D. Abramson, A.V. Bogdanov, J.J. 
Dongarra, A.Y. Zomaya, Y.E. Gorbachev (Eds.), Lecture 
Notes in Computer Science, Vol. 2660, Springer-Verlag 
Heidelberg, 2003, pp. 279-384. 

[4] 2004 Dynamic Data-Driven Application Workshop, F. 
Darema, ed., in Computational Science - ICCS 2004: 
4th International Conference, Kraków, Poland, June 6-9, 
2004, Proceedings, Part III, Marian Bubak, Geert Dick 
van Albada, Peter M. A. Sloot, and J.J. Dongarra (eds.), 
Lecture Notes in Computer Science series, vol. 3038, 
Springer-Verlag Heidelberg, 2004, pp. 662-834. 



Flight Cast – An Airline Flight Delay Predicting DDDAS 88 

[5] 2005 Dynamic Data-Driven Application Workshop, F. 
Darema, ed., in Computational Science - ICCS 2005: 
5th International Conference, Atlanta, Georgia, USA, 
May 22-25, 2005, Proceedings, Part II, Vaidy S. 
Sunderam, Geert Dick van Albada, Peter M.A. Sloot, 
Jack J. Dongarra (eds.), Lecture Notes in Computer 
Science series, vol. 3515, Springer-Verlag Heidelberg, 
2005, pp. 610-745. 

[6] 2006 Dynamic Data-Driven Application Workshop, F. 
Darema, ed., in Computational Science – ICCS 2006: 
6th International Conference, Reading, UK, May 28-31, 
2006, Proceedings, Part III, edited by V.N. Alexandrov, 
G.D. van Albada, P.M.A. Sloot, and J.J. Dongarra, 
Lecture Notes in Computer Science 3993. 

[7] C. C. Douglas, A. Deshmukh, M. Ball, R. E. Ewing, C. 
R. Johnson, C. Kesselman, C. Lee, W. Powell, R. 
Sharpley, “Dynamical data driven application systems: 
Creating a dynamic and symbiotic coupling of 
application/simulations with measurements/ 
experiments,” National Science Foundation, Arlington, 
VA, 2000. 
http://www.dddas.org/nsf-workshop-2000/worksop_rep
ort.pdf. 

[8] http://www.delta.com. 
[9] http://ww.python.org. 
[10] http://www.ua2go.com 
[11] http://developer.yahoo.com/ weather. 
[12] http://nws.noaa.gov/ 
[13] ftp://tgftp.nws.noaa.gov/data/observations/metar 
[14] http://www.dhs.gov/xinfoshare. 
[15] http://en.wikipedia.org/wiki/SQL. 
[16] Wei Li, “A Dynamic Data-Driven Application System 

(DDDAS) Tool for Dynamic Reconfigurable  
Point-to-Point Data Communication,” Master’s Thesis, 
University of Kentucky, December 2006. 

 
Ray Hyatt, Jr. is a graduate student pursuing 
an advanced degree in Computer Science. He 
earned his undergraduate degree in Computer 
Science from the University of Kentucky in 
1996. He has worked professionally as a 
consultant in high end enterprise wide unix 
systems administration for over 10 years.  
His research interests include distributed 

systems, automation, parallel processing, highly available 
systems, game theory, and systems administration.  
 

Craig C. Douglas is a professor of computer 
science and mechanical engineering at the 
University of Kentucky and a senior research 
scientist of computer scientist at Yale 
University. He has also held positions at 
Duke Univeristy and the IBM Thomas J. 
Watson Research Center. He will be on 

sabbaitical at Texas A&M during the 2007-2008 academic 
year. He has a Ph.D. (1982), M.Phil. (1980), and M.S. (1978) 
in computer science from Yale University and an A.B. (1977) 
in mathematics from the University of Chicago. 
 
Divya Bansal, Soham Chakraborty, Jay Hatcher, 
Chun-Lung Lim, Mark Maynard, and Trevor Presgrave 
are graduate students in computer science at the University of 
Kentucky. 
 
Gundolf Haase is a professor of mathematics at and 
computational sciences at the Karl-Franzen University of 
Graz. 

 

  
Fig.1. DDDAS Overall Model 

 

 
Fig.2. DDDAS Predictor Model 

 
 

Si m ulati on

S enso r S enso r  
I n te r f a ce  

S enso r S enso r   
I n te r f a ce  

S enso r S enso r  
I n te r f a ce  

T  
R  
A  
N  
S  
P  
O  
R  
T  

 
Fig.3. Data Transport System 



DCABES 2007 PROCEEDINGS 89

Parallel Randomized Quasi-Monte Carlo Simulation for 
Pricing Asian Basket Options* 

 

Daqian Chen 1, Yonghong Hu 2, Qin Liu 3, Xuebin Chi 1 
1 Super Computing Center, Computer Network Information Center, Chinese Academy of Sciences 

Beijing, 100080, China 
2 School of Statistics, Central University of Finance and Economics 

Beijing, 100081, China 
3 Guotai Asset Management, Co., Ltd. 

Shanghai, 200001, China 
Email: dqchen@sccas.cn    

 

ABSTRACT  
 

In practice, no analytical closed form solutions existing can 
price basket options. In this paper, we present Monte Carlo 
(MC) simulation on the evaluation of these derivatives. 
Usually, MC simulation requires too much compute time. This 
requirement limits most of MC simulation techniques to using 
supercomputers. By using MPI, our parallel method which 
combines with the randomized quasi-Monte Carlo technique is 
implemented on Shenteng 6800 Supercomputer. We perform 
parallel run time analysis of the proposed method and prove 
that the parallel approach is scalable. 
 
Keywords: Parallel Computing, Randomized Quasi-Monte 
Carlo, Black-Scholes Model, Asian Basket Options, Speed-Up, 
Efficiency 
 
 
1. INTRODUCTION 
 
As an alternative to Monte Carlo (MC), the quasi-Monte Carlo 
(QMC) methods refer to a class deterministic numerical 
technique to approximate integrals in more than 2 dimensions. 
The idea of QMC methods uses quasi-random sequences 
instead of (pseudo) random numbers like in MC. These 
sequences are used to generate a set of points that covers the 
integration domain very uniformly, so that a better sampling 
can be achieved. 
 
Recently, the QMC methods become more widely popular in 
computational finance. Particularly, now, many difficult and 
complex financial engineering problems, such as valuation of 
multidimensional options, path-dependent options and interest 
options can be tackled to obtain approximate solutions by this 
technique. 
 
The commonly used MC simulation procedure for option 
pricing can be briefly described as follows: firstly simulate 
sample paths for the underlying asset price; secondly compute 
its corresponding option payoff for each sample path; and 
finally average the simulated payoffs and discount the average 
to yield the price of an option. 
 
In this paper, we will present some of the issues related to the 
formulation for pricing Asian basket options using the 
Black-Scholes model. In the second part,a parallel application 
of randomized quasi-Monte Carlo for pricing Asian basket call 
option will be illustrated. 
                                                        
 * Supported by 863 program “Environment of super computing 

service face to scientific research” (2006AA01A116) and National 
Natural Science Foundation of China “Research on basal 
Applications of parallel algorithms for present Parallel computer” 
(60533020). 

1.1 The Black-scholes Model 
Before going further, let us reduce the formulation for pricing 
Asian basket options. An Asian basket option is an option 
whose payoff depends on the average value of the prices of a 
portfolio (or basket) of assets (stocks) at different dates. Black 
and Scholes assumed a model for stock price dynamics that is 
formally described as geometric Brownian motion. This model 
has the following form: 

, [0, ]dS Sdt Sdz t Tμ σ= + ∈ ,             (1) 
where the parameters μ  and σ  are constant with respect 
the risk free interest rate and the volatility of the asset S , 
dS is the change in the asset price over the time interval dt , 
and dz  which is the Wiener process for the underlying asset, 
is drawn from a normal distribution with mean zero and 
variance dt . 
 
Using Ito’s lemma, we then find that the process followed by 

ln( )G S= is: 
2( / 2)dG dt dzμ σ σ= − + ,             (2) 

where dG  is the change in value of log( )S over the time 
interval dt , as generalized Wiener process. Let ( , )f S t  
denote the value of any derivative security at time t , when the 
stock price is ( )S t . It can also be shown that the value of an 
option f satisfies the following (Black-Scholes) partial 
differential equation (PDE): 

21 2 2
22

f f frS S rf
t S S

σ∂ ∂ ∂
+ + =

∂ ∂ ∂
,           (3) 

where r  is the risk free interest rate. 
 
The above equations can be generalized to deal with 
multi-asset options. For example, an option has n  
underlying assets. We assume that the expect rate of return of 
all underlying assets is equal to the free-risk interest rate. The 
model has the following form: 

  1, 2, ,dS S dt S dz i ni i iμ σ= + = " .        (4) 

We assume the usual lognormal diffusion process: 
2( / 2)  , 1,2, ,dG dt dz i ni i i iμ σ σ= − + = " ,       (5) 

where i  is refers to the value associated with the i th asset. 

These processes can be correlated between dzi and dz j . We 

can also write the above equation in vector form by 
introducing the n  element vector dG  which is normally 
distributed as: 

( , )dG N y ∑∼ ,                 (6) 
where y  is the mean vector, and ∑  is the covariance 
matrix. The elements of the ∑  are: 
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2            if 
  if 

i jiij i ji j ij
σ
σ σ ρ

⎧⎪ =∑ = ⎨
≠⎪⎩

,             (7) 

where , 1,2, ,i j n= "  and ijρ  is the correlation coefficient 

between the i th asset and the j th asset. The elements of the 
mean vector y  are: 

2 / 2  if 1,2, ,y r i ni iσ= − = " .           (8) 
The value f  of an option on n  assets now satisfies the 
following PDE: 

21
2 1 11

n nnf f fS S r S rfij ii jt S S Si j ii ij

∂ ∂ ∂
∑ ∑+ ∑ + =∑

∂ ∂ ∂ ∂= ==
.  (9) 

For an Asian basket call option on n  assets, m  observation 
times, which payoff at option maturity time (T ) is: 

1max[0, ( ) ]
1 1

n m
Payoff S t Xi jnmi j

= −∑ ∑
= =

,       (10) 

where ( )S ti j  is the value of the i th asset at the j th time. 

 
1.2 Monte Carlo Simulation 
Closed form solutions would be ineffective in determining 
pricing of basket options as estimating correlations between 
the underlying assets become problematic in these 
high-dimensions and hence no analytical closed form solutions 
exist in practice. 
 
So far, the most effective known method for pricing basket 
options is MC simulation using a stochastic volatility model 
and a correlation matrix linking the constituent assets as well 
as the assets to volatility. Take an Asian basket call option for 
example, to estimate [ ( )]f UΕ , where 

1[ ( )] max[0, ( ) ]
1 1

n mrTf U e S t Xi jnmi j
−Ε = −∑ ∑

= =
   (11) 

is the net discounted payoff. We suppose that 
( )( ), ( ), , ( )1 2S t S t S tn"  obeys a geometric Brownian motion. 
Then,  

( ) ( )f U g V= ,                 (12) 
where ( , , , ) (0, )1 2V V V V Ns= ∑" ∼  and s nm= . To generateV , 

we can decompose TCC∑=  by applying Cholesky 
decomposition to release the correlation between different 
assets, generate random normal variables with mean of 0 and 
unit variance, ( , , , ) (0, )1 2z z z z N Is= " ∼  and return V Cz= . 
Then, we can calculate all the prices of different underlying 
asset at different time 

2( ) ( )exp[( / 2) ]1 *S t S t r dt V dti j i j s i j niSi
σ σ= − ++ + ,   (13) 

 
 
2. RANDOMIZED QUASI-MONTE CARLO 
 
With deterministic QMC methods, it is difficult to obtain the 
reliable error estimate [3], which has motivated the 
introduction of randomized quasi-Monte Carlo (RQMC). 
RQMC has a bit of difference from QMC methods. The idea 
of RQMC is to use a highly uniformly point set (HUPS) to 
randomize a point set Pn  instead of i.i.d, so that: each 

individual point has the uniform distribution over [0,1)s , 
where s  is the dimension, and Pn  is more evenly 
distributed than a typical set of independent random points. 

 
Then, point sets can be generated by using a deterministic 
construction yielding n  points and randomized appropriately. 
In briefly, we let v  be a uniform random vector in some 
space n , then choose a randomization function 

: [0,1) [0,1)s sh Ω× →  and construct the randomized version 

{ }, , ,1 2P u u un n=� � � �"  of Pn , defined by ( , )u h u vi i=� . 
 
For more on randomization techniques and standard 
constructions form QMC methods. The papers (Owen 1998, 
L’ Ecuyer and Lemieux 2002, and Lemieux 2005) are 
recommended. 
 
 
3. PARALLEL IMPLEMENTATION 
 
The prices of derivative securities, such as options, are often 
found analytically by imposing simplifying assumptions. More 
recently the advent of powerful numerical procedures and 
computers has made it possible to price more complex and 
more realistic derivatives. 
 
In this paper, the algorithm for pricing such options with 
RQMC is described in the following pseudo code: 
 

 
 
As shown up, the parallel part in this computation is offered 
obviously in the main simulation-loop since the random 
variables have to be combined into a multivariate normal 
vector. Only when the grain size [2] of the computation is very 
large in each simulation, the parallelism is usable with MPI. 
 
In our case, the RQMC simulation for pricing an Asian basket 
call option is simple to be parallelized, because there is no 
correlation among the simulations and no dynamic scheduling. 
The algorithm runs in parallelism on each processor by 
computing the option’s value for N  paths, and only in the 
end, one processor collects the results from all the other 
processors without any communication which is very high 
efficiency during the computing. 
 

Algorithm:  
decompose the correlation matrix with Cholesky 

TCC∑=  
for 1i =  to N  do 
generate a s  dimensional vector of unit normal random 
values z  with RQMC 
transform V Cz=  
for 1j =  to n  do 
for 1k =  to m  do 

compute the price of the j th underlying asset on 

the k th time ( )S tj k  

end for 
end for 
average the prices of n  underlying assets on the m  
observation times 
calculate the discounted cash flow of the Asian basket 
option payoffi  

end for 
average the discounted cash flows over the N  
simulations 
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4. NUMERICAL TESTS 
 
The goal of parallel computing is generally to speed up the 
computation. Two important concepts are the -speed up  
defined as ( ) /S x t ts p=  where ts  is the serial execution 

time and t p  is the parallel execution time using x  

processors; the efficiency /( ) ( ) /E t t n S n ns p= × =  is the 

proportion of the time devoted to performing useful 
computational work. In best case, the speed up is linear with 
the number of processors used increasing and the efficiency 
stays constant and close to 1. When increasing the problem 
size together with the number of processors, if the efficiency 
can be kept constant, then the problem is said to be scalable. 
 
The RQMC option price for a given N  paths and x  
processors can be computed according to the above algorithm. 
And in our case, we use a shifted Korobov lattice [4] 
deterministic construction yielding point sets and then 
randomizing appropriately (Lemieux and Jennie La). 
 
The numerical tests were made on Shenteng 6800 
Supercomputer under MPI, for the Asian basket call option: 
the initial price of all underlying assets 100S= , the strike 
price 100X = , the risk free interest rate 0.05r= , the 
volatility of all underlying assets 0.2σ = , the maturity time 

1T = , the number of the underlying assets 10n= , the 
correlation among assets 0.1ρ = , and the number of the 
observation times 10m= . These prices were computed with 

sample 310 , 35 10× , 410 , 45 10× , 510 , 55 10× , 610  paths 
in order to examine the impact caused by different numbers of 
sample paths. Table 1 represents the value of the option and 
the parallel execution time is shown in Table 2. 
 

Table 1 Value of the Asian basket call option 
\N x  1 2 4 8 16 
310  3.64299 3.76445 4.03077 4.15533 4.21206 
35 10×  3.72773 3.65706 3.61619 3.5003 3.81949 

410  3.61636 3.64845 3.7209 3.62664 3.49064 
45 10×  3.73151 3.69555 3.6426 3.67198 3.72048 

510  3.71274 3.73045 3.7268 3.72016 3.58508 
55 10×  3.70093 3.69255 3.71729 3.71949 3.71981 

610  3.68907 3.70057 3.69179 3.70384 3.71739 
 

Table 2 Parallel Execution Time 
\N x  1 2 4 8 16 
310  0.227983 0.11466 0.058417 0.033293 0.01971
35 10×  1.36496 0.571115 0.29045 0.148505 0.072359

410  2.57798 1.1426 0.58063 0.288986 0.144402
45 10×  12.3495 5.7128 2.90134 1.44538 0.722973

510  25.7394 11.4288 5.7921 2.88568 1.44421
55 10×  126.054 57.1898 28.9773 14.4267 7.22547

610  249.998 114.365 57.9704 28.9125 14.4364

It can be seen that the value of the Asian basket call option 
converges with the number of sample paths increasing. The 
serial execution time increases extremely, when the number of 
sample paths increases, but, at the same time, the parallel 
execution time decreases when the number of processors 
increases. 
 
As two measures of the parallel speed-up and the parallel 
efficiency, which are mentioned above, characterize the 
quality of the parallel algorithm. Table 3 shows the parallel 
speed-up and the parallel efficiency, and Fig.1 shows the 

speed-up by x  processors for the 55 10×  sample paths 
obtained. 

Table 3 ( )S x  and E  for 55 10×  sample paths 
N  2 4 8 16 

( )S x 2.204134 4.350095 8.737549 17.44579
E  1.102072 1.087524 1.092194 1.090362

 
The parallel efficiency is constant approximately, when the 
number of processors is increased accordingly. 

 

Fig.1. Speed-up for 55 10×  sample paths 
 
It is observed that ( )S x  increase linearly with the processors. 
A constant parallel efficiency can be maintained if the number 
of processors and the size of the problem are increased 
accordingly. 
 
 
5. CONCLUSIONS 
 
Using parallel randomized quasi-Monte Carlo numerical 
method for pricing Asian basket options is considered. 
Numerical tests were performed for a number of processors on 
Shenteng 6800 Supercomputer. 
 
This study describes an application of parallel computing in 
the finance industry. Options are continuously growing more 
complex and exotic, and for an increasing number of pricing 
problems, no analytical solutions exist. Sometimes the speed 
of pricing options is too slow to accept it. This is where the 
advantage of parallel computing appears. 
 
Parallel models are required for performing large scale 
comparisons between model and market prices. Parallel 
models are useful tools for developing new pricing models and 
applications of pricing models. 
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In our parallel implementation we calculated one price of the 
Asian basket call option. To compute this price by RQMC 
simulation we need more computational power. Using x  
processors the execution time is about x  times small. 
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ABSTRACT  
 

There exist many points to be improved on the current 
waterline classifying methods. The singularity of the 
classifying parameter leads to the lower precision of 
classifying result, and lack of interknit among the waterlines. 
On this background, this paper analyzes the progress on the 
study of valley streamline automatically classified methods, 
and the progress on Feature-Based GIS theory fully. At the 
same time the paper concludes the current problems and put 
up with the idea of designing the classifying algorithm to 
construct the classifying model based on FBGIS. Particularly, 
the model will take into account of the natural factors such as 
the land use and the social factors such as the scale of the city 
along the waterline, the amount of population of the city & the 
social-economic condition, etc. At last the paper gives us a 
discussion of the classifying methods. 
 
Keywords: Classifying Algorithm; Waterline Classifying; 
FBGIS; Vector Data Structure. 
 
 
1. THE PROGRESS ON THE WATERLINE 

AUTO-CLASSIFYING STUDY BASED ON 
DEM 

 
There exits several waterline auto-classifying methods, among 
which the popular one are Strahler coding method and Shreve 
coding method, which are used by the software of ArcGIS. In 
addition, the Horton coding, Garbrecht coding and the 
Pfafstetter coding methods are also the auto-classifying 
methods. In 1945, according to the self-similitude feature of 
the waterline, Horton put forward his waterline classifying 
method, which is the Horton coding [1]. 
(1)  Horton coding 

The Horton coding indicates the natural result of the 
water flowing, and it is based on the waterline rank. 
According to the Horton coding, the waterline can be 
classified into N grades, and the main waterline would 
be set to grade(N), and the second one should be set to 
grade(N-1), and so on. At last, the leaf waterline would 
be set to the grade(1). There are several characters as 
following: 

1)   The Horton coding is a kind of coding method aiming at 
the geographic waterline entity. 

2)  The Horton coding reflects the rating relationship 
between the waterlines. And the Horton code of the 
waterline is corresponding to the rating relationship of 
waterline themselves. 

3)   The Horton code reflects the depth of the child-tree. For 
example, the child-tree with Horton code (N) has the 
child-tree with Horton code(N-1). So if they are joined, 

                                                        
 * This paper is sponsored by the National fundamental scientific 
platform program—Earth System Science Data Sharing 
Network(2005DKA32300) .  

the waterline with Horton code (N) is the father-tree of 
the waterline with Horton code(N-1). By this rhythm, 
the relationship between waterlines can be clear. For 
example Fig.2.1. 

 

 
Fig.2.1. The sketch map of Horton coding 

 
(2)  Strahler coding 

Strahler coding method developed the Horton coding 
theory. According to the Strahler coding principle, in the 
ideal waterline, all of the waterlines can be graded into 
several levels by the nominee principle if they had 
obvious steady valley. And the leaf waterline with 
obvious valley would be named the first grade waterline. 
If two or more than two first grade waterline converge 
into the second grade waterline, and so on. Anyway, the 
first grade waterline can flow into not only the second 
grade waterline but also the third, forth grade or the high 
grade waterline. Due to this coding method, the series of 
the waterline reflects not only the grade relationship but 
the shape difference of hydrological characters[2]. For 
example fig.2.2. 

 

 
Fig.2.2. the sketch map of Strahler coding 

 
(3)  Shreve coding 

Shreve coding has it’s own principle, that is in the ideal 
branch-like waterline, all of the troughs with obvious 
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valley could be graded. The waterline that has no 
child-tree would be set to the first grade, and two or 
more than two first grade waterline converge, then it 
would be the second grade. If two or more than two 
waterline graded N converge, then it would be the N+1 
grade waterline. If a waterline graded N and a waterline 
graded M converge, at the same time M>N, then the new 
one would be the waterline graded M, and so on[3]. For 
example Fig.2.3. 

 

 
Fig.2.3. the sketch map of Shreve coding 

 
(4)  Garbrecht coding 

Garbrecht coding was put forward in 1988 by Garbrecht, 
and it is different from the above coding methods. This 
method starts coding form the seaport into which the 
river flow till the end of the river on the left side. After 
that, it will trace the river in the opposite direction until 
coming into the new waterline node. On this basis, the 
waterline would be coded increase by degrees. 

(5)  Pfafstetter coding 
Pfafstetter, a brazilian engineer, recurring to GIS 
technology, carved up and coded the drainage area with 
large scale. He extracted waterline form DEM which 
was modified by him to reduce the error. On this basis, 
he coded the drainage area with his own methods. And 
in china, several years later, a researcher mends this 
method and applies it into the Huanghe river valley. 

 
 
2. PROBLEMS OF THE CURRENT 

WATERLINE AUTO-CLASSIFYING 
METHOD 

 
Although the current auto-classifying methods can code the 
waterline as a whole in different ways, the classified code 
under these methods have many problems, the most severe 
one is the new produced waterline could not match the 
traditional one. The Horton coding method has less thought of 
auto-extracted waterline map for it was put forward earlier. 
Strahler coding method developed Horton coding, but not 
perfect. And Shreve coding is another new method, not adapt 
to the traditional waterline. The Pfafstetter coding is near to 
the practice, and also not perfect. We can judge it form the 
following: 
(1) The current methods lead to the fact that the 

newly-produced waterline map hardly matches with the 
traditional waterline map. 

(2) During the classifying period, so few parameters were 
considered, and lack of natural and social factors along 
the waterline. 

(3) The existing methods are lack of the concept of 
geographic feature, which leads to less relationship 

between the waterline and other geographic feature, 
breaking the interlinks among them. 

 
3. STUDY ON THE AUTO-CLASSIFYING 

ALGORITHM BASED ON FBGIS  
 
3.1 Study on the Feature-based GIS 
FBGIS（Feature-Based Geographical Information System）is 
different form the traditional GIS which is based on the layer. 
It takes Feature-Based conceptual model and object-based 
logical model & physical model, with the core of describing 
and expressing the geographic phenomenon, to recognize and 
analyze the geographic phenomenon. At the same time, it 
encapsulates some concrete  GIS data structure. Geographic 
feature has spatial element, thematic element and temporal 
element. The three parts have the same status in the 
feature-based model. However, in the layer-based model, the 
spatial element takes up the dominate status, and this is one of 
the very important differences between the two models[5]. So 
the geographic feature includes three-dimension properties, 
which are spatial properties, thematic properties and temporal 
properties. 

 
3.2 To Construct the Vector Data Structure Based on the 

FBGIS 
The feature-based GIS data model tends to conceptual 
modeling stage, and the object-oriented data model can apply 
to logical model design and the realization of database. To 
generalize the impersonal world, we should describe it from 
the following three aspects, that is geometry distribution, 
thematic element and temporal variety. The geometry 
information includes the position information and spatial 
relationship, while the thematic information includes the 
feature properties and the non-spatial relationship among the 
features. At the same time, the temporal information describes 
the transformation of the feature along with time, which can 
be embedded into the geometry information. The position 
information of the geometry information can be described by 
the geometry data model, such as the vector model, etc. And 
the spatial relation, thematic information and semantic 
information could be described by the semantic data model. 
According to this theory, the feature-based waterline vector 
data structure can be constructed easily, that is to add the 
topology information and semantic information onto the 
traditional vector data structure to form it. In the field of 
spatial information, to improve the shortage of ichnography 
arc-node data structure in the waterline description, we 
construct non-ichnography topology and realize it through 
object-oriented methods. For example Fig.3.1. 
 

 
Fig.3.1. The table of constructing the feature-based waterline 
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3.3 The Algorithm of Auto-classifying Model 
The majority of the classifying model is to design the 
auto-classifying algorithm. According to the FBGIS theory, 
any geographic entity has relationship with the around 
geographic alternative and this relationship can be described 
in some certain techniques. During the waterline classifying 
period, this character could be used fully. At first, the main 
classifying parameter is the area of certain valleys, by this we 
can distinguish the waterline grade. If some certain valley area 
has no obvious difference, the model would grade the 
waterline by the natural & social factors along the waterline. 
To deal with the natural & social factors, the suffer analysis 
could be used based on the FB-vector data structure to 
establish the data of land use & population of the city along 
the waterline. And at last the graded waterline data would be 
produced by this principle. 
 
On the basis of auto-extracted waterline from DEM data, 
combining with the natural & social factors and the map 
topology, the waterline auto-classifying model can be 
established. The detail algorithm is as follows: the model 
starts trace the waterline from the seaport into which the 
waterline flows to the direction of upper branches. When come 
into with the child-branch, the model will make decision 
which is the main branch till the leaf branch of the waterline, 
and record it as the main branch setting it the certain ID value. 
After this, the model would trace the other branches which 
converge with the main one from the converging node to the 
upper branch direction till the leaf branch, and so on, then 
setting it the ID value. And the model will automatically 
extracts a certain area of a valley to be as an import parameter. 
 
The importing parameters comprise natural & social 
parameters. And the social parameters include the scale of the 
city along the river, the number of the population in the city, 
and the social & economic conditions etc. While the natural 
parameters include land use along the waterline such as the 
construction land, agricultural land, forest land, unused land, 
as well as the runoff of the river. The weight of every 
parameter would accord to the practice. For example Fig.3.2. 
 
 

 
Fig.3.2. Figure of the classifying algorithm of the model 

 
 
4. DISCUSSION 

 
This paper concludes the progress of the waterline 
auto-classifying methods and analyzes the existing problems 
of the auto-classifying method. And the paper puts forward a 
new classifying method based on the FBGIS under the 
background of practical use, which had been applied into 
practice. The author take for that this method would represent 
the direction of the waterline classifying study for it’s 
produced data has obvious geographic feature and is close to 
the natural things. 
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ABSTRACT 
 

Considering all the factors that affect the assembly performance 
of a product, design concept and contents of collaborative 
design for assembly are discussed; model of complex products 
collaborative design system for assembly under distributed 
environment is presented, and its function structure model and 
running mechanism are described from system realization 
viewpoint. With resources of the whole net, structure detailed 
design, static structure feasibility analysis and process 
assembly feasibility analysis are carried out by means of 
combination of human-computer and human-human 
collaboration. Finally, system of complex products 
collaborative design for assembly under distributed 
environment is realized based on this model. 
 
Keywords: Distributed Environment, Design for Assembly 
(DFA), Complex Product, Top-Down, Preassembly 
 
 
1. INTRODUCTION  
 
Complex products design is a kind of design whose 
composition, technology, design process and project 
management is complex. The concrete manifestations are as 
follows: 1) system composition is complex, often being a 
synthesis of subsystems in different fields; 2) design process is 
complex, including not only asynchronous design sub-tasks on 
time axe, but also synchronous design sub-tasks at a time; 3) 
system’s performance is complex as global discussion is 
needed because that demands of the overall performance is 
always higher than the demand of a function module. Complex 
products design process is an integrative collaborative design 
process in different fields, and also a collaborative design 
process completed and cooperated by many designers[1]. 
Complex products’ collaborative design demands that all 
designs must make an organic whole by assembly and 
simulation, in order to ensure the reliability of the design of 
every part. 
 
Taking the above facts into consideration, this paper constructs 
a design model of complex products design for assembly under 
distributed environment. Based on the Top-Down design 
method, structure detailed design, static structure feasibility 
analysis and dynamic process assembly feasibility analysis are 
carried out by means of combination of human-computer 
collaboration and human-human collaboration. 
 
 
2. DESIGN CONCEPT AND CONTENTS 
 
Collaborative design for assembly is a general design method 
that is the combination of collaborative design and DFA, with 
people who do works related to design joining in. Based on the 
digital model, it improves the quality of DFA on the network 
platform by both collaborative preassembly and assembly 
ability testing from static structure and dynamic assembly 

process. The collaborative DFA is an important part of the 
collaborative design, which plies collaborative structure 
preassembly and process preassembly to obtain a proper 
product assembly model and scheme, centering products 
assembly ability. In this paper, complex products collaborative 
DFA is studied as follows. 
 
2.1 Top-Down Products Design 
The current CAD systems can support Bottom-Up design 
process that is to complete product assembly design applying 
geometry constraint after components’ detailed design[2]. But 
Bottom-Up design method could not meet demands of 
Concurrent Design. In contrast, Top-Down[3] design method 
starts from functional modeling of product. It completes 
detailed design of components based on determination of the 
preliminary product composition and shape, and definition of 
components’ assembly and mutual constraint relations, 
according to product’s functional demands and design 
constraint. During products design process, assembly constraint 
determined in the former assembly level would be the design 
constraint in the next level. This kind of constraint relations 
should be recorded with the final model to ensure that in 
subsequent design process and redesign process the system can 
automatically transfer and meet those constraint relations, for 
the sake of ensuring the uniformity of product model. 
Top-Down design method is to design on assembly level, not 
only on part level, and supports Concurrent Design for complex 
products. Based on Top-Down product design method, the 
design task can be divided into many sub-tasks and assembly 
model could be obtained depending on the constraint 
determined at the beginning of the design. 
 
2.2 Digital Preassembly 
In order to express and demonstrate the 3D digital product 
model, every component needs to be assembled making use of 
the assembly function of CAD system. 3D digital preassembly 
[3]technology is mainly used in the analysis of structure 
feasibility. It is able to coordinate product structure design, 
system design and examination of components’ location, as 
well as to reduce redesign and modification, based on 3D 
modeling of components, management of product data and 
sharing of design. In the design process of complex products, 
structure feasibility considers design conflict from the static 
viewpoint, carrying through static interference detection after 
obtaining product assembly model from structure preassembly, 
in order to ensure that there is no conflict in spatial location for 
components in the condition that they meet all the constraints. 
So it will find and resolve interference problems on a higher 
level. This process often follows several steps: (1) call the 3D 
digital model of product; (2) carry through digital assembly 
according to constraint condition; (3) detect interference and 
other incoordination; (4) inform related designers to resolve; (5) 
call new model for digital assembly, looping till no any 
interference and incoordination problems; (6) send model 
information for downstream design. 
 
2.3 Process Assembly Planning 
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The assembly function of current CAD system can only simply 
accumulate components---no matter whether there exists any 
path to assemble, once geometry constraints are defined, 
components will be located directly. In fact, during physical 
assembly, components will be influenced by those components 
that have been assembled already[2]. So, products feasible in 
structure not always have process assembly feasibility. In order 
to ensure design’s rationality in advance, process assembly 
feasibility means to discover probable conflict in the assembly 
process. It is carried out utilizing dynamic preassembly based 
on the assembly sequence and route constructed by assembly 
planning. Assembly feasibility, concurrency of operation and 
assembly cost should be synthetically considered in assembly 
sequence planning algorithm. This process generally follows 
the following steps: (1) call upstream non-interferential 
assembly model; (2) extract model information, plan assembly 
sequence by applying a large-scale, highly constrained 
combinatorial optimization algorithm (e.g. ant colony 
algorithm); (3) if there is no feasible assembly sequence, 
inform related designers to resolve; (4) call new 
non-interferential assembly model to plan assembly sequence 
till find feasible assembly sequence; (5) send model 
information.  
 
Collaborative design takes advantage of general assembly 
designers’ knowledge and experience of assembly design. The 
main purpose of collaborative design for assembly is to realize 
consistent and corporate decision-making bringing the 
evaluation and proof of product structure feasibility and 
product process assembly feasibility forward to adjust design in 
time. Thus, design quality can be raised and product 
development cycle time can be reduced. 
 
 
3.  COLLABORATIVE DESIGN MECHANISM  
 
3.1 Collaborative Design Process 
For complex products design, the general way is to divide 
product design task into a series of sub-tasks, and then assign 
them to suitable Task Design Unit (TDU) to accomplish; then 
the design result is sent to start up the downstream design. 
Every collaborative designer can do distributed concurrent 
independent work as well as synchronous negotiation and 
discuss. Top-Down design method is applied to complex 
products design. Firstly, function model is built according to 
product function demands and translated into structure model 
to complete initial design plan and structure sketch; then 
product design model driven by constraint is constructed, and 
design scheme that meets the function demands can be obtained 
by constraint solving. Product design task is divided into some 
sub-tasks based on function/structure model. Those sub-tasks, 
design objection and related parameter are sent to suitable Task 
Design Unit. 
 
1) Task Design Units (TDUs) 

Design sub-task of TDU is carried out by suitable and 
experienced designers in this field. Depending on initial 
product demand analysis/conceptual design and structural 
design, designers of each distributed Task Design Unit 
organize design resources and work on their part of the 
product using their own particular ways to complete their 
respective design sub-tasks, according to the parameter and 
design objection sent by sever. Relations among those TDUs 
are both independent and interactional: design sub-task of 
which each TDU takes charge of is independent in function 
or structure; but on the other hand, there are coupling 
relations among those TDUs, which means that some design 

variable of one TDU must satisfy constraints in some other 
TDUs.  

2) Static interference detection 
Purpose of static interference detection is to analyze 
structure feasibility. In current study, interference detection 
algorithm could be roughly divided into two types: space 
decomposition approach[6-8] and bounding box[9-11]. The 
idea behind bounding box is to approximate the object with a 
simpler bounding box that is a little bigger than the object. In 
this system model, an assembly-oriented multi-layer exact 
interference detection algorithm mentioned in literature[12] 
is introduced. It provides an effective method to resolve the 
intrinsic time complexity in interference detection. In 
building different interference detection layer, it speeds up 
interference detection by pruning away primitive pairs, 
which will not intersect clearly though rapid intersection test 
in former detection and just deal with those interferential in 
the former layer interference detection.  
If there is no static interference, it indicates that the product 
structure is feasible, and the next assembly feasibility 
analysis could be carried out by assembly sequence planning 
and simulation; otherwise, inform related TDUs to modify 
the design based on negotiation. The next assembly sequence 
planning and simulation are based on the feasible model 
obtained in this stage. 

3) Assembly sequence planning 
Assembly sequence planning (ASP) is an important research 
topic in DFA. Many researchers made their research in the 
assembly planning problem on the basis of De Fazioand 
Whitney’s[13] liaison graph. In particular, methods 
concerned expert systems[14,15], simulated annealing[16], 
Petri nets[17,18], neural networks[19,20], genetic 
algorithms[21,22] and ant colony algorithm[23] have been 
given more and more attention. 
 

For complex products, the number of possible assembly 
sequences may be too large to be handled efficiently with 
traditional methods. In fact, this is a NP-hard problem, so 
heuristic algorithms are frequently applied. An ant colony 
optimization strategy is introduced in this paper. Ant colony 
algorithm is a large-scale, highly constrained combinatorial 
optimization algorithm. It can generate the optimal assembly 
sequence because it considers many factors that affect assembly, 
such as assembly feasibility, parallel operation and assembly 
cost. In the algorithm of this paper, precedence relations among 
components are introduced to the searching algorithm; 
dynamical candidates set strategy based on precedence 
relations is adopted to constrain the search space of assembly 
sequence; penalty mechanism is used to help ants avoid the 
unfeasible sequence; state transition rule and local-global 
updating rule are defined to ensure acquiring of the optimal 
solutions.  
 
If there is no feasible assembly sequence, inform related 
designers to modify the design; otherwise, it shows that the 
design result is feasible. Flow chart of design is shown in Fig.1.   
 
3.2 Conflict Resolution 
Collaboration between different TDUs in complex products 
design involves both synchronous and asynchronous 
communication. It involves the ability of the different TDUs to 
work on their part of the project using their own particular 
ways yet being able to communicate with the other TDUs to 
bring about a common objective, the design of the product. 
Because of mutual influence between different design sub-tasks, 
conflict is difficult to avoid. Conflict is the essential 
phenomenon of collaborative design, and its resolution is the  
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Fig.1. Flow chart of collaborative DFA 

 
 
process of global optimization of the design. How to resolve 
conflicts to achieve design coherence is a crucial problem for 
collaborative design. Conflicts are resolved by combination of 
rule and negotiation in this paper. Key parameters of model in 
those interdependent design sub-tasks form a key parameters 
set, and are managed unifiedly on the server. All the parameters 
are also associated with their weight coefficient in different 
TDUs. In 3D digital modeling process, design variables that 
related to key parameters are restricted with the key parameters, 
and value of those parameters are set and sent by the server. 
When conflict happens, one TDU on the client can change a 
parameter’s value only when weight coefficient of the 
parameter in this TDU is the highest; when the other TDUs 
need to change the value, it must negotiate with the TDU in 
which the parameter’s weight coefficient is the highest, and if 
that TDU agrees, the value could be changed, otherwise, it 
should be resolved concertedly by the server. 
 
 
4. SYSTEM REALIZATION 
 
This system model is realized by C# and SQL Server2000. C# 
is a new programming language designed for building a wide 
range of enterprise applications that run on the .NET 
Framework. An evolution of Microsoft C and Microsoft C++, 
C# is simple, modern, type safe, and object oriented.  It has 
excellent function for distributed calculation. The 3D digital 
model is constructed on the CATIA platform, model 
information extraction and modification are carried out by 
CAA（Component Application Architecture）. CAA is the 
product expansion of Dassault Systems and the power tool of 
secondary development for clients. CAA can deal with the 
secondary development work simple or complex and it can 
integrate with the original system closely. It is very convenient 
for clients to use. The function of CAA is realized by Rapid 
Application Development Environment (RADE) and 
Application Programming Interface (API)[24]. 
 
Collaborative design system in this paper runs based on 
Intranet. By comprehensive use of resources of the whole 
Intranet, structure’s detailed design and assembly ability 
analysis are solved in the way of human-computer 
collaboration and human-human collaboration. The mainly 
framework of the system is shown in Fig.2. 

 
Fig.2. System framework 

 
The system includes one server and ten clients. Based on this 
system, many designs of complex products are carried out 
successfully by many design groups under distributed 
environment, and that shows the system model is efficient. 
 
 
5. CONCLUSIONS  
 
With the increase of product’s complexity and formation of 
network manufacture mode, study on assembly design 
technologies and platforms in a new mode become a hot topic 
in related fields. In this paper, approach of complex products 
collaborative design for assembly under distributed 
environment is studied based on research of key technologies 
of DFA, such as design method, structure feasibility and 
process assembly feasibility analysis. Then system model for 
complex products collaborative design is constructed on the 
Intranet, having many characteristic as follows: 1)supporting 
human-human collaboration, which means complex products 
collaborative design could be completed by multi design 
groups under distributed environment; 2) achieving 
human-computer collaboration by taking advantages of both 
traditional CAD system and intelligent optimization algorithm; 
3) optimization of products structure & process assembly--- 
optimizing components design in means of negotiation of 
TDUs and product process assembly utilizing intelligent 
assembly sequence planning. This system model provides a 
feasible way for design, communication and decision-making 
with multi-designers under distributed environment.  
Realization of multi-disciplinary and multi-fields collaborative 
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design on the Internet under distributed environment would be 
the emphasis in future works, in sake of economizing design 
cost and improve the overall performance of multi-fields 
complex products. 
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ABSTRACT 
 

In this paper, a new system project for the interconnections 
between the fixed telecom corporation and banks has been 
designed, which would help the fixed telecom corporation 
solve the problem in developing telephone auto-payment 
business from now. A new auto-payment business 
architecture and multi-layers application architecture as 
IN(intelligent network) mode are adapted ,and the 
coincidence & security management for the payment of the 
telecommunication services are realized in this project As a 
new added service, the telephone auto payment is also in 
practice. All off these would widely enlarge the foreground 
of application in e-commerce services.  
 
Keywords: Telephone Auto-payment, Architecture, 
Value-added Services, E-commerce 
 
 
1. INTRODUCTION 
 
The style of competition in telecom market is changing from 
struggleing for resources of network to supporting in the 
fields of businesses and services. How to get best to expand 
basic business in variouse way, to innovate increment 
business, and to find new increasing-point of profit is the 
theme which is thought by all telecom corporations. 
 
Aim to get ahead in the market.,almost every telecom 
corporations made cooperation with various banks Banks 
become the new way, on whichtelecom corporations  
develop their business. With their nature advantage in 
mobile phone payment, China Mobile Cor., China Unicom 
Cor. increased their investment on system construction in 
2004, and fetch “wallet of Mobile phone”, “As wish 133” 
prepay business, etc[1]. China Telecom Co. is actively 
exploring the new way of auto-payment with fixed telephone 
and PHS (personal handyphone system), especially with the 
nice trend on PHS business. They hope using their network 
resources more efficiently, engaging their twice-exploitation 
in the market of telephone to improve their benefit and to 
keep the economic increasing. 
 
We will discuss the problems in the points of telephone 
auto-payment system design and application foreground.  
 
 
2. BACKGROUND 
 
Now,building the connection between the telecom. 
Corporation and the banks is a simple thing. Connected with 
private lines,the business between them are simple,too. 
There is an only interface getting with the telecom billing 
system and taking on some simple interconnecting business. 

 

Telecom net 

Billing system 

Bank net 

Secret server1 Secret server2 

communicate server 

 
Fig.1. The actual connection between Telecom and Bank 

 
Company with the extended business between the Telecom. 
and the Bank, some problems will show out.. Such as the 
system is unable to support more and more 
Telecommunication services; unable to support the 
requirement of the trade security etc. 
 
So, we need surely to build new application architecture and 
standardize the data interface. Making use of the phone and 
platform of blance resources both from the Telecom and the 
Banks , We can make a kind of electric payment—phone 
model which is a new value-added telecommunication 
services–telephone auto-payment service.We also have done 
some researchment in the technology realization. 
 
 
3. DESIGN OF THE TELEPHONE 

AUTO-PAYMENT SYSTEM 
 
On the new design of our telecom. auto-payment 
platform ,we completely think about the demand of the 
business realization in future At the internal interface ,it is 
able to connect with the billing system, the integrated 
business support system,10000-number service system, the 
telecom Intelligent network(IN) platform,etc. It takes on the 
job to extend and makeup the function for the internal 
business supporting systems of the telecom corporation. At 
the external interface, it can connect with the partner banks. 
It also can connect with the agreement business partners and 
the custmors[2,3]. The graph of the connection in various 
platforms as follows: 
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Fig.2. The connection between telephone auto-payment 

platform and other platforms 
  
3.1 The Components of the Platform 
The primary components are DataBase Servers,Web 
Servers,Communication Servers, network equipments and 
security equipments. The whole system is designed and 
constructed assurely to keep the dependability on 
telecommunication level. The redundant mechanism is 
adopted in those key equipments. So we can assure the 
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system run uninterruptedly in 7x24 hours. 
 
Database server：Applying the dealing data management, log 
management. Either a PC server or a small computer is able 
to take on the work.Two node should be considered for the 
security.  
 
Web server：Realizing the Internet connection, applying the 
query for all the information. PC server is able to take on the 
work. 
 
Communicating Servers：At least two servers need to set. 
One for the outside communication with the bank or other 
application system. One for the inside communication with 
the telecom. systems such as the billing system,the IN 
system ,etc. PC server is able to take on the work,too. 

 
3.2 Telephone Auto-payment Business Architecture 
There are some original ideas of us in the auto-payment 
business architecture. We nearly solve the problem that the 
banks do not participate in this kind of business,  such as 
“mobile phone wallet”[4,5]. We cannot offer the fulfil 
services without the banks participating in. 
 
At prensent, the auto-payment business mode of telecom 
corporations is as follows: 
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Fig.3. The auto-payment business mode now 
 
The financing flow between the business company and the 
telecom corporation is: customers the telecom 
corporation the business company The partner of the 
business company. 
 
The above flow is doable in technology. Every participator 
can get more profit if the banks do not participate in this 
kind of business. But, there are some financial risks existing. 
In our new business architecture, we take participators from 
banks into account. The telecom corporation should 
cooperate with banks if they want to intervent electric 
payment services[6,7]. We should rebuild the auto-payment 
value chain. The new chain would be: 
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ig.4. The new auto-payment business mode 

 
The financing flow between the business company and the 
telecom corporation is: customers (banks )the telecom 
corporation the business company The partner of the 
business companys. 
 
In the new value chain, the telecom. corporation get the 
communication fee and some resource rent fee. Banks get 
bankroll,added-value of the account and some handling 
charge. 
 
To implement the new payment mode, we have to optimize 

the resource usage between the telecom corporation and 
banks in reason. That is why we should divide the jobs in 
their information tech platforms. It is important to depress 
the to much cost which banks may burdenmay in the 
auto-payment business. It has been considered deeply in our 
project. We setup virtual branch account at our telephone 
auto-payment platform. The main business process is 
completed by the telephone auto-payment platform, which 
can reduce the load of banks’ host computers, reduce the 
load of communication on the network, etc. So all the system 
cost is depressed. 

 
3.3 Layered Design of the Application Architecture 
The application architecture obeyes the all rules of the 
telecom operation supporting system frame. In the system, 
every section about technology, operation and architecture 
can support modularization, expansibility and loose-coupling. 
Also, the idea of the telecom IN (intelligent network) is 
adopted. The system is designed to be divided into three 
layers: shared business connected layer, independent 
function supporting layer and independent resource 
supporting layer [8]. 
 
business connected layer: It supplies the means and 
equipments for business connection. Such as E1, ISDN, 
No.1 signal, No. 7 signal and voice resources,etc. A lot of 
connecting means give the system strong ability to makeup a 
network. It can connect with public network and private 
network. It can connect with fixed telephone network, short 
message system , Internet,etc. So richful and colorful 
business are able to be realized in the system. 
 
function supported layer:  The business function.would be 
realized on it. which is logically layer between business 
connected layer and resource supported layer. It explain the 
business flow from business connected layer. It also 
schedule and manage all the resources of this system , the 
banks’ systems and others. It is able to supply some 
value-added services supporting environment. 
 
resource supported layer: It supply plenty function modules 
for choosing the resources of  outside data resources,inside 
data resources and business functions resources. The 
resource distribution strategy are designed. We can expand 
and optimize the resources conveniently. 
 
The three-layer architecture show the layered system 
designing idea. Between the layers,the standard protocol or 
the API enveloped mode are adopted. Every layer has 
relative independence. Shared business connected layer and 
independent function supported layer build the business 
process platform for the telephone auto-payment system. 
They have the characteristics of business-independent, 
stabilization, security and standard. The resource supported 
layer has the characteristics of expandability, optimizability. 

 
3.4 Standard Design of the Communication Interface 
To realize the auto-payment business,the platform may have 
interface  with many  outside and inside systems or 
communication equipments,.such as fix 
telephone,mobile,PDA ,etc. The uniform message format is 
strictly designed and followed. This can shield the defierence 
of the connecting systems or equipments. reduce the work 
for the program coding,testing and maintancing. The socket 
mode is adopted in the platform. It is decribed as follows: 
(1) Packet head control message: 
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struct PktCtlMsg 

{ 
unsigned long  dwLen;     // length of the packet 

       unsigned char  byFactory;  // factory code 
unsigned char   byProgID;  // process ID 
unsigned char byMorePkt;  
char   pCMD[10];  
long   dwStartNum;  
long   dwEndNum;  
long   dwRequestID;  
long   dwAnswerID;  
long  dwSeq;  
char  pRecSep[5];  
char  pFieldSep[5];  
long  dwReserved1;  
long  dwReserved2 ; 

}; 
(2)  packet body structure 

struct PktMsg 
{ 
struct  PktCtlMsg  CtlMsg;  // Packet control 
message 

short  errorcode;           //0：success, others: fail 
char   datatrans[1];        //transfer data 
}; 

 
 
4. APPLICATION FOREGROUND 
 
The telephone auto-payment platform is based on the 
designing idea which is cross-vocation cooperation and 
resource integration. It is predictable that the platform can 
mainly achieve tow goals after the platform combined 
different telecom operation support system with the credit 
card system. 
 
(1) The basic telecom services change to E-buisness mode. 

It would satisfy with the requirement of developing 
telecom    business by fully use every channel 
resources, and consummate bank charging act as an 
agent for the fixed telecom corporation. Only with a 
credit card, the customer can enjoy the different 
services supplied by the telecom corporation like local 
call, long distance call, IP phone, online, fee, recharge 
etc. It can also realize short financial messages 
releasing for PHS, E-phone. 

(2) It can exert the advantage of mobile calling of PHS 
and oper address information of fixed telephones 
owned by fixed telecom corporations. Phone charging 
with bundled bankcard would be true. Customers can 
make real time consumption and payment by select 
productions with dealing the corresponding phone 
number. In the beginning it will mainly supply  

 
Auto-payment with deferent game points, even B2B 
(business to business) mode as productions distribution like 
cigarette and drinking,etc. 
 
 
5. CONCLUSIONS 
 
The telephone auto-payment platform would be the most 
important expanding operation and service means of telecom 
corporations. Telecom corporations can directly share the 
resources belong to banks like shop points, customers, 
human and technology. It would change the basic telecom 

businesses to E-buisness mode, explore application 
foreground more widely to phone-business and 
electronic-business.  
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ABSTRACT  
 

PETSc platform is used as the parallel solver for the complex 
3D Helmholtz equations in Chinese GRAPES atmosphere 
model. With different Krylov subspace methods and 
preconditioners, we have made numerical experiment for 
several discrete dimensions. Numerical tests shows that the 
PETSc tools is an efficient parallel solver library for the 
difficult 3D Helmholtz equations. 
 
Keywords: Parallel Computing, PETSc, GRAPES, Helmholtz 
equation 
 
 
1.  PREFACE 
 
1.1 PETSC 
PETSc (Portable Extensible Toolkit for Scientific Computation) 
is developed in American ARGONNE NATIONAL 
LABORATORY, which has evolved into a powerful set of tools 
for the numerical solution of partial differential equations and 
related problems on high performance computing. PETSc is 
based on MPI parallel library and some mathematics packages, 
such as BLAS and LAPACK, which is a extending parallel 
linear, non-linear equation solving tool and time stepping 
environment. It use object oriented technology which offered 
gigantic flexibility to users. PETSc is a complex muster of 
software tools, including many kinds of libraries (like class in 
C++), PETSc library could be used in application codes 
compiled by FORTRAN 、 C 、 C++, which offer many 
mechanism needed in parallel application code like parallel 
matrix and vector gathering program. 
 
The object KSP is the heart of PETSc, it provides uniform and 
efficient access to all of the package’s linear system solvers, 
including parallel and sequential, direct and iterative. KSP is 
intended for solving nonsingular systems of the form 

,bAx =   
where A denotes the matrix representation of a linear operator, 
b is the right-hand-side vector, and x is the solution vector. 
 
1.2 Grapes  Helmholtz  Equation 
GRAPES (Global and Regional Assimilation Prediction 
Enhanced System) atmosphere model is the new generation of 
nonhydrostatic compressible forecast model, and it is a 
self-dependent model developed by the Chinese Agency of 
Meteorology.  The semi-implicit semi-Lagrangian time 
stepping in this model make it necessary to solve a three 
dimension Helmholtz equation efficiently, which is very 
complicated with variable coefficients and cross derivative 
terms. The continuum and discrete form of this equation is very 
complex, and make it a intractable problem to solve. In all 
other nonhydrostatic atmosphere models in the world, the 
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Helmholtz equations is also the computation bottleneck, and till 
now there is no good final method for it. 
 
With 19 points finite difference scheme, the discrete matrix 
form of 3-D Helmholtz equations involve three space layers: 
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 Fig.1. Three space layers of  3-D Helmholtz equations 
 
 
2. NUMERICAL METHOD 
 
This article only  made numerical test for regional ideal field. 
Global model would be different due to boundary handling. If 
space grid point of discrete  is lnm ×× , we could simpely 
map the grid points connectings to imitating 19 diagonal matrix 
A according to i, k, j direction: )()( lnmlnm ××∗××  
 
This article adopt three groups of data to make test, whose 
coefficient matrix A and right-hand-side b are produced by 
GRAPES real data. The data size is: 19285*19285, 
39672*39672  and  82080*82080. 
 
Use abundant Krylov subspace mothed and preconditioning in 
PETSc library to solve bAx = , the key point is the 
initialization of sparse matrix. The number of non-null of the 
above three groups data is as:326571、598251、1301935，
directly use MatSetValues() function and endow non-null with 
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value in A.When use PETSc’s -log_summary running should 
choose to statistic solution performance.  
 
Numerical value test is got in a small cluster (have 4 nodes，
Each node is double core IA64 CPU and 1.0G memory). 
PETSc related parameters are: 

a) maximum iterations=10000 
b) initial guess is zero 
c) tolerances: relative=1e-16  
d) absolute=1e-50 
e) divergence=10000 
f) left preconditioning 
g) Using Petsc Release Version 2.3.1 

 
Following the code we show a few of the most important parts 
of this program. 
 
PROGRAM  grapes_petsc 
… 
/* Initializes PETSc and MPI  */ 
call PetscInitialize(PETSC_NULL_CHARACTER,ierr) 
… 
/* Compute the matrix and right-hand-side vector that define 
the linear system, Ax=b.  */ 
call set_A_petsc(a_helm,A,ierr,ids,ide,jds,jde,kds,kde,ims,  & 
ime,jms,jme,kms,kme, its,ite,jts,jte,kts,kte) /* Creat matrix. */ 
call set_b_petsc(b_helm,b,ierr,ids,ide,jds,jde,kds,kde,ims,   & 
ime,jms,jme,kms,kme, its,ite,jts,jte,kts,kte) /* Creat vectors. */ 
… 
/* Create linear solver and set various options . */ 
call KSPCreate(PETSC_COMM_WORLD,ksp,ierr) 
call KSPSetOperators(ksp,A,A,                      & 

DIFFERENT_NONZERO_PATTERN,ierr) 
call KSPGetPC(ksp,pc,ierr) 
call PCSetType(pc,PCJACOBI,ierr) 
call KSPSetTolerances(ksp,tol,                       & 

PETSC_DEFAULT_DOUBLE_PRECISION,       & 
PETSC_DEFAULT_DOUBLE_PRECISION,10000,ierr) 

call KSPSetFromOptions(ksp,ierr) 
/* Solve linear system */ 
call KSPSolve(ksp,b,x,ierr) 
… 
/* Free work space. */ 
call VecDestroy(x,ierr) 
call VecDestroy(b,ierr) 
call MatDestroy(A,ierr) 
call KSPDestroy(ksp,ierr) 
call PetscFinalize(ierr) 
 
END 
 
/* About subroutine set_A_petsc and set_b_petsc. */ 
SUBROUTINE set_A_petsc(a_helm,A,ierr,ids,ide,jds,jde, & 

kds,kde,ims,ime,jms,jme,kms,kme, its,ite,jts,jte,kts,kte) 
… 
   /* Create matrix A */ 
call MatCreate(PETSC_COMM_WORLD,A,ierr) 
call MatSetSizes(A,PETSC_DECIDE,PETSC_DECIDE,n, & 

n,ierr) 
call MatSetFromOptions(A,ierr) 
call MatGetOwnershipRange(A,IIstart,IIend,ierr) 
call MatSetValues(A,1,nn,1,mm(l),a_helm(l,i,k,j),        & 

INSERT_VALUES,ierr) 
… 
   /* Assemble matrix A */ 
call MatAssemblyBegin(A,MAT_FINAL_ASSEMBLY,ierr) 
call MatAssemblyEnd(A,MAT_FINAL_ASSEMBLY,ierr) 

… 
END SUBROUTINE set_A_petsc 
 
SUBROUTINEset_b_petsc(b_helm,b,ierr,ids,ide,jds,jde,   & 
kds,kde, ims,ime,jms,jme,kms,kme, its,ite,jts,jte,kts,kte) 
… 
  /* Create the right-hand-side b. */ 
call VecCreate(PETSC_COMM_WORLD,b,ierr) 
call VecSetSizes(b,PETSC_DECIDE,n,ierr) 
call VecSetFromOptions(b,ierr) 
call VecSetValues(b,1,nn,b_helm(i,k,j),                 & 

INSERT_VALUES,ierr) 
… 
  /* Assemble the right-hand-side */ 
call VecAssemblyBegin(b,ierr) 
call VecAssemblyEnd(b,ierr) 
… 
END SUBROUTINE set_b_petsc 
 
 
3. NUMERICAL RESULT AND ANALYSE 
 
We use 

sT  to stand for 1CPU’s running time,
pnT stand for n 

CPU parallel running time(
sp TT =1
), )( pnsn TnTS ×=  stand 

for the coefficient of n CPU parallel running to 1CPU . 
Below is the running time stastics under three different 

data scale, and under different Krylov subspace and 
preconditioning. In the table: GMRES/JACOBI stand for 
JACOBI preconditioning when use GMRES subspace method. 

 
Table 1. Running time when A size is 19285*19285 

 Tp1 Tp2 Tp4 Tp8 
GMRES/JACOBI 4.818E+01 1.742E+01 5.336E+00 4.156E+00
GMRES/SOR 3.879E+01 1.360E+01 3.555E+00 2.579E+00
CR/JACOBI 7.452E+01 4.054E+01 2.501E+01 2.889E+01
CR/SOR 1.200E+03 9.037E+02 7.159E+01 2.000E+01
BICG/JACOBI 3.881E+01 1.535E+01 4.932E+00 4.373E+00
 

Table 2. Running time when  A size is 39672*39672 
 Tp1 Tp2 Tp4 Tp8 
GMRES/JACOBI 2.956E+02 9.616E+01 2.200E+01 1.200E+01
GMRES/SOR 2.789E+02 8.781E+01 1.750E+01 8.558E+00
CR/JACOBI 3.897E+02 1.403E+02 5.010E+01 4.411E+01
CR/SOR 5.579E+02 4.048E+02 3.577E+01 2.138E+01
BICG/JACOBI 2.878E+02 8.319E+01 1.837E+01 9.541E+00

 
Table 3. Running time when  A size is 82080*82080 

 Tp1 Tp2 Tp4 Tp8 
GMRES/JACOBI 1.399E+03 3.783E+02 1.144E+02 2.638E+01
GMRES/SOR 1.376E+03 3.666E+02 8.989E+01 2.266E+01
CR/JACOBI 1.439E+03 4.042E+02 1.141E+02 3.671E+01
CR/SOR 1.442E+03 4.026E+02 1.086E+02 3.939E+01
BICG/JACOBI 1.388E+03 3.751E+02 9.322E+01 2.490E+01
 
Through analysing above three table we could get：when use 
GMRES/SOR we could always get minimum computation time 
for different data size under different computation size, 
CR/SOR single CPU running time reach same scalar level as 
80280*80280 under data size :19285*19285, computation time 
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is long when use CR Krylov subspace method, GMRES 
comparatively shorter. 
 

Table 4. GMRES/JACOBI 
nS  under different data size 

 1CPU 2CPU 4CPU 8CPU
A82080*82080 1.000 1.849 3.057 6.629 
A39672*39672 1.000 1.534 3.359 3.079 
A19285*19285 1.000 1.383 2.257 1.449 
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Fig.2. GMRES/JACOBI is the nS  corresponding figure under 

different data size 
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Fig.3. MRES/SOR is the nS  corresponding figure under 

different data size 
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Fig.4. BICG/JACOBI is the nS  corresponding figure under 

different data size 
 

For most Krylov subspace method and preconditioning , bigger 
question size, bigger nS ; Good comparative coefficient could 
get in handling big questions when many CPU are used at the 
same time.  CR/SOR is not suitable for solving  GRAPES 
mode Helmholtz equation , theoretically CR subspace method 
require matrix A to be symmetry and positive , obviously 
GRAPES mode Helmholtz equation is not completely 
symmetry and positive. 
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Fig.5. CR/JACOBI is the nS  corresponding figure under 

different data size 
 

Table.5. CR/SOR nS  under different data size 

 1CPU 2CPU 4CPU 8CPU 
A82080*82080 1.000 1.791 3.320 4.576 
A39672*39672 1.000 0.689 3.899 3.262 
A19285*19285 1.000 0.664 4.191 7.500 
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Fig.6. CR/SOR is the nS  corresponding figure under different 

data size 
 
 
4.  SUMMARY 
 
The PETSc packages make it convenient to use Krylov 
subspace and preconditioning with no need to consider the 
details of implementation. We could directly appoint in running 
which reduced the job of program runner greatly and shortened 
the development cycle time. At the same time PETSc offer 
support to FORTRAN、C and C++ which offered gigantic 
flexibility to users. At present, more and more application 
programs are developed under PETSc, which shows the high 
efficiency of PETSc in solving differential equation. GRAPES 
dynamic mode is a massive data imitating questions which is 
the advantage of PETSc. We could make good use of PETSc to 
offer abundant Krylov subspace iterative method and 
preconditioning to solving core differential equation group in 
GRAPES for users. 
 
GRAPES dynamic model is using GCR method to solve 
Helmholtz equation at present. While PETSc library didn’t 
offer support to GCR method directly，but the open source code 
and expansibility of PETSc make it easy to extend. The high 
efficiency, flexibility and expansibility of PETSc in solving 
differential equation would surely play bigger and bigger role 
in GRAPES. 
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ABSTRACT 
 

The rapid development of information technology and evolving 
of management concepts, poses big challenges to small and 
medium-sized enterprises (SMEs), due to their limited human 
resources, limited capital resources and less developed 
infrastructure. This paper proposes a hierarchical model for IT 
strategic planning based on companies’ objectives and current 
status. It then discusses detailed general considerations for 
SMEs’ IT strategy planning, so that SMEs can use them easily 
to identify their critical needs and decide their IT strategies. 
 
Keywords: SMEs, Strategic Planning, IT Applications, 
Planning Method 

 
IT application has become an important component of China's 
information strategy. It is an important means to enhance the 
competitiveness of enterprises. Facing the fierce market 
competition, SMEs should be aware of the important role of 
information technology. Information technology could help 
SMEs expand their viability, enhance their ability in 
technological innovation and market competition. With the 
promotion and support of all sectors of society, more and more 
SMEs are beginning to understand the value of information 
technology, and apply IT in enterprises. But more and more 
fashionable terms emerged recently in IT field, from website, 
OA to ERP, CRM, SCM, etc, which has given much more 
difficulties to SMEs in IT applications. Also, the failure of IT 
applications in some leading companies created a huge negative 
impact on other enterprises. Under the constraints of finance and 
human resource, SMEs are generally ignorant with the 
following issues, such as when do SMEs apply IT?  Which 
field should be the first one to apply IT? How to combine IT 
with business? How to form a long-term IT strategy to ensure 
that IT strategy coordinate with business objectives? These 
issues have become realistic problems stare SMEs in face, yet to 
be resolved. There is no time to delay to conduct study on IT 
application in SMEs from the strategic angle. 

 
 

1. RELATED RESEARCH REVIEW 
 
There are extensive and in-depth research theories about IT 
application and Information Technology Planning. Such as 
Stages Theory of IT management by Richard L. Nolan[1],  
Nolan’ s model defines the absorption process of IT in 
enterprises, and gives characteristic of IT at various stages; 
IBM's Business Systems Planning (BSP)[2] is a summary of 
information systems development practice; William R. King’s 
Strategy Set Transformation (SST)[3] give us a transformed 
method from enterprise objectives to IT objectives; Professor 
John Rockart gave Critical Success Factors(CSF) in late 
1970s[4]; Applegate and McFarlan and other scholars gave a 
method called Strategic Grid(SG) in the early 1980s[5], this 
method can diagnose and analyze the role of IT with a grid; In 
his 1985 book Competitive Advantage, Michael Porter 
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introduced a generic value chain model to analyze value chain, 
namely Value Chain Analysis (VCA)[6]. This method considers 
business value chain as core, considering internal and external 
environment to plan information systems, in order to obtain a 
strategic advantage with information technology. These theories 
and methods are summary of IT application practical experience, 
can guide Chinese enterprises using IT to enhance their abilities. 
 
With the expansion of IT application in enterprises, more and 
more experts and scholars participate in the research of IT 
application theory and practice. Huacheng XUE[7]-[8] conducts 
some studies on the IT planning methods and portfolio tactics 
with his students, and sort various planning methods into four 
categories according to their character: data center, 
decision-making center, business process center and project 
center, and sort these methods into four categories according to 
the integration process: Bottom-Up, Top-Down, Inside-Out and 
Middle-Out. Yulin ZHANG [9] give a new analytical 
framework for strategic planning based on various existing IT 
planning methods. Lingling ZHANG and Jian LIN [10] base on 
previous theoretical results, combine with the implementation of 
China's IT application in enterprises, give a framework of IT/IS 
strategic planning. These studies also can give some guidance to 
IT application in enterprises. 

 
However, previous studies and researches are all general 
practice, paid little attention to SMEs. This paper proposes an IT 
strategic planning framework for SMEs, and gives a clear 
appropriate planning method to guide SMEs in their IT 
applications.  

 
 

2. AN ANALYTICAL FRAMEWORK OF IT 
STRATEGY FOR SMES 

 
Firstly, we will analyze the characteristics of IT application in 
SMEs before the research on strategic planning framework of IT 
applications for SMEs. Characteristics of IT application in 
SMEs are determined by characteristics of SMEs. SMEs’ 
characteristics can be understood from two aspects: advantages 
and disadvantages. There are many theories analyzed the 
advantages of SMEs, and the large-scale ending theory [11] has 
the greatest influence. This theory considers that the diversity 
and individuality of consumption structure leads to the 
prevalence of small batch production methods. SMEs are more 
flexible than traditional large-sized enterprises to adapt this 
mode of production. At the same time, SMEs’ have 
disadvantages of smaller scale, less capital and weaker 
risk-resisting ability, lack of technology and human resources, 
lower level of internal management, and unstable organization 
structure, etc. 

 
All these characteristics require SMEs’ IT applications to be 
right to the critical point, less investment, effective and low-risk. 
Therefore, in order to meet the overall requirements, IT 
applications in SMEs must be based on their current situation, 
building up their systems with mature technologies, instead of 
catching up with advanced technology and development trend. 
Secondly, IT application in SMEs should balance the immediate 
needs with future plans. Thirdly, SMEs should realize the 
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balance between the flexibility of their business and the 
criterion of IT applications. Fourth, SMEs should begin their IT 
applications in their operational bottleneck and the fields that 
are needed most.  

 
Based on Strategic Management Theory and previous theories 
and methods of IT strategic planning, combine with the 

characteristics of SMEs, we propose a hierarchical framework 
of IT strategy planning, as shown in Fig.1. Under this 
framework, SMEs should obtain a clear perceive about the 
relationship between business strategy and IT strategy, should 
identify the important factors in IT applications. This 
framework intends to provide a practical guide to SMEs to set 
up their IT applications. 
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Fig.1. IT Strategic Planning Framework for SMEs 

 
In this framework, we divide IT strategic planning into two 
levels: business planning and information technology planning. 
IT strategy should be based on and consistent with business 
strategy. Therefore, IT strategy planning should be based on 
business planning to ensure that IT supports the development 
goals of enterprises. An enterprise should consider its internal 
and external environment when it plans its business strategy. 
And also, an enterprise should consider its internal and external 
IT environment when it plans IT strategy. An appropriate IT 
strategy can reflect business direction, and successful 
implementation could make information technology into real 
play. Thus, there is a two-level implementation of IT strategy in 
this framework. These two levels constitute a complete IT 
strategic planning framework, can provide practical guidance to 
SMEs.  

 
Business planning and implementation of IT strategy form the 
related environment for IT planning. This model reflects the 
location of IT planning in the management of enterprise more 
clearly, and points out the influencing factors and related factors 
of IT strategy and the content of IT strategy of SMEs. 

 
 

3. GENERAL CONSIDERATIONS OF IT 
STRATEGIC PLANNING FOR SMES 

 
Under the IT Strategic Planning Framework for SMEs, we 
propose a general method of IT planning for SMEs (as shown in 
Fig.2). It combines with the advantages of the existing IT 
planning theories and methods, and also considers the special 
needs of SMEs. Under the resources restriction, information 
technology and information systems should be chosen carefully 
for every SMEs. 

Conducting IT planning, the SME must have an in-depth 
understanding of the business strategy. Otherwise IT strategy 
would deviate from the correct direction easily, and bring losses 
to the enterprise. Business strategy is the basis of IT strategy, 
and well understanding of business strategy, SME could get a 
clear strategic vision and mission. 
 
The internal IT environment of SME include IT infrastructure, 
existing information systems and quality of staff. It can be 
considered as its ability of conducting IT strategy. IT 
infrastructure means the existing computers, networks and other 
hardware equipment. Appropriate and up to date infrastructure 
can reduce further investment, and this is especially important 
for SMEs. Existing information systems are difficult parts 
because SMEs will have to decide to keep them as a part of the 
future system or to throw them away. Although keeping them 
can save cost on the surface, it may cause problems of sharing 
data with other modules later and limit the capability of future 
system due to the limitations of this existing system. However, 
no matter whether the existing hardware or software useful to 
the new system, good existing systems often indicate that the 
organization may have good and capable IT staff, and this is a 
very good and important start point for the new system. The 
quality of staff is also an indicator of SME’s ability of 
conducting IT strategy. If the staffs have higher quality, the 
SME can have greater possibility of ensuring the success of IT 
strategy. SMEs usually have constraints in staff, so this is an 
important factor to consider before setting up an ambitious plan. 
IT ability directly affect the choice of IT application objectives. 
An enterprise with higher IT abilities can choose a more 
integrated system, while an enterprise with lower IT abilities 
should start its IT application from the very beginning, and give 
the employees a certain amount of time to practice to enhance 
their IT capabilities. 
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    Fig.2 General Considerations in IT Planning for SMEs 

 
The external IT environment of SME include IT industry and 
related enterprises. Analyzing best practices, products and 
services and development trend of IT industry, analyzing the IT 
applications state of competitors, suppliers and customers, the 
enterprise can find out what is available on the market, what is 
useful now and what will be useful, and understand external 
needs, so as to help the company to choose appropriate IT or IS. 
Since SMEs are vulnerable to risks, they should choose more 
mature technologies rather than adventuring ones.  
 
The operational aspects of SME include designing/producing, 
marketing/sales, procurement/inventory, financing and human 
resource, etc. Analyzing operational aspect bottleneck can find 
out which area should be the first one to apply IT, and then the 
second, etc., make its IT application to be "accurately and 
precisely".  
As we all know, the greatest disadvantage of SMEs is lacking of 
various resources, including funds, human resources, etc. These 
resource constraints make the most serious influence to IT 
applications in SMEs. Thus, analyzing the restriction of 
resources is extremely important to SMEs.  
 
Through strategy understanding, IT status evaluation, IT gap 
analysis, IT needs analysis, operational bottleneck analysis, 
restriction analysis and priority scheduling, the enterprise could 
get a clear IT strategy to guide its IT application. This IT 
strategy consists of mission/vision of IT application, long-term 
objectives and short-term objectives, application fields, IT 
governance model, IT structure and implementation plan, etc. 
Under the guidance of IT strategy, SMEs can have a clear view 
of their IT application and make sure the success of these 
applications.  
 

4. CASE STUDY 
 
As we all know, the practice is the sole criterion of truth. 
Through the analysis of actual cases, we can test the 
applicability of this framework and model. In this part, we use 
the proposed strategic framework and model to analyze the IT 
strategies of Company A and company B, in order to discuss the 
applicability of the proposed framework and model.  
 
4.1 Company A 
Company A was founded in 2003. This company is a 
Sino-foreign joint venture, with registered capital of 610,000 
U.S. dollars. At present, it has 170 employees, of whom 15 are 
management. This company mainly produces hydraulic joints 
and other products. The categories of its products are more than 
800 kinds. This company has a monthly production of 
300,000-400,000 pieces, and its products are mainly exported to 
the United States and Britain. It has stable customers, and its 
sales income was about 17 million in 2004.  
 
According to the proposed framework and model，we give a 
depth analysis of this company and get its IT strategy as 
follows:  
 
The mission/vision of IT applications is to breakthrough its 
business bottleneck. The short-term goal is to achieve a single 
functional IT application to manage the data of its products, and 
the long-term goal is to achieve the enterprise's internal 
information integration, ERP systems can be considered. These 
information systems need 10-20 thousands, and Company A can 
afford. This IT strategy can meet its immediate needs, and also 
takes its future needs into account. 
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This case proves the feasibility of the proposed framework and 
model.  
 
4.2 Company B 
Company B was founded in December 1994. This company is a 
state-owned enterprise producing electronic products and 
integrated electronic energy-saving lamps, with registered 
capital of 9.15 million. It has a total of more than 700 
employees, with a monthly production of 1.5 million lamps and 
5 million ballasts. 80%-90% of its products are exported to 
abroad. Its sales income achieves 250-300 millions since 2002. 

 
According to the proposed framework and model，we give a 
depth analysis of this company and get its IT strategy as 
follows:  
 
The mission/vision of IT applications is to create competitive 
business advantage. The short-term target is to achieve the 
transformation from IT applications in functional department to 
the whole enterprise, can choose ERP, CAD, CAM, CAI, etc. 
This strategy must consider the integration of existing systems 
and the new systems. The long-term goal is to achieve the 
integration with external related enterprises, CRM is a best 
choice. These information systems need 30-50 thousands, and 
Company B can afford.  
 
Under the guidance of this strategy, Company B conducted its 
own information technology applications. So far, its information 
systems run very well, and improve the efficiency of the SME. 
This proves the applicability of the proposed framework and 
model.  
 
 
5. CONCLUSIONS 

 
Base on previous research, we gave a hierarchical framework of 
IT strategic planning and detailed considerations for IT planning 
for SMEs. Under the guidance of these framework and method, 
SMEs can identify critical needs and key application areas 
according to business goals, operational aspects and 
management status.  

 
IT applications in China's small and medium-sized enterprises 
have made certain achievements, but there is still a long way to 
go. The external environment surrounding them still has 
problems that hindering the process of IT application in SMEs. 
Except their own efforts, more helps from the government and 
other sources would do a lot good to their improvement. A 
discussion of input from other sources will also benefit this 
topic. 
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ABSTRACT 
 

The increasing use of IT has resulted in a need for evaluating 
the productivity impacts of IT. One of the difficult challenges 
facing management and researchers today is how to justify 
costly investments in information technology (IT). This paper 
presents an approach to investigating the effects of IT on 
technical efficiency in a firm’s production process through a 
two-stage analytical study. In the first stage, We demonstrate 
how a mathematical programming technique called Data 
Envelopment Analysis (DEA) can be used to evaluate the 
efficiency of IT investments. A nonparametric frontier method 
of DEA is employed to measure technical efficiency scores for 
the firms. The second stage then utilizes the Tobit model to 
regress the efficiency scores upon the corresponding IT 
investments of the firms. Statistical evidence is presented to 
confirm that IT exerts a significant favorable impact on 
technical efficiency and in turn, gives rise to the productivity 
growth that was claimed by recent studies of IT economic value. 
Practical implications are then drawn from the empirical 
evidence.  
 
Keywords: Information Technology (IT), Performance, 
Technical Efficiency (TE), Data Envelopment Analysis (DEA), 
Productivity Paradox. 
 
 
1. INTRODUCTION 
 
Information technology (IT) is re-shaping the competition 
environment. IT necessitates the establishment of new 
competition rules that focus more on speed, quality, 
productivity, efficiency, and customer orientation. Businesses 
are spending more than ever on IT-related expenditures. For 
almost two decades, top management has been wondering if IT 
spending is worthwhile [15]. The issue of measuring IT returns 
has become even more pressing because the expenditures on IT 
equipment and service activities have skyrocketed. Remenyi et 
al. [13] identified several reasons why management needs to 
scrutinize IT spending. Firstly, the amounts of financial 
resources invested in IT are substantial and they are thus very 
likely to supplant other capital spending. Secondly, IT 
investments are seldom tied to the revenue-generating or 
profit-making aspects of the business and as a result, 
management may not readily agree to IT’s value, contribution, 
or performance. Thirdly, IT investments have frequently been 
perceived as high risk, compared with other traditional capital 
budgets. 
There have been several attempts in the past to assess the 
impact of information technology on firm performance that 
have yielded conflicting results. Researchers have been unable 
to conclude that IT spending by an organization results in 
increases in key performance indicators. A number of studies 
on the “productivity paradox” have found a positive 
relationship between IT investment and firm performance [4, 5]. 
The research at the industry level has yielded mixed results [2, 
6]. 
 

This is partly due to the fact that IT is indirectly linked with 
firm performance. Kauffman and Weill [21A] suggest using a 
two-stage model to incorporate the intermediate variables that 
link the IT investment with the firm performance. Wang et al. 
[16] utilize Date Envelopment Analysis (DEA) to study the 
marginal benefits of IT with respect to a two-stage process in 
firm-level banking industry. As a consequence, the issue of how 
to justify expensive IT investments and substantiate IT’s 
benefits has become important. 
 
There are several ways to define and measure IT’s business 
value. The first type of performance measures that managers 
understand and may prefer are financial, such as revenues, 
profits, sales growth, return on assets, return on investment, 
return on equity, and so on ([3, 7, 11]). Strassmann (1990), 
however, contends that this bottom-line type of financial 
metrics may not serve well as valid performance measures to 
reflect IT’s true benefits [15]. 
 
A different line of empirical studies considers the intangible IT 
benefits that were previously overlooked. These focus on user’s 
perceptions, such as acceptance and satisfaction, and try to 
capture the effect of various user behavioral and psychological 
constructs, like participation and attitudes, on the successful 
outcomes of IT/IS projects [9]. These approaches, however, 
offer no direct links with IT’s business value. A framework for 
assessing the relationship between information technology 
investments and firm performance is shown in Fig.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. A framework for assessing the relationship between 
information technology investments and firm performance 
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analysis (DEA) to construct a nonparametric production 
frontier and measure the scores of technical efficiency. In the 
second stage, the efficiency scores are treated as a dependent 
variable and regressed upon the corresponding IT investments 
to examine whether IT has a positive influence on technical 
efficiency. 
 
The current study uses DEA as the fundamental tool for the 
following reason. First, in performance evaluation, the use of 
single measures ignores any interactions, substitutions or 
tradeoffs among various firm performance measures. DEA has 
been proven effective in performance evaluation when multiple 
performance measures are present [17]. Second, DEA does not 
require a priori information about the relationship among 
multiple performance measures. DEA estimates the efficient 
frontier from the observations. Third, a number of studies about 
the IT impact on firm performance have successfully used DEA 
[14, 16]. 
 
 
2. METHODOLOGIES 
 
2.1 Theory of Production 
Firms operate in an exceedingly complex environment, with 
myriad factors influencing their operations. Their performance 
is also multidimensional, measurable by many different gauges. 
Although all this complexity cannot be modeled completely, we 
believe the framework presented here is reasonably 
comprehensive, and allows us to pose the following research 
questions:  
(1) Is the gestalt approach valid-that is, can we better capture 

the relationship between an aggregate of investment 
measures (both TT and non-IT) and a set of firm 
performance measures (in lieu of individual variables)?  

(2) How are IT investments related to a firm's market value? 
Market share? Sales? Assets? Equity? Income? What 
about non-IT investments (labor and capital)? Do these 
effects vary by industry sector?  

(3) What is the impact of computer capital versus 
noncomputer capital on firm performance? 

 
A firm utilizes different kinds of resources (inputs) and 
produces tangible goods or intangible services (outputs) to 
satisfy the needs of its customers. The inputs are also termed 
production factors and usually include capital, labor, materials, 
etc. The transformation of inputs into outputs is a production 
process. The production frontier, which characterizes the 
relationship between inputs and outputs, specifies the 
maximum output achievable by employing a combination of 
inputs. The distance between the maximum output (or the 
production frontier) and the actual output is regarded as its 
technical inefficiency. 
 
Technical efficiency is concerned with getting more out of 
input resources with an extant production technology. In this 
regard, technical efficiency focuses on either the output side or 
the input side of a production process. An indicator of technical 
efficiency can thus be actual output versus expected output 
(given some input amounts) or resources actually consumed 
versus resources expected to be consumed (for producing a 
certain level of output). Productivity indicates the effective use 
of overall resources, without implying any production 
technology. Productivity evaluates what come out of the 
production process against what are consumed to produce them. 
Productivity growth is then measured as a set of successive 
indices that compared outputs to inputs. A crucial connection 
between technical efficiency and productivity can be 

established: productivity growth is a composite index of the 
change in technical efficiency and the shift in the production 
frontiers [10]. 
Productivity growth=technical efficiency change × technical 
change 
 
There are two different approaches to measuring technical 
efficiency: parametric and nonparametric production frontiers. 
The parametric approach requires the assumption of a 
functional form (e.g. Cobb–Douglas) to be made for the 
production frontier; it uses the statistical estimation to estimate 
the coefficients of the production function as well as the 
technical efficiency. Nonparametric production frontiers are 
based on mathematical programming and do not make any 
assumptions about the functional form. The data points in the 
data set are compared with one another for efficiency. The most 
efficient observations are utilized to construct the piece-wise 
linear convex nonparametric frontier. As a result, 
nonparametric production frontiers are employed to measure 
relative technical efficiency among the observations. 
 
2.2 Research Methodologies and Hypothesis 
DEA was initiated by Charnes, Cooper, and Rhodes (CCR), and 
their original model assumed constant returns to scale in the 
production process. Banker, Charnes, and Cooper (BCC) [1] 
later proposed an alternative model that can handle the more 
flexible case of variable returns to scale. There are several 
inputs Xi (capital and labor, plus an optional IT spending) and 
one output Y. For any specific firm k, the BCC model is 
employed to measure the scores of technical efficiency as 
follows:  
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where n is the number of firms, and s is the number of inputs. 
 
The purpose of this paper is to introduce to the IT literature a 
new framework for evaluating investments in IT based on a 
mathematical programming technique called Data Envelopment 
Analysis (DEA). DEA is an approach that evaluates the relative 
efficiency of peer units with respect to multiple performance 
measures. In DEA, the units under evaluation are called 
decision making units (DMUs) and the performance measures 
are grouped into inputs and outputs. DEA is particularly useful 
when the relationships among the input and output measures 
are unknown.  
 
To illustrate, the six DUMs plotted in Fig.2 require various 
amounts of two inputs to produce a specified level of a 
common output. In Fig. 2, DMUs A, B and C make up the 
efficient frontier and are considered efficient. DMU E is not 
considered efficient because while it requires the same amount 
of Input 2 as DMU B to produce the specified output, it 
requires more of Input 1. Likewise, DMU F require more of 
Input 2 and DMU G requires more of both inputs to produce 
the specified output. 
 
Technical inefficiency in a production process are attributed to 
a number of events that would unfavorably affect the firm’s 
capacity to transform input resources into output. Some of the 
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undesirable events are beyond the firm’s control, like weather, 
natural disasters, accidents, regulation changes, etc. Others, 
however, can be ascribable to the firm itself and be amended 
through efforts to rectify the situation. 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.2. Developing the efficient frontier with DEA 
 
As a consequence, there are reasons for us to presume that the 
deployment of IT in an organization is able to enhance its 
capability to produce more output using the same amount of 
input or, alternatively, produce the same level of output using 
less input. Therefore, the following hypothesis is implied. 
Hypothesis 1. A firm’s IT spending has a favorable impact on 
the technical efficiency of its production process. 
Brynjolfsson and Hitt’s work was based on standard production 
theory from economics. The output a firm produces is a 
function of the inputs it uses. In order to examine IT’s impact 
on technical efficiency in the production process, we carry on 
the second stage of our study by regressing the scores of 
technical efficiency, derived from DEA in the first stage, 
against their respective IT investments. The most efficient in 
comparison with the others are employed to construct the 
nonparametric production frontier. Hence, they have perfect 
scores of one for their efficiency measurement. 
McCarty and Yaisawarng [12] suggest that, under this 
circumstance, the Tobit regression model should be used, 
because it can account for the censoring of the dependent 
variable. If, for firm i, we represent the original scores of 
technical efficiency as TEi

*, the measured (censored) scores of 
technical efficiency by DEA as TEi, and IT spending as Ii, then 
the Tobit regression model in the second stage is formulated as: 

*
0i I i iTE Iα α ε= + +  
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        （2） 

When the coefficient estimate αI for IT investments is found to 
be significantly positive, we are provided with statistical 
evidence to corroborate that IT exerts a positive total effect on 
the firm’s technical efficiency in the production process.  
 
 
3. DATA DESCRIPTION 
 
A comprehensive firm-level data set is employed in our study. 
This data set was used in several previous studies to examine 
the effects of IT on productivity, profitability, consumer value, 
and substitution elasticities [17].  
 
Analyzing the efficiency of investment in IT is complicated by 
the fact that (1) there are often a time lag between investment 
in IT and performance improvement, (2) the length of this lag is 
not known and in actuality varies, and (3) the performance 
improvements provided by investments in IT frequently extent 
beyond one reporting period. To address these issues input data 
were collected for the years 1989~1991 while the performance 

measures assessed the compound annual change in the measure 
over the 5 year period beginning in 1990 and ending 1994. In 
terms of the three inputs, each was operationalized as the 
average level of the measure over the period from 1989 to 
1991. 
 
A firm’s value-added output (Y) is defined as its gross sales 
deflated by the industry output price deflators , minus its 
non-labor expenses deflated by the producer price index for 
intermediate materials, supplies and components. Two 
production factors, capital (K) and labor (L), were computed as 
book values of capital stock and labor expenses. The IT-related 
data were in two parts: IT hardware value (H) and IS staff 
expenses (S). IT spending (I) was constructed by aggregating H 
and S. The apparent way of doing this was to add them and use 
the total to represent the IT spending variable.  
 
We also considered two cases of production factor 
categorization. For the first, the inputs included the traditional 
production factors: capital and labor. Thus, IT hardware value 
was part of capital, and IS labor expenses were included in 
labor. IT spending was then thought of as an observable 
firm-specific factor, which influences the firm’s capacity of 
converting inputs into output in the production process. On the 
other hand, several recent studies of IT economic value have 
treated IT spending as an individual production factor.We also 
excluded IT hardware value and IS labor expenses from capital 
and labor, and considered IT spending as a separate production 
factor in measuring technical efficiency through DEA. The 
Tobit regression model then followed to determine the 
correlation between IT spending and technical efficiency.  
 
 
4. RESULTS AND DISCUSSIONS 
 
4.1 IT Spending as A Firm-specific Factor 
When IT spending is treated as an observed firm-specific 
characteristic, we are interested in the sign and significance 
level of the coefficient estimate of αI in the Tobit regression 
model. The results from the first stage of DEA for this 
categorization of production factors (K and L) are presented in 
Table.1. The BCC model assumes variable returns to scale, and 
computes the scores of technical efficiency (TE) and scale 
efficiency (SE) for each firm in the data set. The averages of 
both efficiencies are presented. Also the numbers of firms with 
technical efficiency scores equal to 1 are reported. They are 
used to construct the nonparametric production frontiers for the 
measurement of technical efficiency.  
 

Table 1. Results of the BCC model with IT spending as a 
firm-specific factor 

Year Average 
TE 

Average
SE 

No. of 
observations 

No. of 
TE=1 αI (m=3) 

1988
 

1989
 

1990
 

1991
 

1992

0.785 
 

0.787 
 

0.775 
 

0.759 
 

0.765 

0.951 
 

0.938 
 

0.946 
 

0.911 
 

0.915 

137 
 

133 
 

262 
 

287 
 

296 

17 
 

17 
 

30 
 

25 
 

25 

0.137 
(0.053) 
0.101 

(0.032) 
0.086 

(0.023) 
0.077 

(0.016) 
0.054 

(0.015) 
All 0.735 0.915 1115 31 0.047 

(0.007) 
 
αI shows the coefficient estimates from the Tobit regression 
model in the second stage. It is observed that all of the 
coefficient estimates of αI are significantly positive with the 
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input 1
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p<0.01 (actually most of them with the p<0.001). Therefore, we 
are able to reject the null hypothesis, or the alternative 
hypothesis of Hypothesis 1 is not rejected, with a confidence 
level of 99%. In other words, the conclusion represents strong 
statistical evidence that IT investments, considered as a 
firm-specific factor, exert a positive total effect on the firm’s 
technical efficiency in the production process.  
 
4.2 IT Spending As A Production Factor 
In the second categorization, IT spending is regarded as a 
production factor, along with capital and labor, in the 
production process for efficiency measurement. The coefficient 
estimate of αI in the Tobit regression model reveals the 
correlation between IT spending and technical efficiency. For 
every value of m (1,…,7) used in aggregating IT spending, 
different scores of efficiency were derived by the BCC model. 
Table 2 shows only the results for m=3, mainly because this 
value has been used in most of prior research. The scores of 
technical efficiency in Table 2. are higher than those in Table.2. 
These results correspond to one feature of DEA, which states 
that the addition of an extra input in a DEA model results in an 
increase in the scores of technical efficiency.  
 

Table 2. Results of the BCC model with IT spending as a 
production factor (m=3) 

Year Average 
TE 

Average 
SE 

No. of 
observations 

No. of 
TE=1 αI 

1988 
 

1989 
 

1990 
 

1991 
 

1992 

0.812 
 

0.840 
 

0.798 
 

0.794 
 

0.792 

0.947 
 

0.962 
 

0.950 
 

0.924 
 

0.945 

137 
 

133 
 

262 
 

287 
 

296 

26 
 

31 
 

31 
 

40 
 

43 

0.098 
(0.047) 
0.047 

(0.023) 
0.072 

(0.024) 
0.071 

(0.018) 
0.056 

(0.017) 
All 0.759 0.938 1115 64 0.045 

(0.007) 
 
In Table.2. all the coefficient estimates of αI are observed 
significantly positive with the p<0.05 (actually most with the 
p<0.01), thereby allowing us to reject the null hypothesis with a 
confidence level of 95%. We are again provided with 
significant results to support our thesis that IT spending, 
regarded as a production factor here, exercises a favorable 
impact on the firm’s technical efficiency in the production 
process.  
 
4.3. Discussions 
The estimated total effects of IT spending on technical 
efficiency are found to decrease when the value assumed for m 
(the multiplier for S in the formulation of I) increases. The 
average decrease rate is 16.74% when IT spending is treated as 
a firm-specific factor and 17.55% when IT spending is 
considered as a production factor.  
 
As m increases, the IS labor component of IT spending 
becomes more intensive (or the hardware capital component 
becomes less intensive). This tendency corresponds with the 
claim made by production economics researchers that technical 
efficiency and capital intensity commonly are positively 
correlated. The rationale for promoting a capital-intensive 
production process is that labor-intensive alternatives would 
require more labor and at the same time, more capital per 
output unit, compared with those production technologies with 
high capital–labor proportions. When labor costs are 
continually rising and hardware costs dramatically falling, the 
firm should make good use of this cost advantage associated 

with hardware [8]. This suggests that in an efficient production 
process the hardware cost advantage should be capitalized by 
replacing some labor with hardware, hence, intensifying the 
hardware component in IT investments. 
 
IT, is expected to enhance an organization’s performance as 
measured by technical efficiency. Previous studies of IT 
economic value have substantiated the positive correlation 
between IT investment and a firm’s productivity growth and 
thus, suggested that the IT productivity paradox had 
disappeared. Due to the connection between productivity and 
technical efficiency, if management wishes to improve the 
firm’s productivity, one logical way of achieving this is to 
employ IT in different aspects of the business and enhance its 
technical efficiency in the production process.  
 
However, management should not draw too hasty a conclusion 
from our findings. The positive relationship between IT and 
technical efficiency does not translate directly into reckless IT 
investments. Firms that invest heavily in IT and are highly 
efficient in the production process may differ inherently from 
inefficient firms in ways that are not rectifiable by merely 
increasing IT expenditure. Strong support from top 
management, effective IT strategies, innovative organizational 
culture, excellent IT personnel, and other resources must also 
be available to help exploit this promised benefit of IT. 
 
 
5. CONCLUSIONS 
 
Based upon DEA, this paper has focused on the relationship 
between IT investments and technical efficiency in the firm’s 
production process and employed a two-stage analytical 
investigation, DEA and the Tobit regression model. Managers 
can use this new tool to further identify potential candidates for 
benchmarking and identifying the source of the disparity 
between IT investment and performance among various firms. 
We have obtained statistical evidence suggesting that IT, in 
general, exerts a significantly positive influence on the firm’s 
technical efficiency. Due to the close relationship between 
technical efficiency and productivity, this study offers another 
way to explain the productivity paradox associated with IT. 
 
IT is expected to enhance an organization’s performance as 
measured by technical efficiency. Due to the connection 
between productivity and technical efficiency, if management 
wishes to improve the firm’s productivity, one logical way of 
achieving this is to employ IT in different aspects of the 
business and enhance its technical efficiency in the production 
process. 
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ABSTRACT  
 

The paper presents a universal distributed parallel computing 
system--CBDCS, which is based on solving NP-hard problem 
in Computational Biology and provides an open interface for 
user to upload application and call service. The system is 
on-limits and isomerous. CBDCS has the characters such as 
fault tolerance and usability. The paper mainly focuses on the 
fault-tolerant mechanism, checkpoint strategy and task 
scheduling algorithm of CBDCS. The experiment for Motif 
Finding problem shows that the system can shorten running 
time sharply. CBDCS is an effective way to solve some 
NP-hard problems in computing field. 
 
Keywords: Distributed Computing System, Fault Tolerance, 
Task Scheduling, Java, XML 
 
 
1. INTRODUCTION 
 
In the research of biology, plenty of problems are NP-hard, the 
solution often needs large-scale calculation, however the super 
computer with high-powered is expensive and limited. Along 
with the development of hardware technology, more and more 
personal computers have formed a huge network, according to 
a statistics, up to 2000( It is not so easy to get accurate number 
from then to now), the number of computers that connect to 
Internet had exceeded 300 millions, each of them had 80%～
90% of its CPU resources left unused, how to organize and 
use these idle resources for Distributed Computing and solve 
biological calculation or some hard problems of other fields 
had became a more and more hot point[1].  
 
We combine the common Characters of Java and Web. We 
know that Java is irrespective with platform and Web is very 
easy to use. We adopt volunteer model[2] in our distributed 
computing system for Computational Biology—CBDCS. It 
has some characteristics as following:  
1) Open: The authorized users can submit the calculation task 

from network to system and may get results from the calcu- 
lation resource of this System. 

2)Usability: CBDCS offers simple friendly interface, volunt- 
eers need to install JRE and client software when they apply 
for the first time, the other work will be completed volunt- 
arily by client software.  

3) Easy programming: Interface is simple and distinct, it is 
convenient for programming, no need to pay attention to the 
details, such as fault tolerance and scheduling, etc. 

4) Isomerism: CBDCS can run in typical system environment, 
and may pass through firewall. 

5) Fault-tolerance: System can tolerate and handle the faults 
that made by the uncertainty of volunteers. 

 
 
2. SYSTEM DESIGN 
 
2.1 System Design Project 

                                                        
  *Supported by the National Natural Science Fund of China under 

Grant No. 60433020.  

 
System adopts the programming language of Java, chooses 
Java Application and HTTP protocol, spans across various 
platforms and solves the communication problem through 
firewall, the communication data encapsulation uses XML 
technology. Construction of system is showed in Fig. 1. 
 

 
1) Client computer  

Client computer is the applicant of resource, it submits 
problems to server, and waits return result. Users compile 
the application program that accord with systematic 
interface, it is uploaded by Web page, server arranges for it 
voluntarily as one calculation serve, then client computer 
uploads the scheduling service, server decomposes task and 
distributes it to each work computer to calculation. When 
calculation has been completed, it joins the results and 
return to client computers. 

2) Work computer 
Work computer offers idle calculation resources, its work 
process is a circulating process: It applies for task from 
serve and begins to calculate. It returns calculation result 
after all task is finished. Work computer downloads client 
software when it apply for task at the first time, then 
program applies for task from server voluntarily, calculates 
and returns result. Terminated application and calculation 
until volunteer closes computer or has received inform that 
task be completed. Work computer will preserve 
intermediate state then send it to server when it need to be 
pause in the calculating process because system have 
adopted the checkpoint strategy.  

3) Server  
Face to client computer, server receives submitted task and 
returns result. It receives requests from work computers, 
distributes task, and receives returned intermediate state of 
checkpoint and calculation results. It offers visited Web 
interface for client computer and work computer. Besides 
the work of agency layer--- storing the task set which the 
apply program decomposes and responding the request of 
work computer, server adopts suitable scheduling algorithm 
to distribute task; receiving the result from work computer 
and validating it. Server receives and preserves the 
checkpoint state information that is sent by work computer, 
realizes the transfer of calculation when it is needed. 
 

Fig.1. CBDCS Structure 
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2.2 System Module And Process  
Server and work computer adopt Master-Worker model, 
systematic module is showed by Fig.2. Application module 
takes the responsibility for completing the serial part in 
algorithm, i.e. decomposing problem to be the independent 
parallel task and returning conformity result. Server Control is 
the main control module of server and takes charge of 
interacting with Application module: Offering interface to 
Application and inserting task produced by Application into 
database, and scheduling the interface that Application 
acquiesces to realize and reporting result to Application. 
TaskServer (Task server module) and FileServer( File server 
module) actually are the HTTP server which Servlet realizes. 
The former takes the responsibility for receiving the task 
which work computer requests and carrying out scheduling of 
task. The latter takes the responsibility for downloading of 
program and data file and uploading of result file. The Task 
table in Database records the detailed information of task, 
includes task ID, task state, sending time, time restriction, 
checkpoint information and so on. The there modules of 
server--ServerControl, TaskServer and FileServer interact by 
visiting and modifying the Task table. Client is the client serve 
software that works on work computer.  
 
The whole process of work computer represents in Fig.2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1) Client sends request message task_request.xml which XML 
encapsulates to the TaskServer, the request message 
contains Client’s IP of the local work computer, the basic 
disposition of computer etc.; 

2) TaskServer checks the localness of request and judges if the 
volunteer machine satisfies the minimum requirement of 
task working, then it carries out the task scheduling, the 
information of distribute task, includes task ID, program ID 
that needs to be run, the data file ID which task needs etc., 
these are encapsulated into the respondence message 
--task_reply.xml and sends to Client;  

3) Basing over the content of task_reply.xml, client sends 
GET order of HTTP to the designated URL address for 
downloading corresponding program and data file;  

4) Client uploads the result file to FileServer through the 
POST order of HTTP after calculation. 

 
 
3. SYSTEMATIC CRUCIAL TECHNOLOGY 

AND REALIZATION  
 
In the environment of distributed computing, many computers 

will work in coordination, it will refer to the problems like 
organization of computers and the distribution of problems, 
transmission postponement in network environment, fault 
tolerance etc.. The realization mechanism of some major 
problem will be given as follow. 
 
3.1 Mechanism of Fault Tolerance 
Because of network unreliability and the arbitrariness of 
volunteer machine joining and leaving, system must consider 
fault tolerance.  
 
The suitable task of parallel calculation in distributed 
computing should be coarse-grain, having very high 
calculation-communication rate, therefore it adopts the 
mechanism of task redistribution of time out. For the task that 
had distributed, if it does not return a result in a previously 
assigned time, system will consider the work computer which 
the task is distributed to have quitted system or can not 
complete the task, then it modifies the task state as 
un-distribution in database, and waits for distribution the next 
time. The time restriction of each task is designated by 
Application. ServerControl scans task table periodically, and 
finds the task of overtime and handles it basing on the sending 
time of task and the time restriction. This mechanism possible 
cause that many work computers report a same task result, but 
the system just accepts the result of returning earliest. Work 
computer inserts <result_report> into task_request.xml of new 
task of applying for to report the state of task completion:  
<result_report> 

<task_id>123</task_id> 
<result_state>0</result_state> 

<!--0 represents success,-1 represents failure--> 
<total_cost_time>45.34</total_cost_time> 
<!- -if successfully processed record total cost time- ->  

</result_report> 
 
TaskServer analyses <result_report> informs, if task still 
successful completes at the same time it does not get the result 
of task.just informs work computer to upload the result ; 
otherwise it informs not to upload the inform message 
expresses in <result_ack> of task_reply.xml:  
<result_ack> 

<task_id>123</task_id> 
<upload_result>0</upload_result> 
<!-0: Should upload result, -1: no need --> 

</result_ack> 
Client in the work computer analyses <result_ack>, uploads 
when it is need otherwise deletes the result file. 
In addition system has considered Byzantine faults, includes: 
random wrong as having no intention, such as data losing, 
processor mistake or the failure of network connection and 
cheat, the attack of malice. It will be solved with following 
mechanism: 
1) The correctness verification of simple task. Some applied 

results of the parallel task are verified very easily to be 
correct or false, such as solving certain complex equation, it 
can be verified so long as returning the result to equation. 
For those search problems that have only the few solutions, 
we give the determinant function to judge the correctness. 

2) Majority-voting redundancies technology verification. Be- 
cause of suitable scope limiting of the function level 
verifying, system will allocate the task for 2*m-1 times. It 
requires that at least m of them in the result are consistent. 
Parameter m is sets by application program according to 
accuracy requirement. 

 
3.2 Checkpoint Strategy 
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TaskServer 

Database 

FileServer 

Application 

 

task result 

Server Control 

Fig.2. System Module Designed 
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Because parallel task is coarse-grain, it needs a long time 
calculation, once making mistakes, it will waste the plenty of 
calculations, and we adopt checkpoint strategy to avoid this 
kind of loss. Duda[3] has proofed that under fault condition if 
there is not check point the average time of program 
performing will be increase exponentially with its effective 
time of performing, and increase linearly when it uses the 
checkpoint of fix interval. The technology of Checkpoint can 
not only realize fault recovery but also realize transferring of 
calculate: using checkpoint to preserve the operation state 
information on a certain computer, then resuming operates on 
other computer.  
 
According to the place of the preservation of intermediate 
state, there are two kinds of checkpoint strategy: local 
checkpoint model and network checkpoint model[4], the 
former preserves intermediate result to local, the latter 
dispatches intermediate result to server, we adopt the latter.  
 
We will first consider opportunity under setting checkpoint. It 
is periodicity to set checkpoint, and is decided by application 
program that when it should pause calculation and what state 
information it should be preserved. Therefore the application 
program inserts sentence in the suitable recording place of 
checkpoint, it judges whether there is a time of period from 
the recent setting of checkpoint. If it is that, we record state 
information, otherwise calculate continuity. The method that 
judges if it is time of checkpoint is offered by systematic 
client. 
 
For realizing the restarting and transferring of calculation, the 
application program will realize the method of calculation 
restarting, the information of intermediate state will dispatch 
to work computer together along with task elephant.  

 
The checkpoint strategy demands to application program 
realize the interface of checkpoint: 

public class BasicTask; // Basic kind of task 
private object state_info; 
// Record the newest intermediate state. For a task that just 

being got, this value is written in by task scheduling 
module. If its value is null, the calculation starts again 
from beginning, otherwise calculation begins from 
breakpoint;  

public long start_time 
// Calculate the time of beginning;  
private CheckCom Thread check_com 
// Take the responsibility for the thread communication of 

checkpoint  
boolean time_to_checkpoint() 
// Judge the time-interval away from to the last checkpoint 

that whether there is a time of period  
void do_checkpoint (Object state_tmp)  
// After checkpoint is recorded, first we compares the new 

intermediate state information state_tmp with state_info, 
if exists some difference, we start communication thread 
check_com and send it to the  server and replace it on 
state_info()  

abstract BasicResult resume() 
//Be realized by application programmer, it completes 
reading the state information from state_info of task and 
calculating continuously. 

 
3.3 Tasks Scheduling 
In CBDCS, we employ the advanced eager-scheduling 
algorithm for the task scheduling. That is the eager-scheduling 
algorithm which takes the fault-tolerance (i.e. majority-voting) 

and checkpoint into account. 
 
Eager-scheduling algorithm: a work computer can only get 
one task in an application, while the work computer with high 
operation ability will get more tasks. When the number of 
tasks are less than the work computers’, the tasks that have 
been distributed but still have not been completed yet will be 
distributed again, and the fault state of machine will be 
managed. 
 
Advanced eager-scheduling arithmetic can be described as 
follow: in the m-voting, every task should be distributed at 
least for 2*m-1times, then the total 2*m-1results should be 
validated. Actually, the more effective method is m-first voting 
method. The method m-first voting[5] starts its check not until 
the 2*m-1 results come out but when the first m results come 
back. If the m results are the same, we regard the task has got 
the right results. For this algorithm, firstly each task will be 
distributed m times. If these m results are disagree, we 
distribute them again for m+1 times, until there are m results 
that are in agreement. 
 
For recording the state of the task and condition of distribution 
and so on, we design a kind of TaskUnit to encapsulate the 
task information, ComputeUnit encapsulates the information 
of each calculation (once a task is allocated for one time, there 
exist one calculation). Each TaskUnit has a ComputeUnit 
queue. It allocates one task once, and then adds a 
ComputeUnit object in the ComputeUnit queue. TaskUnit has 
defined various states, such as UNSTARTED(task does not 
still begin to be handled ), IN_PROCESS( task waits 
continued distribution), WAIT_RESULTS(wait some 
calculations to return as a result), WAIT_VALIDATED(wait 
the verification of result), HAS_DONE( task has been 
completed: Get the result after verification or calculation 
failure).  
 
When we carry out the task scheduling basing to the thought 
of m-first voting, the frequency of the task number of 
IN_PROCESS state is less than m. Since we hope to get the 
result of a task as soon as possible, the completed task from 
task pool can be deleted as early as possible, so we will 
distribute this kind of task first, then distribute the task that is 
in UNSTARTED. The scheduling algorithm still handles the 
task of disabled calculation (time is out and no result has 
returned), that is to redistribute the overtime tasks that in the 
state of WAIT_RESULTS. The redistribution is not to 
redistribute calculation(found the new ComputeUnit object) 
for task, but is to calculate continuously of the tasks that not 
be completed---that is to send the newest state information of 
calculation together with the task to work computer, work 
computer begins to calculate continuously from breakpoint. 
 
 
4. CONCLUSIONS 
 
Through test a example sequence when k=10(sequence 
number), n=82(sequence length), we seek the (15, 4)-Motif 
(Length of motif is 15, 4 operations are promised) in the 
sequence, the running result is showed as Table 1. 
From the test result, the mechanism of distributed Computing 
can shorter the run time of programmer sharply. 
 
System not only supports the optimal solution for 
Computational Biology, but also offers effective way for the 
NP-hard problem that can be decomposed to in computing 
field. 
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Table 1. The running time of multitude work computers 
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ABSTRACT  
 

Automatic Fare Collection System (AFC) is one of the most 
important systems to support the safety and convenience of 
rail transit operation. But the past research just limited to four 
layers structure of AFC, which did not fit to Chinese National 
Standards GB 50381-2006. Based on the four layers structure, 
a new structure of five layers AFC network was put forward, 
the performance and reliability of which can be effectively 
improved by using distributed computing and decentralized 
data processing technique. The outcome of this study will be 
helpful to the construction and operation of rail transit AFC. 
 
Keywords: Rail transit,Automatic Fare Collection,Distributed 
Computing,Decentralized Data Processing 
 
 
1. INTRODUCTION 
 
During the past few decades, vehicle population has been 
rapidly increasing in China cities, and the development of 
traffic supply can not keep up with the increase of traffic 
demand, so we often encounter traffic jam in cities. To solve 
this problem, major efforts should be devoted to public 
transportation [1]. As a kind of safe, convenient, punctual and 
high efficient transportation, urban rail transit is an effective 
solution to urban traffic jams. Thus, rail transit systems have 
been constructed or to be constructed in many Chinese 
metropolitans. The advantages of rail transit can be supported 
by Automatic Fare Collection Systems (AFC). The gates in 
AFC should let the passengers pass as quickly as possible, or 
else safety and efficiency of rail transit operation can not be 
guaranteed, just like the congested status which can be seen in 
the stations in Beijing and Shanghai during rush hours. So is 
the AFC one of the most important systems to support the rail 
transit transportation.  
 
 
2. THE DEVELOPMENT OF AUTOMATIC FARE 

COLLECTION SYSTEM 
 
2.1 The Efinition of AFC 
AFC is a revenue collection system [2], which requires the 
passenger to purchase one ticket and uses it to permit access to 
or from the rail transit. It is a complicated and huge system, 
integrated with computers, network, communication, 
automation, microelectronics, machinery etc, has a wide 
application in the comprehensive information control system 
[3]. AFC has some advantages: It automates the ticket 
counting and selling processes and it can get detailed data on 
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system usage. It also reduces ticket-less travel although it 
never completely eliminates it, and it allows more revenue to 
be collected without employing an army of staff. In a word, 
AFC reduces the need for ticket checking staff and helps 
prevent fraud. 
 
2.2 The Development of AFC 
The oldest version of AFC uses tokens or paper tickets, which 
are not really “automatic fare collection” systems at all. Then 
magnetic AFC system was applied in 1970s, the fare media is 
a magnetic card of credit card size, containing all information 
necessary for passage encoded on its magnetic stripe. The 
AFC equipment reads and writes information on the stripe, as 
necessary. Ticket Vending Machines (TVM) are located in the 
free areas of stations, which accepts coins, bills, and credit and 
debit card as payment and issues a ticket for the amount 
selected; it encodes the ticket for entry. Fare gates are located 
to separate the free and paid areas of stations. The entry gate 
establishes the station of origin and other control information 
for a particular trip; it encodes the ticket for exit. The exit gate 
subtracts the fare from the ticket value based on the entry 
station. Point of sale terminal (POST) can be installed in free 
and paid area according to different functions, which installed 
in free area of the stations are mainly for selling the tickets, 
POST which installed in paid area of the stations are mainly 
for conflicts solving (such as excess fare). Adding fare 
machines are located in the free areas of stations. The adding 
fare machine allows value to be added to stored value tickets if 
the remaining value is less than the required fare at exit. But 
magnetic AFC system need passengers to insert their magnetic 
tickets into the slots and then, to take them away at entry and 
to be recycled at exit, so its operational costs are higher just 
because the transmitting and recycling mechanical parts were 
too complicated, which lead to a high maintenance rate (the 
ratio of annual maintenance costs to the cost of investment) of 
around 15%[4]. Also magnetic AFC system is poor to expand 
because it was a centralized system. 
 
In 1990s, Contactless IC card was appeared. compared to 
magnetic AFC system, it has lower costs, high reliability and 
high speed to access, and the most important is Contactless 
Smart card (CSC) AFC system can adopt distributed network, 
distributed Computing and decentralized data processing 
technologies. In this system, the passengers would simply 
touch their IC cards to the reader located in AFC gates and 
then go through. The less mechanical parts could decrease the 
maintenance costs [5]. 
 
 
3. DISTRIBUTED AFC SYSTEM  
 
3.1 The Overview of Distributed System 
A distributed system is one in which components located at 
networked computers, communicate and coordinate their 
actions only by passing messages [6]. This definition leads to 
the following characteristics of distributed systems: 
concurrency of components, lack of a global clock and 
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independent failures of components. In this kind of AFC 
system, some components fail while others continue to 
function.  
 
3.2 The Structure of Distributed AFC System  
If AFC system adopts distributed network, it can be divided 
some layers and each layer performs some different functions 
and exchanges information between layers. 
 
3.2.1 Four Layers Structure of AFC Systems 
Distributed AFC system usually consists of tickets layer, 
terminals (e.g. Gates and TVMs), stations servers and a center 
server of four layers (Fig.1). The tickets layers include all 
kinds of Contactless cards, such as single journey tickets, 
multipurpose smart cards, stored value tickets etc. Terminals 
mainly are automatic Ticket Vending Machine (TVM), 
Automatic Gates, Point of Sales Terminal (or POST), Portable 
Ticket Checking Machine (or PVU) and other terminals etc. 
Stations servers are Station Computers (SC). The SC consists 
of a NetServer computer with Raid disc controller, keyboard, 
mouse and color monitor, CD Reader/Writer drive. Center 
servers also consist of NetServers and computers which form 
the Local Area Networks (LAN). 
 

Contactless
IC Tickets

Terminals

Station
servers

Center
servers

 
Fig.1. Four layers structure of AFC systems 

 
3.2.2 Five Layers AFC Systems 
3.2.2.1 Five Layers Structure of AFC Systems 
According to the new National Standards GB 50381-2006, 
there should be a rail transit AFC Clearing Center (ACC) 
above the line centers (LC) (Fig.2), just because there may be 
many operation companies to run their respective lines which 
should be free transferred in the rail transit network of the city. 
Some functions of LC are very similar to Center servers in 
four-layers AFC. 
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Fig.2. Five layers structure of AFC systems 
 
 
3.2.2.2 The Functions of Each Layer 
In the five layers structure of AFC systems, the functions of the 
AFC system are distributed to each layer. First layer is tickets 
layer which is the passenger’s payment media, regulating 
physics and electric characteristics of single journey tickets and 
stored value tickets, technical requirements of organizing 
application data structure and security mechanism. Terminals 
equipped on the concourse of stations serve passengers for 
entry and exit of the rail transit. The main Fare Ticket Types 
are Single Journey Tickets (SJT), city smart cards and Stored 
Value Cards (SVC).  
 
The Station Computer (SC) System, situated at the station level, 
is responsible for the configuration, monitoring and control of 
local station equipment, and the data collection within its 

station. The main functions of the SC are summarized in 
Table1. 
 
Line Central Computer System (LC) is the central part of 
Automatic Fare Collection (AFC) on itself rail transit line. It 
supervises AFC equipments, audits parameterises of AFC 
equipments, collects data from all equipment types, and 
generates reports on the activities mentioned above on itself 
line. It is also responsible for accounting by sending itself data 
to ACC. The main functions of the LC are summarized in Table 
2. All these functions limit to itself line. 
 
The main functions of ACC are to unify the various internal 
operating parameters of urban rail transit AFC systems. ACC 
collects CSC and SJT transactions data, AFC audit register data
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Table 1. The Main Functions of Station Computer Layer 

Functions Contents 
1)Data processing All kinds of AFC data collection in local station, data processing and upload. 
2)AFC Equipment 
supervision 

Equipment control, either manually or automatically; Equipment status supervising and real-time 
management. 

3)AFC Equipment operation 
management 

Equipment Operating Data (EOD) management; Equipment management; Security and key 
management. 

4) Passenger flow 
monitoring 

Monitor real time entry and exit passenger flow in local station; Monitor tickets selling and fare 
adding. 

5) Operation mode 
management 

Setting and dismissing operation modes in local station according to traffic situation. 

6) Report creation Generate activity report by compilation; Various reports (operational, management, traffic and 
revenue, etc) giving a means to obtain analysis of patron traffic and system performance 

7) Revenue management Managing revenue in local station. 
8)Maintain management Service for maintaining AFC equipments. 
9)Software updating Download new version software and updating. 

 
Table 2. The main functions of the LC 

Function  
Administration functions 
AFC system time synchronization functions 
AFC equipment management functions 

Spare parts management 
Ticketing Key Management Functions 
EOD Management Functions 
AFC Data Collection Functions 
Reporting Functions 
Auditing Functions 
Information Exchange with ACC 
AFC Equipment Monitoring Functions 
CSC Ticket Tracking Functions 
CSC and SJT Initialization Functions 
CSC and SJT Stock Functions 
Housekeeping Functions 
Network Management Functions 

 
and AFC equipment event logs. ACC is also responsible for 
revenue settlement among internal rail transit lines and clearing 
between rail transit AFC systems and city smart card systems. 
The technical requirements for ticket management, operations 
management, system operation, system maintenance and 
management are regulated in ACC. 
 
 
4. DECENTRALIZED DATA PROCESSING IN 

AFC 
 
In order to improve the efficiency and reliability of CSC AFC 
system, decentralized data processing technique was 
developed[7][8], but those studies only limited to four layers 
rail transit AFC system. According to the five layers structure 
of AFC systems discussed above, decentralized data processing 
is established (Fig.3), where four Data Fields(DF) respectively 
lies among five layers. A DF is the smallest subdivision of the 
stored data that can be accessed. A DF can be used to store 
numerical information such as price, count or date or time for a 
period of time. A pair of DFs can be used in combination to 
hold a geo-spatial coordinate. Also, a DF can be used to hold a 
block of text. A DF takes up permanent storage within the 
data-store. As DF is applied in AFC, which store data and is a 
data buffer, when some AFC equipments are failure or busy, 
data exchange in different layers may be paused, and DF can 
avoid data losing. 

 
This system is unique with four different DFs featured by 
various time ranges. In the DF1, wireless communications 
between CSC tickets and terminals are done within 200  
 
milliseconds while the data flow hourly in the DF2. The data 
transmission in the DF3 has two cycles: daily and hourly. There 
are plenty of accounting data among LCs or between rail transit 
network and city transportation smart card system (also named 
urban multipurpose transit smart card system), and the data 
transmission in the DF4 has two cycles: daily and hourly, or 
even can be adjusted to less than one minute when necessary. 
These time ranges are varied with system need and aim at both 
high-speed processing and high reliability [9][10]11]. All the 
LC computers connect to the ACC through the DF4 and thus, 
they can exchange data with each other. 

ACC

LC1 LC2

LC3

SC1
SC2

SC3

Gates TVM

POST

SJT
 City Smart

cards

SVC

DF
1

DF
1

DF2DF2

DF3 DF3

DF4:daily and hourly

DF
1

DF2

DF3

 
Fig.3. Decentralized CSC AFC system overview 

 
 
5. CONCLUSIONS 
 
To CSC AFC system, its performance and reliability can be 
effectively improved by using distributed computing and 
decentralized data processing technique. Based on Chinese 
National Standards GB 50381-2006, a new AFC network was 
designed, it will helpful to let the passengers pass as quickly as 
possible during rush hours. 
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ABSTRACT  
 

The aim of constructing the national information system for LC 
is to provide the online complaint service for masses, and to 
supply relevant governmental institutions with efficient 
information platform for operation processing and supervising 
of LC. Besides, it can offer the leaders at all level a public 
feeling analysis platform. Utilizing the four stages 
development model of e-government, we proposed the overall 
plan, vertical and horizontal integration, manage operation 
mechanism of the system. Moreover, we also suggested the 
resource information deeply development and application, and 
its post-evaluation feedback mechanism; and analyzed the draft 
study method, technological route, emphases, difficulty and 
innovation; The topological structure and system structure of 
the system was designed so as to provide theory and method 
support for the construction of national information system for 
LC, and other national e-government application system.  
 
Keywords: National Information System for LC, Manage 
Operation Mechanism,Public Feeling Analysis Platform, 
Project Post-evaluation  
 
 
1. INTRODUCTION 
 
The work of Letters and Calls (LC) is an important approach 
for the Party and government to carry forward democracy, 
know the public opinion, tie up masses, and to accept the 
surveillance of the masses. Besides, it is an important way to 
mediate the contradictions among the people, solve the 
practical problems, maintain masses’ legitimate rights and 
interests, and to educate and guide the masses. It is useful to 
maintain the social stability, create nice political environment, 
construct harmonious society, and promote the decision 
scientificalness, democratization and legality.  
The construction of the national information system for LC 
will unblock the channel, decrease the unnecessary procedure, 
and reduce the cost. The user can finish it through the way of 
letter, visit, telephone or internet.  
 
This system will construct the information system for LC 
which are inter-institution, trans-regional, electronic, 
networking, powerful, and resource sharing. Moreover, it will 
improve the straggling method of institution for LC, and solve 
the problem in filing and reporting the information of LC to the 
leaders. This is beneficial for leaders to hold the situation fully, 
decide scientifically, and deal with the urgent matter on time.   
The service function provided for each leader is powerful. The 
leader can browse the case of LC on the computer everyday, 
know the dynamic developing trend, supervise the processing 
of the case, and make comments. However, existing system 
can’t meet the need of the leader. They need not only know the 
information timely, but also decision support including the 
intelligent recommendations of relevant information about 
similar case and early warning of some cases that frequently 
appear during a specified period, or whose influence are big. 
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2. ANALYSIS OF EXISTING CIRCUMSTANCE 
AND THE STUDY MEANING  

 
2.1 The International And Domestic Analysis of Existing 
Circumstance  
Since 2005, a lot of center leaders, such as, Hu Jintao, Zhou 
Yongkang, Wang Gang, Hua Jianmin, etc., had made important 
instructions on many occasions, demanded to accelerate the 
construction of the national information system for LC, and to 
structure the national LC information network which would 
cover the four levels LC organization within two years: the 
central, the provincial, civic (cantonal), and prefectural. This 
organization would be interconnection, information sharing, 
safe and reliable. They also made instructions to construct lot 
of systems: the swift and unblocked complain accepting system 
of LC, the unified standard business treatment system, the 
superintend and checking management system, the LC 
information analysis and forecast system, the tight system safe 
security system, the scientific and normal standardized system, 
convenient and reliable system of the operation system 
maintenance. 
 
On August 5th, 2006, while listening to state councilor 
comrade Zhou Yongkang’s report about the LC, the General 
Secretary Hu Jintao had carried on overall arrangement in 
setting up the information system of national LC, and pointed 
out that improving and doing a good job on LC should fully 
utilize information-based tool and means to set up and perfect 
the information system of the letters. We can construct the 
central authorities to the level of province first, and then extend 
to the city (district) and county. The “Decisions of Central 
Committee of the Communist Party of China about several 
important problems of structuring socialist harmonious 
society” expanded the channels of the social situation and 
people's will expression, perfected the responsibility system of 
the treatment for the LC, and constructed the national 
information system for LC. Besides, we should put up 
diversified forms of communication platform, make masses’ 
interests institutionalized, standardized and legalizing. 
 
January 4th, 2007, "the first stage of the project of national 
information system for LC" which was undertaken by the 
Chinese Software and Technological Service Limited 
Company realized online operation as scheduled. State Bureau 
for LC and other 17 provinces with the network environment 
opened and run too.  
 
At present, there are few research achievement on the basis of 
setting national information system for LC, but some relevant 
research results based on the department level and area level 
LC information system can be seen in relevant newspapers and 
magazines, the survey is as follows: 1) Researches that utilize 
LC information to serve the leads’ science decision. “Making 
great efforts to explore the effective way by utilizing the LC 
information to service decisions”, in the “Work” of Hunan 
Province Xiang Tan Standing Committee of Municipal Party 
Committee, probe deeply into exploring the information 
resources of the LC, playing a role of the LC, promoting the 
Party Committee’s decision scientific and democratization, 
studying actively and studying the corresponding way 
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conscientiously, all these make the LC information become an 
indispensable important component when the Party Committee 
makes policy. 2) Researches utilizing LC informationization to 
serve the people. For example, “The sunshine government 
affairs”,   authored by Li Linfeng (2005), “Informationization 
inserting the wing on the LC”, authored by Tiantian (2002), 
“The Government’s LC system goes to the online”, authored 
by Ma Zhongku, Suo Gaoying (2003), both of whom were 
from the information centre of Shanxi Province. 3) Researches 
about realizing the technologies of LC information system. 
“The 'readily accepted' information system in Xuhui District”, 
authored by Shanghai Jiaoda Withup Software Co., LTD. 
(2006); “The design and realizing of LC office system of 
Qingdao”, authored by Wang Chaojing (2006) who was from 
the municipal party committee and government computer 
center of Qingdao; “The design and application of the public 
security’s LC”, authored by Wang Limin (2005) who was from 
the PSB Technology Communications Office in Shenzheng; 
“The design about the management system of LC in 
E-government ”, authored by Xie Mingjian (2006) etc., there 
are also some other passages carry on the discussion to this 
system or the technology realizing or improving of the regional 
LC information system. 4) The exploring about the impact that 
the LC information flow does on the regulation of LC: 
“Information flow in the social stability mechanism--- 
analyzing about management function and democratic function 
of the regulation of LC’ change”, authored by Wang 
Ya’nan(2006); “Sampling analyzing the impact that the 
information technology does on the government’s regulation of 
LC”, authored by Liu Xiaotao(2006). 
 
On abroad, the LC is mostly called public feeling expression. 
Its aim and function are similar with the LC and its function is 
distributed in different organization, however the legal status of 
them is different at all. Karen Layne and Jungwoo Lee (2001), 
who are from the U.S.A. Nevada Las Vegas University, 
investigated the E-government building experience in the 
western developed country, and proposed E-government 
development models with four stages which were generally 
approved by the academia and application sector: Cataloguing, 
Transaction, Vertical Integration and Horizontal Integration, in 
order to realize the one-stop service and investigate the first 
stage of the construction. We may know that the project is 
generally at the Transaction stage. But the complain accepting 
system of LC inserted in Internet faces Vertical Integration 
with both business treatment system and superintend and 
checking management system, two of which were operated in 
E-government Extranet at present. While the business 
treatment system, the superintend and checking management 
system face Horizontal Integration with the application system 
of E-government that the other government office at the same 
level have, in order to realize the information interchange and 
resource-sharing. “Complaints systems worthy of complaint”, 
authored by Nicholas Timmins (2005), has carried on research 
on the complain mechanism of Britain, has pointed out the 
present shortcoming of Britain complains mechanism, and 
explained the thoughts that utilize the information-based means 
to solve these problems. And Steve Dewar (2005), in “Master 
of High Court calls for reform of legal complaints system”, put 
emphasis on the importance of information construction in the 
appealing mechanism reform. Li Yuanjiong (2003) who was 
from the Seoul city government's Foreign Affairs Office, in  
“Information technology helping urban government affairs 
reform---Report on ‘applies to deal with the civil 
administration with online and disclose system’ of the Seoul 
city government ”, introduced that as a means to increase the 
municipal transparency and deeper level of the anti-corruption 

measures, the government of Seoul developed and ran the 
“Dealing with Civil administration with online and disclose 
system ”on January 25 , 1999. This system enables each citizen 
to supervise the dealing situation of LC in 24 hours by the 
network, can grasp the administrative process without out of 
the door at any time. 
 
In general, it is a brand-new subject to the study of setting up 
the national information system for LC. The basic function of 
the administrative system, such as, the complain accepting 
system of LC, the business treatment system, the superintend 
and checking administrative system, has basically realized, but 
it is facing the Horizontal Integration that the business 
treatment system, the superintend and checking management 
system do to the other government offices; and at the basis of 
those, facing the management and operating mechanism 
construction of national information system for LC, and also 
facing the development of  the LC information analysis and 
forecast system, etc..  All of these, involve not only the 
technology, business and management problems, but also 
involve deep-seated problems, such as management system, 
political structure reform, etc.  Before this, the domestic and 
international researches are mostly based on the construction, 
operation management and information resource-sharing of LC 
information system on department level, there is not available 
answer that can be sought.      
 
2.2 The Significance of Studying On Construction of The 
National Information System For LC 
First, there is a great strategic significance to study both the 
laws about sustainable development of the construction of the 
LC information system, and master plan. At the present time, 
the constructions of this system’s four stages are almost at the 
parallel situation, and faces enormous difficulties. Foreign 
experience shows that the first two phases is relatively easy to 
achieve, but the vertical integration and horizontal integration 
are much more difficult, and should be accurate positioning the 
stage of the LC information system, studying the system 
sustainable development law, achieving the master plan 
step-by-step. 
 
Second, it, that study integration and horizontal integration of 
national information system for LC, is the important part of 
continuously improving the construction of the LC information 
system, is also the important technology support to build 
highly efficient and service-oriented government. 
 
Third, the study on the operating mechanism of the national 
information system for LC is the key that the national 
information system for LC runs efficiently, also is the key to 
construct a efficient service-oriented government. The first 
stage project of the national information system for LC is 
promoting overall. In practical terms, the thinking mode, 
workflow and behavioral habits,  which are accumulated by 
the organization of the LC, the Party Committees at all levels, 
the government and the legal system related in a long time, in a 
certain extent, are constrained to play an efficient role in 
national LC, so it is necessary to rebuild the operation and 
management mechanism of the national information system for 
LC, which is a more formidable task than technological 
innovation, is also the key that the outcome play an important 
role. 
 
Forth, that, study the depth development and utilizing of the 
national LC information resource, provide leadership the 
serves of scientific decision-making, provide individualized 
advisory services for the masses, is an important manifestation 
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of constructing a highly efficient service-oriented government 
and digging the depth effectiveness of the national information 
system for LC. As the national information system for LC 
construction is promoting step-by-step, information systems at 
the national information center will build an information 
resource data bank which includes the real, complete, 
standardized and dynamic update national LC information. 
How deeply to develop and utilize the information resource to 
provide the scientific decision-making for the leadership and 
individualized advisory services for the masses has great 
significance. 
 
Fifth, study the construction of the national information system 
for LC and the evaluation feedback mechanisms after operation, 
is of great significance for meeting the needs of leader at all 
levels, the mass and the staffs working in the LC department, 
and is also of great significance for efficiently servicing the 
goal of building a harmonious society. 
 
 
3. THE MAIN STUDY CONTENT 
 
The study of subject will analyze and combine at the basis of 
achievements that we already have, according to the four stages 
development mode of E-government, use the theories and 
methods, such as information science, management science, 
public management, E-government, etc., to study the 
sustainable development law of information system and the 
master plan; according to the linkage relation that the national 
information system for LC has with the other E-government 
application systems, study the horizontally integrate of the 
national information system for LC; use the theories and 
methods, such as data warehouse and data excavating , 
information management , net technology , integration of the 
information resources ,etc. to study the depth development and 
utilizing of the national LC information resource, so to provide 
a warning and predicting public feelings platform for the 
leaders, and a individualized advisory services platform for the 
masses; study the project post-evaluation and feedback 
mechanism of the national information system for LC. The 
concrete content includes:  
 
(1)Overall plan. According to the four stages model of 

e-government development, this part takes the international 
and domestic experience in e-government and e-commerce 
system construction for reference. Combining with the 
challenge of LC faced in the period of economic structural 
readjustment and fast development, it studies on the overall 
plan and its fractional implement scheme of the national 
information system for LC. Provide the reference for the 
system construction.  

(2)Vertical and horizontal integration. This part Studies on the 
vertical and horizontal integration according to the linkage 
of the system with e-government and other application 
system. It includes the vertical integration of each level 
information system, and the horizontal of each level 
information system with parallel relevant department 
information system.  

(3)Manage operation mechanism based on national information 
system for LC. It includes the theory basis, the influence of 
the vertical and horizontal integration on the manage 
operation mechanism. Besides, it also refers to the 
activation and constraint mechanism of the vertical/ 
horizontal cooperation, manage operation mechanism 
reconstruction of cooperative work for LC, the design of 
synthetically assessment index system, and the political 
achievement examine mechanism.  

(4)Deeply development and application of national information 
resource. This part includes the construction of the national 
information resource base, which refers to application 
demand and realization tactics, national historical data 
arrangement and transference tactics, database construction 
technology and data mining tools. Besides, the public 
feeling analysis and early warning platform in order to 
providing scientific decision service for the leaders. This 
refers to data mining, grid, intelligent recommendation 
technology, CRM and client experience theory and method. 

(5)The post evaluation feedback mechanism of the construction 
and operation management of the system. It includes the 
post-evaluation theory, method, assessment index and the 
feedback mechanism of the system. 

 
 
4. BASIC IDEA AND METHOD OF THE STUDY 

ON SYSTEM CONSTRUCTION  
 
(1) Basic idea. The basic ideal carries on according to the route 

of “overall plan -- vertical and horizontal integration -- 
manage operation mechanism reconstruction -- information 
resource base construction and its deeply development and 
application – project post-evaluation”. 

 
The first step: Combining with the practice, analyze the 
inherent law of the sustainable development of the national 
information system for LC. Study on its overall plan. 
 
The second step: The vertical integration can be developed and 
operated by state bureau for LC unitedly. The horizontal 
integration relies on the practical application level and concrete 
condition of each province. It must be developed with regional 
characteristic. The tactics using uniform interface standard are 
suggested.  
 
The third step: Take the international and domestic theory and 
method of development procedure reproduction of 
e-government. Combine new characteristic of information flow 
caused by vertical and horizontal integration closely. Fully 
coordinate existing manage operation mechanism, and 
reconstruct it on the basis of this.  
 
The forth step: Construct the national information resource 
base in the information centre of state bureau for LC with the 
gradually implement of the information system, and then carry 
on the deeply development and application. 
 
The final step: Study on the post-evaluation of the information 
system for LC, and build up the feedback mechanism of the 
project construction and operation management. 
 
(2) Method. Study on overall plan of national information 

system for LC using the systematic analysis and model 
methods. Study on the vertical, horizontal integration and 
the resource sharing using some new technologies such as 
semantic web, knowledge noumenon, and intelligent grid. 
Compare and evaluate the manage operation mechanism 
reconstructed with quondam mechanism using comparative 
and evaluating methods. Study on the construction of 
national information resource base using logical model. 
Study on the public feelings analysis platform, decision 
support system, information prediction and early warning 
system using the prediction and statistic methods. Study on 
the intelligent consulting system, case analysis system, so 
as to provide the individualized service for the user, using 
the case reasoning, intelligent recommendation, user 
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experience theory and methods. Study on the 
post-evaluation mechanism using level analytic, logic 
frame, entropy weight optimizing approaches, etc. 

 
 
5. EMPHASES, DIFFICULTIES AND 

INNOVATION OF THE STUDY  
 
(1) Emphases. The first is the manage operation mechanism 

reconstruction based on national information system for LC 
which decides whether the final aim can be realized or not. 
The second is the deeply development and application of 
the national information resource for LC. Especially the 
public feelings analysis platform, which serves all levels 
leaders for scientific decision, is an important way to know 
the problem of LC. The third is the study on project 
post-evaluation of the system.   

(2) Difficulties. The first is that the efficiency of the manage 
operation mechanism reconstructed for LC need to be 
tested by the practice and be revised and perfected. This a 
system project, so we need give an overall consideration 
and use the measure of “experiment -- evaluation -- 
perfection -- generalization”. The second is that the 
construction of the public feelings analysis platform relies 
on the construction of national information resource base 
for LC witch need to be exact, intact and normative. 
Because the information construction of the system for LC 
in different district is uneven, some of them haven’t 
realized digitalization; arduous efforts are needed to carry 
on the digital innovation.  

(3) Innovation. The first is the theory innovation. The “five 
level goals” of construction of national information system 
for LC is introduced in this paper, so is the frame system of 
“overall plan -- vertical and horizontal integration -- 
manage operation mechanism reconstruction -- information 
resource base construction and its deeply development and 
application – project post-evaluation”. Besides, the manage 
operation mechanism for LC which will suit the national 
system for LC is constructed. The second is idea innovation. 
Whether the system can be used well, and whether the 
predict targets of the Party Central Committee, State 
Department and State bureau for LC rely on the 
combination of the information technology and the 
operation for LC, especially on the reconstruction of 
manage operation mechanism. The third is method 
innovation. Utilizing the new technologies such as 
semantic web, knowledge noumenon, intelligent grid, this 
paper studies the horizontal integration, resource 
conformity and sharing of the information system for LC. 
Moreover, it studies on the individualized counseling based 
on user experience using the intelligent recommendation 
technology. It also research on the project post-evaluation 
assessment index of national information system for LC 
and its data acquiring and processing. 

 
 
6. SYSTEM STRUCTURE DESIGN 
 
The network topological structure of the national information 
system for LC is composed of three nets which are internet, 
e-government extranet and e-government intranet. We can see 
that it realize the online LC; online cooperative office in the 
form of “user – provincial (civic, cantonal and prefectural) 
institution for LC – state bureau for LC” through three net 
systems which are physical isolated each others. 
 

(1) Portals system Internet online LC: The user submit problem 
of LC and inquire about the processing result through the 
portals on internet. The web site nodes, namely the data 
centre, built on the first stage of the system project are in 
the provincial institution. While the national system uses 
the mode of “provincial data concentration”. 

(2) Cooperative office system provided on the e-government 
extranet: It can be seemed as a big LAN of e-government. 
And it is used for the cooperative work of provincial (civic, 
cantonal and prefectural) and other parallel institutions. 

(3) E-government intranet: The data of LC in provincial centre 
are transmitted to the state bureau for LC as core secret 
through it. Construct national data concentrating 
information resource base in order to carry on the system 
development using relevant technologies such as 
knowledge management and knowledge engineering. Set 
up the public feeling analysis platform so as to provide 
information approach of knowing the public opinion, and 
decision auxiliary support for the leaders at all level. 

 
The system structure design of the national information system 
for LC is shown in fig 1. It can be divided into four parts which 
are external standard layer, application service layer, national 
information resource base layer and the database layer. 
 
 
7. CONCLUSIONS 
 
The construction of national information system for LC is a 
system project and morale project which the Central Party 
Committee, the State department and leaders at all levels put a 
high value on. The construction of this system should realize 
the five level goals of “can be use – know how to use – handy 
to use – use well – want to use” one by one gradually. 
Nowadays, the first stage of national information system for 
LC has got the goal of “can be use” through hard work in 
system development and test. And it has got the goal of “know 
how to use” through training of backbone in state bureau for 
LC and its affiliate institutions in each province. In order to 
realize the goal of “handy to use”, we should carry on the 
optimization and complete the vertical and horizontal 
integration.  
 
The goal of first layer to the third layer is limited to the 
operation and technology ranges, and it’s easy to realize. 
However, how to get the goal of “use well”, and how to ensure 
the information flow, which includes “letters, visits and 
supervising”, operates efficiently and fast through the network 
need further study. It refers to a lot of departments and 
institutions, and get involved with the system and mechanism. 
So the manage operation mechanism should be reconstructed 
to adapt the national work for LC. Besides, it need the 
recognition and support of the Central Party Committee, the 
State department and leaders at all levels, and the combination 
and innovation of the achievement in information science, 
system science, philosophy, Party building theory, public 
management, administrative management, economics, etc. The 
goal at the fifth level is to realize “want to use”. That is to say, 
the national information system for LC need to satisfy the new, 
rational, and continuous demand suggested by people, workers 
of the system and leaders at all levels, and change according to 
the demand. So, it is a progressive course to set up the 
construction of the national information system for LC. We 
should use the tactics of overall planning and implement step 
by step. This study mainly concentrate on the realization of the 
goals at third layer to fifth layer, that means how to get the goal 
of “handy use -- use well – want to use”, and stress on the 



DCABES 2007 PROCEEDINGS 

 

129

problem of “use well”.

 
Fig.1. System structure design of the national information system for LC 
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ABSTRACT   
 

Topic Maps (TM) are standardized by ISO 13250 for the pur-
pose of semantic annotation of WWW resources. This paper 
presents the knowledge navigation system for city information 
portal based on Topic Maps technology, including four layers: 
information resources layer, knowledge layer, information 
navigation server layer and application layer. The knowledge 
layer is abstracted from large quantities of distributing 
heterogeneous municipal information resources by using TM. 
Navigation scope is built on the knowledge level which 
enlarges the navigation unit granularity and quantity of 
receiving information, shortens the navigation routing, and 
improves the efficiency of navigation. The research is valuable 
in digital city and knowledge navigation. 
 
Keywords: Knowledge Navigation, Digital City, Topic Maps,  
City Information Portal 
 
 
1. INTRODUCTION 
 
The concept of digital world is proposed by the vise president 
of America and the first international symposium on digital city 
is held in Beijing [1]. Since the concept of digital city has been 
put forward, the digital city has aroused the attention of 
government, increasingly becoming the focus of high-tech 
development and city construction [2]. In the 863 projects, the 
ministry of science and technology has set up many subjects to 
support the research of digital city on theory, technology and 
industrialization. Construction ministry has built 30 bases of 
digital city over the country. The digital city has been the focus 
of academic research in government, enterprises and colleges 
[3, 4, 5]. 
City information portal is the important part of digital city 
construction. City information resources such as data of 
population, economic, geography and communication usually 
created and maintained by different departments, so they own 
the characteristics of distribution and heterogeneousness. 
Integrating the existed information resources to city 
information portal, a unified information platform, can bring 
out more convenient and prompt information service. Generally 
speaking, city information portal should have following 
characteristics:  
(1) Unified information channel 

By unifying the inside and outside relatively dispersive 
and independent data of city, city information portal can 
enable  the users to access the required information by 
unified channel, which optimize running of city and 
improve economic benefits and society benefits. 

(2) Powerful content management capability 
City information portal can support structure and 
non-structure data, distinguish data from RDBs, and deal 
with all kinds of documents. 

(3) Individual application service 

                                                        
*This work is supported by the National Natural Science Foundation 
of China (Grant NO.70540005). 

  

City information portal can design and provide data and 
applications, and tailors individualized information portal 
according to the requirements of users, which enhance the 
work efficiency of users and reinforce the appetency and 
attraction for city. 

(4) Integrated with existing information system 
It is not necessary to redevelopment for city information 
portal can integrate the existing data and applications, and 
protect the existing large quantity of investment. 

 
Therefore, information navigation system plays an important 
role in information content construction and improvement of 
navigation speed and quality and it is a direct check index for 
the service quality of city information portal, but most of 
existing navigation systems only provide cursory content 
classification and some of them provide information navigation 
based on keywords, a method of navigation, which is lacking of 
knowledge and based on information matching, and it exists 
serious insufficiencies in the rate of complete, precise and 
expanding. 
 
With the development of semantic Web, information 
navigation technology based on knowledge appeared, named 
knowledge navigation, which imports knowledge layer between 
user interface and information resources to provide the bridge 
between customers and resources. It not only provides resource 
view but also knowledge view for users. Knowledge navigation 
expands the function of the traditional navigation system, and 
carries out the search service on the semantic level. 
 
Topic Maps are a new ISO standard [6, 7] which used to realize 
information navigation by efficient organization of information, 
and now it becomes a mainstream of knowledge management 
and navigation and been applied in many fields [8, 9]. 
 
We apply Topic Maps technology to knowledge navigation of 
city information portal. The remainder of this paper is 
organized as follows: first we present Topic Maps basic 
concepts; then we discuss the method of constructing topic 
maps by using domain ontology; at last, we describe the 
framework of navigation system. 
 
 
2. TOPIC MAPS 
 
Besides the efforts of the W3C summarized by the concept of a 
"Semantic Web", in 1999 the International Standards 
Organization (ISO) published a standard for describing WWW 
resources by some kind of semantic networks. It is called ISO 
13250: Topic Maps [6]. Subsequently, it was refined and ported 
from SGML to XML by the XTM (XML Topic Maps) proposal 
[7]. Topic Maps are formulated in an XML-syntax, which 
makes them interchangeable, and, using standard-defined 
methods and restrictions, mergeable.  
 
Topic Maps allow to describe knowledge and to link it to 
existing information resources. Topic Maps are described as the 
"GPS of the information universe", as they are designed to 
enhance navigation in complex data sets. Although Topic Maps 
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allow to organize and represent very complex structures, the 
basic concepts of this model –topics, occurrences and 
associations - are simple. 
 
Firstly, a topic is a construct that represents a real world subject 
and in this sense a topic can be everything: a theme, a concept, 
a subject, a person, an entity, etc. A concrete topic is an 
instance of a topic type. Therefore, a topic and a topic type 
form a class-instance relationship. At the same time a topic type 
is also a topic. 
 
Topics have three kinds of characteristics: names, occurrences 
and roles in associations. The base name of a topic is required. 
In addition, topics can have a display name and a sort name. 
These concepts apply to multilingual scenarios or to the use in 
different geographical. 
 
An occurrence is a link to one or more real information 
resources, like a web page, a file, a database, a report, a 
comment, a video or a picture. Generally, an occurrence is not 
part of a topic map.  To express different kinds of occurrences 
the standard provides the concept of occurrence roles that are 
topics as well. It is important to notice that topics and 
nformation resources belong to two different layers. Users may 
navigate at an abstract level – the topic level rather than 
directly within data. 
 
Topic associations describe the relationships between topics. 
They are completely independent of the real information object 
and represent the essential value-add of the topic map. This 
concept leads to some conclusions: A concrete topic map can 
be applied to different information resources. Seen from the 
other side, different topic maps can be applied to one 
information resources.  
 
Generally, topic associations are not one-way relationships. 
They are symmetric as well as transitive and thus, they have 
no direction. The construct of association types can be used to 
group topic associations and the involved topics. An 
association role describes the role of a topic in a topic 
association. Again, both the association types and the 
association roles are topics as well. 
 
The Topic Maps standard provides the extended concepts of 
scope, public subject, and facets. 
 
A scope is a set of topics acting as themes used to control the 
user-defined validity of topic characteristic assignments. For 
examples, scopes can be used to qualify topic name 
characteristics in multilingual topic maps. 
 
A topic may have assigned a public subject descriptor in order 
to enable the recognition of semantically equivalent topics if 
topic maps are being merged. 
 
Facets provide a means for annotating information objects 
pointed at by topic occurrences with simply structured 
meta-data (property/value pairs). Both properties and property 
values are expressed by means of topics (facet and facet value 
type). 
 
Additionally, topic maps can be merged so that their constructs 
(their topics and associations) belong to one concluding topic 
map. This can be done via a reference to a topic map B within 
a topic map A, using the mergeMap-element [7]. Furthermore, 
two topics A and B are to be merged if both have the same 

name N in the same scope S or if one topic's subject is 
identified by the other topic. The standard defines that 
merging of topic A and B results in a single topic T subsuming 
all characteristics of A and B (including names, occurrences 
and association memberships). 
 
 
3. BUILDING ELEMENTS OF TOPIC MAPS 
 
Topic Maps provide a bridge between the domains of 
knowledge representation and information management. They 
build a semantic network above information resources, which 
allows users to navigate at a higher level of abstraction. One 
advantage of Topic Maps is that they add semantics to existing 
data – by organizing and describing them – without modifying 
them. 
 
We build the elements of topic maps from domain ontology for 
digital city. The domain ontology, which is the general 
understanding of domain experts to the knowledge, mainly 
consists of concepts and relationships. In general, the concepts 
of domain ontology are the topic types or topics, and the 
relationships are the associations. 
 

 
Fig.1. Partial domain ontology for tourist information services 

 
For example, the partial domain ontology for tourist 
information services is shown in Fig.1. The main concepts 
include agency, trip, tourist, itinerary etc, and the main 
relationships include class of, consist of, synonym etc. In XML 
Topic Map, we code these concepts and relationships as 
following: 
<!—definition of Topic Type --> 
<topic id="Agency"> 
<baseName> 
<baseNameString>Agency</baseNameString> 
</baseName> 
</topic> 
<topic id="Travel product"> 
<baseName> 
<baseNameString>Travel product</baseNameString> 
</baseName> 
</topic> 
<topic id="Tour"> 
<baseName> 

Agency 

Tour 

Trip 

Travel product 

supply 

class of 

synonym 

Bus 

Itinerary 

use 

consist of 

customer Tourist 
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<baseNameString>Tour</baseNameString> 
</baseName> 
</topic> 
<topic id="Trip"> 
<baseName> 
<baseNameString>Travel product</baseNameString> 
</baseName> 
</topic> 
……………… 
<!—definition of Association Type and Role Type --> 
<topic id="superclass-subclass"/> 
<topic id="role-superclass"/> 
<topic id="role-subclass"/> 
 
<!—definition of Association --> 
<association> 
 <instanceOf> 
   <topicRef xlink:href="#superclass-subclass"/> 
</instanceOf> 
 <member> 
    <roleSpec> 
      <topicRef xlink:href="#role-superclass"/> 
    </roleSpec> 
      <topicRef xlink:href="#Travel product"/> 
  </member> 
  <member> 
    <roleSpec> 
      <topicRef xlink:href="#role-subrclass"/> 
    </roleSpec> 
      <topicRef xlink:href="Tour"/> 
   </member> 
</association> 
……………… 
 
The following XML statements describe the links between 
topics and information resources through “occurrence”. 
<!—definition of Topics --> 
<topic id="web site"/> 
<topic id="A001"> 
<instanceOf> 
   <topicRef xlink:href="#Agency"/> 
 </instanceOf> 
<baseName> 
   <baseNameString>Dalian  Agency</baseNameString> 
 </baseName> 
 <occurrence> 
   <instanceOf> 
     <topicRef xlink:href="#web site"/> 
   </instanceOf> 
   <resourceRef 
        xlink:href="http://www.dalian_agency.com.cn"/> 
  </occurrence> 
  </topic> 
……………… 
 
After building the local topic map from every local domain 
ontology and information resource, the global topic map for 
digital city is built through integration process (shown in Fig.2). 
The integration process follows the rules: 
(1) Merging of topics where multiple conceptually equivalent 

topics are combined into one topic. 
(2) Merging associations between topics where conceptually  

equivalent associations from one topic t1 to another topic 
t2 are combined into one association. 

(3) Copying a topic and/or its properties if the same or 
equivalent topic does not exist in the target Topic Map. 

(4) Generalizing related topics or topic types into a more 

general topic type.  
 

 
Fig.2. The topic maps integration 

 
 
4. THE NAVIGATION SYSTEM 
 
In order to map the management of information resources to 
topic map ontology, knowledge navigation system constructs a 
knowledge layer above information resources, named topic 
map ontology, which can be used as the bridge between users 
and resources. The whole system has four layers (shown in 
Fig.3): information resource layer, knowledge layer, navigation 
server layer and application layer. 
 
Information resource layer includes all kinds of resource, such 
as statistic database, education database, traffic database, tour 
database and environment database etc. 
 
Knowledge layer is laid over existing information sources for a 
variety of purposes: location, annotation, connection, 
comparison, classification, and organization of information. 
The main characteristics of knowledge layer are: 

1) Usually it contains additional information or meta-data 
about base information elements. 

2) It is characterized by a varying degree of structure. 
3) It does not modify the base information. 
4) As a key characteristic, it contains references to base 

information elements. 
 

The topic map is well qualified for the knowledge 
representation. We use relational database to store topic maps 
which include topic type table, topic table, association table, 
occurrence table and role table, etc. 
 
Navigation server layer, which is the core of the whole system, 
completes knowledge management and navigation service. 
Knowledge management mainly completes the building & 
maintenance and coding & memory of topic map ontology. 
Navigation service has two methods: ontology browse and 
knowledge retrieval. Knowledge retrieval gets back relative 
resource using semantic matching between the input of user 
and topic maps. We use TM4J topic maps engine to parse topic 
maps. 
 
Application layer which is user-oriented graphical interface, 
realize the functions of login, information issue and knowledge 
navigation, etc. 
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Fig.3. The navigation system framework 
 
 
5. CONCLUSIONS 
 
Stocks of information and data have grown rapidly in recent 
years. Yet information seeking has become more difficult and 
time consuming. Therefore, knowledge navigation is the future 
development trend for managing city information resource. 
In this paper we introduced Topic Maps for city information 
portal. The topic maps for digital city is built, and then the 
navigation system framework is presented. 
The future research focuses on the automation construction of 
topic maps from information resources. 
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ABSTRACT 
 

In multi-hulls ship development, the position optimization of 
the outriggers for Trimaran has to be taken into account. This 
problem will be solved by multi-objects nonlinear program. In 
this paper, The Rankine Source method based on the potential 
flow theory is used to predict the wave-making resistance of 
the trimaran and the Genetic Algorithms (GAs) is used to 
optimize the position of the outriggers and the optimum results 
of CFD method were given too. The results show that GAs is 
an efficient and qualified engineering optimum design method 
in ship design. 
 
Keywords: Genetic Algorithm, Wave-Making Resistance, 
Optimization 
 
 
1. INTRODUCTION TO GAS[1] 
 
The GAs developed in the 60~70’s of last century by John 
H.Holland are some kinds of stochastic approach based on the 
mechanics of natural selection and Darwin’s evolutionism, 
which are known to be robust and global optimum. In basic 
GAs, the problems are transferred to binary numbers called 
chromosome and fitness number by a kind of coding 
technique. To engineering problems, it’s more convenient to 
use real numbers instead of binary numbers. The length of the 
real number string corresponds to the number of design 
variables. Every string is an individual, which represents a 
possible solution to the problem. All of the strings consist of a 
generation. The number of strings is called the population size. 
The mechanics of survival of the fittest are applied by a kind 
of fitness value when generate the subsequent generation from 
their parents. By a series of evolution of the populations, the 
optimization processes are carried out, and at last the relative 
optimum solution(s) can be obtained. Suppose P(t)  to be the 
generation t,the standard program structure of GAs shows as 
follows: 
Procedure evolution program 
Begin 

t←0 
initialize P(t) 
evaluate P(t) 
while (not termination －condition) do 
begin 
t←t+1 
select P(t) from P(t-1) 
alter P(t) 
evaluate P(t) 
end 

end 
 
 

2. INTRODUCTION TO RANKINE SOURCE 
METHOD 

 
To inviscid and irrotational flow, the velocity can be expressed 
by the gradient of the velocity potential Φ . The ship wave 
problems can be described as follows: 
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The Eulerian coordinate system is used to describe the flow. 
The global coordinate moves with the ship at the same 
longitudinal velocity, which origin is chosen at the cross point 
of centerplane, amidship cross-section and undisturbed 
waterplane. The x-axis is the cross line of the centerplane and 
the undisturbed waterplane, which points stern. The y-axis is 
the cross line of the amidship cross-section and undisturbed 
waterplane, which points starboard. The z-axis is positive 
upward. See Fig 1. 
 
It’s convenient to rewrite Φ  as: 

(2)                                 ∞+=Φ φφ  
Here, ∞φ is undisturbed potential cx=∞φ . φ  is 
disturbed potential due to ship hull. Then (1) can be written as:  

(3)     

           at                               0 

  surface water freeat     0
)cφ)((

surface hull at wetted                             
0

xx

2

⎪
⎪
⎪

⎭

⎪
⎪
⎪

⎬

⎫

∞=∇

=+∇∇+
+∇∇++

=
=∇

φ

φφφφ
φ

φ

)cφφφ(φ
cg

cn

xyyy

xxz

xn

 

In Rankine source method, φ  is represented as the potential 
of source density distribution over the surfaces of wetted hull 
(Sh) and free water (Sf):  
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The elevations of free surface, the pressures on the hull 
surface and the wave making resistance can be obtained by: 
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Fig.1. Coordinate system 

 
 
3. PANELS SYSTEM FOR TRIMANAN 
 
The wigley hull is selected as main hull and outriggers [3].  
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There are two types of trimarans A and B sketched in Fig 2. 
 

 
Fig.2. top view of the trimaran 

 
In order to ensure the radiation condition, the source panels for 
free water surface are moved 2 panel’s distance up and 1 
panel’s distance backward from undisturbed free surface. The 
panels system is shown in Fig 3. 
 
Obviously (3) are non-linear equations. Different treatment to 
(3) will obtain different approaches to equations. The 
linearization equations of (8) are used to speed up the 
computation, which are reasonable from prediction and 
optimization point of view. 
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Fig.3. Panels system  

 
Fig4 shows the comparison of resistances between experiments 
and the calculations. From the Figure we can see that the 
tendency of the curves is coincident with the experiment data 
though the absolute values are derived minus from the 
measured data. 

  

 
 

Fig.4. Comparison of wave making resistance coefficient by calculation and experiment 
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4. THE INFLUENCES OF POSITIONS OF 
OUTRIGGERS 

 
The locations of outriggers will have great influence on the 
wave making resistance. To investigate these influences, the 
calculations are carried out for the trimanan what the 
outriggers are located in different positions in longitudinal and 
transverse directions.  
1) longitudinal position 

Taking Type A as an example, the longitudinal positions of 
outriggers (s/Lwl) vary from 0 to 1.0 while the transverse 
position being kept in the same value b/Lwl=0.4. The results 
are shown in Fig 5.   

 

 
Fig. 5.The influence of longitudinal position of outriggers to 

resistance 
 

It can be seen that the tendency of the curve is coincident with 
the experiment data. The optimization value is about s/Lwl=0.8. 
When taking the wave patterns into account, it will be found 
that at optimization position the outriggers are just located in 
such positions where the stem of outrigger locates in the area 
of wave hollows caused by the main hull while the stern 
locates in the area of humps(refer to Fig 6). It is the same for 
the Type B. 
 

 
 

 
Fig.6. Wave pattern 

2) transverse position 
The transverse positions of outriggers (b/Lwl) vary from 0.1 

to 1.0 while the longitudinal position being kept in the same 
value s/Lwl=0.8. The results of Type B are shown in Fig 7.  
The reasonable choice of b/Lwl is 0.2-0.4. Also when taking 
the wave patterns into account, it is not difficult to find that 
in this range the stem of outrigger locates in the area of 
wave hollows caused by the main hull while the stern 
locates in the area of humps.  

 

 
 

Fig.7. The influence of transverse position of outriggers to 
resistance 

 
 
5. GLOBAL OPTIMIZATION FOR POSITIONS 

OF OUTRIGGER  
 
As described above, the position of outriggers has great 
influence on wave making resistance. The optimal locations 
have been discussed above in separate condition. In general, 
the total resistance (including friction resistance and residual 
resistance) should be selected as objective from resistance 
point of view. Considering the fact that the main hulls and 
outriggers itself have no changes on the present condition, the 
total wave making resistance can be selected as objective. The 
relative values b/Lwl, s/Lwl and the type of trimaran( Type A, B) 
are selected as design variables to be optimized. Here, the 
so-called Genetic Algorithms (GAs) are used to get the global 
resolves.  
 
Fig 8 shows the change of the wave making resistance during 
the evolution process. The wave making resistance reduces 
from 2.557E-04 to 9.5736E-05 after 60 generations 
calculations. In calculation, population size is 5，maximum 
generation 60，crossover probability0.9，mutation probability 
0.1. From Figures we can see that the simulation calculations 
are efficient. The optimization is that of type B with 
longitudinal location s/Lwl= 0.6874213 and transverse location 
b/Lwl= 0.1836239. Fig9 shows the wave pattern of the last 
solution, which also shows that the outriggers are just located 
in the area mentioned above. 
 
 
6. CONCLUSIONS 
 
(1) It is effective to apply GAs for global optimization of   

outrigger’s position. 
(2) The tendency of the curves of wave-making resistance is 

coincident with the experiment. That shows Rankine 
source method can be used to predict the resistance of 
trimaran and do some optimal design at the initial ship 
developing process 
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(3) The position of outriggers has great influence on the 
wave making resistance. Reasonable choice is to located 
the stem of outriggers in the area of wave hollows 
caused by the main hull while the stern locates in the 
area of humps. 

(4) For the trimarans shown in Figure 2, the optimal 
position of outrigger is s/Lwl= 0.6874213 and b/Lwl= 
0.1836239. The reasonable type is B. 

 

Fig.8. Process of evolution by Gas 
 

Fig.9. Wave pattern with optimal position  
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ABSTRACT 
 

Because of its NP-completeness of QoS routing problem, many 
heuristics such as Genetic Algorithms are employ solve the 
problem. Base on Particle Swarm Optimization (PSO), this paper 
presents a Modified PSO to solve QoS multicast routing problem. 
We test MPSO-based routing algorithm on a network model. For 
performance comparison, we also test the original PSO algorithm. 
The experiment results show the availability and efficiency of 
MPSO on the problem and its superiority to PSO. 
 
Keywords: QoS Multicast Routing, NP-Complete, PSO, 
Mutation 
 
 
1. INTRODUCTION 
 
Multicast is a communication service that allows simultaneous 
transmission of the same message from one source to a group of 
destination nodes. To implement a multicast session, a network 
must minimize the session’s resource consumption while 
meeting the quality of service (QoS) requirements. QoS 
multicast routing relies on state parameters specifying resource 
availability at network nodes or links, and uses them to find 
paths with enough free resources. An efficient allocation of 
network resources to satisfy the different QoS requirements is 
the primary goal of QoS-based multicast routing. However the 
inter-dependency and confliction among multiple QoS 
parameters makes the problem difficult. It has been demonstrated 
that it is NP-Complete to find a feasible multicast tree with two 
independent additive path constraints.  
 
Generally, heuristics are employed to solve this NP-complete 
problem. Some Genetic Algorithms (GAs) have been used to 
solve the problem form different aspects. GA reassures a higher 
chance of reaching a global optimum by starting with multiple 
random search points and considering several candidate solutions 
simultaneously. 
 
Particle Swarm Optimization (PSO) is a recently proposed novel 
heuristic method [5]. In this paper, we will employ a Modified 
PSO (MPSO) with mutation operation to solve the Multicast 
QoS routing problem. The paper is organized as follows. In 
Section 2, the network model of QoS multicast routing problem 
is introduced. The origin and the development of PSO are 
described in Section 3. Section 4 is our proposed MPSO-based 
QoS multicast routing algorithm. The experiment results are 
given in Section 5 and the paper is concluded in Section 6. 
 
 
2. PROBLEM  STATEMENT 

 
A network is usually represented as a weighted digraph G = (V, 
E), where V denotes the set of nodes and E denotes the set of 
communication links connecting the nodes. |V| and |E| denote the 
number of nodes and links in the network, respectively, Without 
loss of generality, only digraphs are considered in which there 
exists at most one link between a pair of ordered nodes [6]. 
 
Let Vs∈ be source node of a multicast tree, and 

}}{{ sVM −⊆ be a set of end nodes of the multicast tree. Let R 
be the positive weight and R+ be the nonnegative weight. For 
any link Ee∈ , we can define the some QoS metrics: delay 

function delay (e): RE → , cost function cost (e): RE → , 
bandwidth function bandwidth (e): RE → ; and delay jitter 
function delay-jitter (e): +→ RE . Similarly, for any node Vn∈ , 
one can also define some metrics: delay function delay 
(n): RV → , cost function cost (n): RV → , delay jitter function 
delay-jitter (n): +→ RV  and packet loss function packet-loss 
(n): +→ RV . We also use ),( MsT  to denote a multicast tree, 
which has the following relations: 
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where ( )Tsp ,  denotes the path from source s to end node t in 
T(s, M). With QoS requirements, the problem can be represented 
as finding a multicast tree T(s, M) satisfying the following 
constraints 
1. Delay Constraint: delay(p(s,T))≤D;  
2. Bandwidth Constraint: bandwidth(p(s,T))≥B； 
3. Delay-jitter Constraint: delay-jitter(p(s,T))≤J； 
4. Packet-loss Constraint: packet-loss(p(s,T))≤L; 
 
QoS multicast routing problem is a NP-complete hard problem, 
which is also a challenging problem for high-performance 
networks. 
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3. PARTICLE SWARM OPTIMIZATION 
 
Particle Swarm Optimization (PSO), originally proposed by J. 
Kennedy and R. Eberhart [5], has become a most fascinating 
branch of evolutionary computation. The underlying motivation 
for the development of PSO algorithm was social behavior of 
animals such as bird flocking, fish schooling, and swarm theory. 
Like genetic algorithm (GA), PSO is a population-based random 
search technique but that outperforms GA in many practical 
applications, particularly in nonlinear optimization problems. In 
the Standard PSO model, each individual is treated as a volume-
less particle in the D-dimensional space, with the position and 
velocity of ith particle represented as Xi=(Xi1,Xi2,...XiD) and 
Vi=(Vi1,Vi2,….ViD). The particles move according to the 
following equation: 
 

))(())(( 21 idgidididid XPRandcXPrandcwVV −⋅+−⋅+= (6) 

ididid VXX +=                                                         (7) 
where 

1c  and 2c  are positive constant and rand() and Rand() are 
two random functions in the range of [0,1]. Parameter w is the 
inertia weight introduced to accelerate the convergence speed of 
the PSO. Vector ),,,( 21 iDiii PPPP =  is the best 
previous position (the position giving the best fitness value) of 
particle i called pbest, and vector ),,,( 21 gDggg PPPP =  is the 

position of the best particle among all the particles in the 
population and called gbest. 
 
 
4. THE PROPOSED PSO 
 
4.1 Coding 
The coding is one of important problems to solve the QoS 
multicast routing problem using Modified Particle Swarm 
Optimization (MPSO) algorithm or PSO algorithm. It involves 
encoding a path serial into a feasible solution (or a position) in 
the search space of the particle. In this paper, we design an 
integral coding scheme for MPSO so that it can be employed to 
solving the discrete combinatory optimization problem. In our 
scheme, the number of paths (no loop) reaching each end node 
t∈M are worked out. With the number of end nodes denoted 
by M , the number of paths to end node i is represented as 

)1( Mini ≤≤ . The paths to end node i can be numbered by an 

integer variable )1( Miti ≤≤ ,where )1](,1[ Mint ii ≤≤∈ . 

Therefore we can obtain a M -dimensional integral vector 

),,,( 21 Mttt  denoting a possible path serial with each 

component it  varying in the interval ],1[ in . In the MPSO for 
QoS Multicasting routing problem, such an integral vector 
represents the position of the particle and the combinatory 

optimization problem is reduced to a M -dimensional integral 

programming. 
The initial population is a matrix with row vectors 

representing particles’ positions. The dimension of a row vector 
is the number of end nodes. The value of the ith component of a 
row vector denotes the number of a path from the source node to 

end node i, which is initialized by randomly select an integer 
number in the interval, ],1[ in . 
 
4.2 Fitness Function 
In our proposed method, the fitness unction is defined as: 
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where ω1 ，ω2，ω3 and ω4 is the weight of cost, delay, delay-
jitter and packet loss, respectively; f(d), f(j) and f(p) are defined 
as 
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where Fd(x), Fj(x) and Fp(x) are penalty functions for delay, 
delay-jitter and packet loss, respectively, and α ，β and σ are 
positive numbers smaller than 1.  
 
4.3 MPSO for QoS Routing Problem 
As demonstrated by F. Van den Bergh, original PSO is not a 
global convergent algorithm, which makes PSO apt to encounter 
premature convergence [1]. In this section, we propose a 
Modified PSO (MPSO) with mutation operation exerted on 
global best particle. The operation employed in this paper is 
Gaussian mutation described as follows. 

),,2,1()1,0( MdNPP gdgd =⋅+= σ             (15) 

where )1,0(N  is Gaussian distribution with mean 0 and 
standard deviation 1. is the standard deviation of the mutation 　
operator controlled over the running of the algorithm as follows. 

iter+
=

1
1σ                                                              (16) 

where iter is the iteration number of the algorithm.  
It is worth of notice that there are no mutation probability 

introduced into the operation, which means that the mutation on 
global best position is implemented at each iteration after the 
global best particle is selected. It can be demonstrated by 
criterion of F. de Burgh that MPSO is a global convergent 
algorithm. The algorithm is outlined below. 
 
MPSO-based QoS Multicast Routing Algorithm 
Input: The dimension of the particles’ positions (equal to the 
number of end nodes); Population size; Parameters of the 
network model. 
Output: The best fitness value after MPSO executes for 
MAXITER iterations; optimal multicast tree.  
Procedure: 

1. Initialize the population; 
2. for iter=1 to MAXITER 
3. Compute the fitness value of each particle according to (8); 
4. Update the personal best position iP ; 
5. Update the global best position gP ; 
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6. Undertake the mutation operation on gP  according to 

formula (15) and (16); 
7. for each particle in the population 
8. Update each component of the particle’s position by (6) and 

(7) and adjust the component it  as an integer in ],1[ in ; 
9. endfor 
10. endfor 

 
 
5. EXPERIMENT 
 
To test the performance of the MPSO-based Multicast Routing 
Algorithm, we use the network model in Figure 1 as our tested 
problem. In the experiments, it is assumed that all the end nodes 
of multicast satisfy the same set of QoS constraints without 
regard to the characteristics of the nodes. The characteristics of 
the edges described by a  quaternion （d, j, b, c）with the 
components representing delay, delay-jitter, bandwidth and cost, 
respectively. For performance comparison, we also used Particle 
Swarm Optimization (PSO) to test the problem. The experiments 
were realized with Visual C++6.0 on Windows XP and executed 
on a PC with 2.10GHz-CPU and 256MB-RAM.  
 
The experiment configuration is as follows. The population size 
for PSO and MPSO is 50 and maximum number of iterations is 
for both algorithms and the number of the end nodes is 5. The 
fitness function is formula (8) with ω1=1，ω2=0.5，ω3=0.5，
ω4=0.3，α=0.5， β=0.5，σ=0.5. There are 23 nodes in the 
network model (Figure 1), we assume node 0 to be the source 
node; the set of end nodes to be M={4,9,14,19,22}. The inertia 
weight w in PSO and MPSO decreases linearly from 0.9 to 0.4 
over a running and acceleration coefficients c1 and c2 are fixed 
at 2.0.  

 
We adopt two sets of constraints in the experiments: 
1. When delay constraint D=20, delay-jitter constraint J=30，

bandwidth constraint B=40 and packet loss constraint 
L=0.002, the multicast trees generated by the two algorithms 
are shown in Figure 2(a) and Figure 3(a), respectively.  

2. When delay constraint D=25, delay-jitter constraint J=35 and 
bandwidth constraint B=40 and packet loss constraint 
L=0.002, the multicast trees generated by the three algorithms 
are shown in Figure 2(b) and Figure 3(b), respectively. 

 
For constraints that D=25, J=35, B=40 and L=0.002, we 
recorded in Table 1 the dynamic changes of best fitness values 
when the algorithms are executing. The best fitness values 
generated by MPSO and PSO after 200 iterations are 0.2243225 
and 0.223214. We can conclude that MPSO has the best 
performance and could yield better multicast tree than two other 
algorithm.  Table 1 shows the dynamic changes of cost, delay 
and delay-jitter with the development of iteration for three 
algorithms. It can be seen that convergence speed of MPSO is 
more rapid than PSO. Thus it can be concluded that MPSO has 
stronger global search ability than PSO. 
 

(5,7,45,12)

(3,4,50,11)

(4,2,50,10)(5,6,45,12)

(6,6,45,10)

(5,6,50,10)

0 5 10 15 20

1

2

3

4

6

7

8

9

11

12

13

14

16

17

18

19

21

22

(5,6,45,11)
(4,7,50,10)

(6,5,50,10)
(6,5,45,12)

(3,5,50,12)

(4,5,50,10)

(1,2,50,10)

(2,4,45,10)

(1,4,45,11)

(3,5,50,12)
(5,5,50,10)

(4,5,45,11)

(5,6,50,12)

(5,6,45,12)

(3,6,45,10)

(4,6,50,10)

(3,4,45,10)

(5,6,45,10)

(5,6,45,11) (5,7,50,12) (5,6,45,12)

(2,5,45,10)(3,5,50,10)

(4,6,50,10)

(4,6,45,12)(4,7,50,11)

(3,3,45,9)

(3,5,50,11)

(8,12,50,25)

(5,7,45,8)

(4,6,45,12) (5,7,50,12) (4,6,45,12) (4,6,45,11)

 
Fig.1. A network model as the testing paradigm in our 

experiments 
 

     
(a)                                            (b) 

Fig. 2. Multicast trees generated by PSO Algorithm. (a). D=20, 
J=30, B=40 and L=0.002; (b). D=25, J=35, B=40 and L=0.002; 

 

   
(a)                                             (b) 

Fig.3. Multicast trees generated by MPSO Algorithm. (a). D=20, 
J=30, B=40 and L=0.002; (b). D=25, J=35, B=40 and L=0.002; 

 
Table 1. Dyanmic changes of best fitness values of PSO and 

MPSO 
Iteration PSO MPSO 
20 0.05000000 0.08759353
50 0.07684427 0.16486325
100 0.11160742 0.19532689
150 0.14648386 0.21358990
200 0.22321417 0.22432245

 
 
6. CONCLUSIONS 
 
The paper has presented a Modified PSO (MPSO) with mutation 
operation on the global position of the population to solve 
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multicast routing policy for Internet, mobile network or other 
high-performance networks. This algorithm as well as original 
PSO provides QoS-sensitive paths in a scalable and flexible way 
in the networks environment. They can also optimize the 
network resources such as bandwidth and delay, and can 
converge to the optimal on near-optimal solution within few 
iterations. The availability and efficiency of MPSO on the 
problem have been verified by experiments. We also test the 
original PSO for performance comparison, and the experiment 
results show that MPSO outperforms PSO on QoS multicast 
routing problem.  
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ABSTRACT  
 

This paper focuses on evolution to classical workflow that 
allows more flexible execution of processes while retaining its 
simplicity. Having modified and extended the traditional 
workflow philosophy, a flexible composition model that 
coordinates business services according to users’ real-time 
requirements in virtual enterprise, which is called 
coordination-aware model (CAM), is proposed. This evolution 
is based on the concept of Service Oriented Architecture (SOA) 
with the goal of seamlessly integrating workflow systems with 
new required application residing in heterogeneous 
environment. It provides support for cooperative process 
management and coordination. It offers pertinent information 
about work progress while maintaining adequate privacy of 
information, and supports dynamic process definition. 
 
Keywords: Coordination-Aware Model (CAM), Virtual 
Enterprise(VE), Service Oriented Service (SOA), 
Coordination-Aware, Flexible Workflow System 
 
 
1. INTRDUCTION 
 
Workflow is the automation of processes, in whole or part, 
during which documents, information or tasks are passed from 
one participant to another for action, according to a set of 
procedural rules [1]. Along with the development of Workflow 
technology, some deficiencies have drawn attention. Firstly in 
the globalization environment, enterprises are increasingly 
confronted with problems of change. Their business process 
might vary from time to time, versatile user requirements and 
agile response demand need distributed business services to 
interact and cooperate flexibly and adaptively. But most of 
existing workflow systems were developed to control the 
execution of business processes with fairly static structures. 
Secondly most services available on the Internet are single and 
simple functional units, which is called fine-grained services. 
Compared to such separate services is that most business 
processes should be implemented depending on the 
composition of several single web services according to the 
real-time demand. We called such kind of composition 
Coordination-aware Model (CAM) or coarse-grained services. 
 
Present workflow system should be improved to satisfy these 
new and critical requirements. A middleware is required to 
provide dynamic integration between partners in the value 
chain. In this paper, we propose a model-CAM-trying to solve 
problems mentioned above, in which the middleware is 
implemented by Web service.  
 
The remainder of the paper is organized as follows. In section 2 
some related works are mentioned. Section 3 is the architecture 
diagram of CAM. A cooperative workflow system based on 
CAM is put forward. The formal concept of CAM and 
behaviors of it are defined, and a correlative cases are put out in  
section 4. In section 5 the detailed discussions are depicted.  

                                                        
 * Supported by Wuhan University of Technology Fund (Xjj2005078).  

 
Finally the work is summed up and future work is discussed in 
section 6. 
 
 
2. RELATED WORK 
 
Many works address the problem of workflow flexibility and 
propose the solutions depending on various popular 
technologies. Generally there are four approaches. The first one 
considers the process as a resource for action [2]. The second 
one uses the process as a constraint for the flow of work, but it 
is admitted that it may change during its lifetime. The process 
can be dynamically adapted during its execution[3]. The third 
approach consists in evolving the process model itself to allow 
for more flexible execution. Flexibility has to be modeled and 
is anticipated during the process modeling step. And the last 
one adds flexibility in the workflow management system 
execution engine itself [4]. 
 
Various investigations are based on the paradigm of service 
activity. Via service activity states, a consumer can monitor 
service progress. Most approaches only support Workflow 
Management Coalition (WfMC)[1] specified activity states to 
comply with interoperation standards such as Wf-XML and 
Workflow Management Facility (WMF). Conventional 
approaches are restricted by original granularity of process 
definitions that is not intended for outside partners. Therefore, 
determining which parts of private processes should be 
revealed to partners is extremely difficult. 
 
Until now, some prototypes have been implemented. eFlow[5] 
is a framework that supports the specification, registry, 
enactment, deploy and management of composite e-services, 
which are modeled as processes that are enacted by a service 
process engine. The selection of desired service[6] is according 
to a set of service selection rules, which are defined in a 
service-broker-specific language. But services registration, 
discovery mechanism on semantic level is not enough [7]. 
eSOA is an extended Service-Oriented Architecture for 
supporting flexible library services integration and 
interoperability in a large scale digital libraries environment. 
Although such platform solves the critical problems of single 
point of failure and performance bottleneck existing in the 
basic SOA infrastructure [8], it is hard to control the execution 
of composition when some exceptions occur in P2P 
environment [9]. Moreover, there are still some unsolved 
problems in the domain of P2P network itself which hinders the 
implement of such proposal. 
 
In this paper, a coordination-aware model as well as semantic 
web are together introduced to the traditional workflow system 
to solve the problems mentioned in section 1 and satisfy the 
on-demand business pursued by enterprises and users. CAM 
enables a modeler to generate various levels of abstraction 
(granularity) of a private process flexibly and systematically. 
CAM can be considered a compromised solution between 
privacy and publicity. 
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3.  COORDINATION-AWARE MODEL: CAM 
 
The CAM adopts a multi-layer architecture complying with 
the standard SOA. The multiple layers clearly separate the 
infrastructure ( multiple-layer virtual enterprises and web 
services they provided ), the semantic logic ( semantic layer ), 
the coordination-aware logic ( CAM layer ) and the deploy 
logic ( coordination workflow layer). 
 
There are three charateristics in CAM. Firstly, cooperation in 
VE is hierarchical. Differences between cooperation across 
VE and in VE make it necessary to differentiate cooperation at 
different  business layer and select different strategies and 
methods for each layer. Secondly, the hierarchical  structure 
is not static but dynamic, which means partners at the same 
layer can freely group according to variable market goals. 
Even partners at one layer can join the team at another layer 
and cooperate with its team members. Thirdly, workshops of 
an enterprise at innermost layer are self-organizational. They 
can organize themselves to form the cooperation structure 
automatically in response to  sub-goals, which are results of 
task allocation under the restriction of resources. 
 
The coordinations among virtual enterprise entities at 
different layer varies in coupling tightness. Characteristics of 
cooperation of each layer decide that entities at outer/higher 
business layer are more loosely coupled than those at 
inner/lower layer. For example, entities at outer layer may use 
heterogeneous management systems to manage their 
production and sales processes. On the other hand, entities 
inside a VE may use homogeneous management systems or 
even share the same system. Cooperation across several layers 
may only require final results from cooperative partners. 
However, cooperation inside a layer may need not only final 
results but also middle data for process instance monitor, 
control and data audit etc. 
 
According to the interaction in cooperation, there are two 
typical cooperative ways in VE,  namely  outsourcing  and  
combination. If the two enterprises are coupled by outsourcing, 
they have little interaction during the process in which the 
service provider executes the task requested by the service 
requester. If they are organized by combinative production, 
interaction is very necessary during their cooperation process. 

 

 
Fig.1. Coordination-aware Model 

 

4. DEFINITIONS AND COOPERATION 
CONTRACTS FOR CAM 

 
4.1 Definitions for Elements in CAM  
Definition 1 ( Cooperative Actor ):  Entities at different 
layer that comprise VEs are called cooperative actors denoted 
by ai. To meet the needs of market, ai must cooperate with 
each other and utilize available resources to accomplish tasks 
allocated according to market demands.  
 
Definition 2 ( Service ): Specification which describes 
cooperation between cooperative actors is Service. It specifies 
cooperative goal, cooperative behavior, cooperative lifetime 
and cooperative result etc. ai. can be formally represented by a 
four-tuple < id, t, L, Co>  

.Let id be an identifier of ai, which can specify a 
cooperative actor uniquely.  

Let t be a task which is undertaken by cooperative 
actors.  

Let L be a row vector denoted by [L1, L2, Li, …, Ln]. I 
is the number of cooperation layers of VE. L1 represents the 
outermost layer and Ln represents the innermost layer.  

 
Cooperation layer moves in by from L1 to Lm. It can be 
know from L the location of ai in the cooperation by 
using some kind of data coding method. And values of L can 
be collected for analyzing cooperation states at different layer.  
 
Let Co be a p×q matrix. P equals the number of cooperative 
partners and q equals the number of selected cooperative 
parameters. For example, let q=3. Row vector of Co is ( aij, 
Couplingij, ServiceIDij ), in which, aij is the id of the partner 
that cooperates with ai.; Couplingij is the coupling way 
between ai and aj ( such as outsouring, combination, entrust 
and so on ); ServiceIDij is the id of the service that ai and aj 
should comply with, which is an element in a set of sevices 
provided by a certain CAM.  
 
It is defined that for any two enterprise entities, they either 
cooperate with each other or not. In other word, cooperation 
between them has two states. If there are some cooperation 
relationship  between them, let the state value be 1. If there 
are not any cooperation relationship between them, let the 
state value be 0.  
 
In order to describe how cooperative structure of VE changes 
when market objectives change, notation Pij is introduced in 
CAM. For certain pair entities, Pi1 describes the probability of 
building or remaining cooperation relationship, and Pi2 the 
probability of inverse state. For example, if the two entities 
have cooperation relationship, when they face new market 
requirements, the probability of remaining cooperation 
relationship is p11 and the probability of giving up 
cooperation is p12，0<p11, p12<1, p11+ p12 =1. If they do not 
cooperate with each other currently, when they face new 
market  requirements, the probability of building cooperation 
relationship is p21 and the probabilityof  keeping original 
state is p22，0<p21, p22<1, p21 + p22 = 1.  
 
We can get the cooperative relation and cooperative way of 
VE by collecting all the four-tuples  of cooperative actors and 
also can get the cooperative relation and cooperative way at 
each business layer. we also can deduce an equilibrium 
probability vector PT to predict the trend of cooperation way 
when VE facing new market wants, which is very helpful for 
system decision making support. 
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4.2 Semantics Definition in CAM 
In CAM, workflows are consist of several objects and 
processes. In this context, a language is defined in order to 
describe relations between objects and processes. Along with 
semantic web technology, such language could improve the 
intellegence and flexibility of workflow system. 
 
The notation (Object or Process)State →Transition (Object or 
Process) is proposed to express that a transition will depend on 
an object’s or a process’s state. The left part is a boolean 
expression and must be the result of ((object or process)State 
= = State) = true. The right part is an action that involves an 
object or a process in a transition. A clearest notation is : 
AState  → Transition (B). It means that if A is in 
state ”State”, then transition will happen on B. 
 
For example, if a process B runs when another process A will 
complete (i.e. such as a sequential routing), AC → Run(B) can 
be denoted according to the definition above. That 
corresponds to these properties : 
1. C is a state for A object type 
2. State of A is equals to Complete 
3. Run is a valid transition for B object type 
4. State of B is compatible to a Run transition (i.e. B is 
initiated, suspended, active or running and B is a process) 
 
If all the conditions above are satisfied, B is now in running 
state. We are able to distinguish explicit conditions that 
compose a scenario and implicit ones that return exceptions. 
Thus, properties 1 to 3 check for inconsistency at process 
definition step while the later allows for capturing process 
errors at runtime. 
 
4.3 Cooperation Contracts 
 
It is easy to define cooperation between two objects. But with 
three or more objects, relations maybe complex and should 
generate more than really necessary coordination activities.  
 
Definition 3 ( object instance ) : if an existing object has 
static attributes and dynamic behaviors an object type 
prossesses, such object is called object instance belonging to 
that object type. Assuming a represents an existing object and 
O ( A ) represents the set of corresponding object type, object 
instance can be denoted as a  ∈ O (A) . 
 
Definition 4 ( coordination point ) : The situation in which 
interest in two or more cooperative actors is taken 
inter-visibility is called coordination point. In such situation, 
cooperative actors exist cooperation contracts. Denote a rel b 
represents that a and b are cooperative actors. Denote A ∞ B 
represents that there is a contract exist between A and B. 
 
When an object is involved in several relations at the same 
time, It should synchronize in a single coordination point or it 
should define two or more coordination points in order to 
serialize the modifications on the object.  
 
For example, in order to perform a three-part cooperation, 
interest in B and C object is taken inter-visibility. 
 
Assuming that : a  ∈ O (A), b  ∈ O (B), c  ∈ O (C)  
Then  a rel b  ∧  a rel c  →  A ∞ B ∞ C ∨  ( A ∞ B ) 
∞ C  ∨  ( A ∞ B ) ∞ C   
Relations a rel b and a rel c mean that A and B for a part and 
A and C in another have accepted to share information but this 
is not true for B and C yet. In fact, it mean that a contract 

exists between A and B and another exists between A and C. 
That is, if those contracts include privacy protection clauses 
(e.g. protection of a part of a document), we must not provide 
entire visibility to C in B and vice versa. Thus, faced to a 
multi-relational description, it should test whether : 
– contracts exist and allow users to share their objects in a 
common synchronization point. This case means that a 
contract also exists between B and C and allows involving A, 
B and C in a single synchronization point. 
– contracts do not exist and we create synchronizations points 
for each independent cooperation. 
– contracts do not exist and process participants meet for a 
deal. In fact, we propose new contracts. 
 
Therefore, if a rel b, a rel c and B must process during C we 
are allowed to propose a global synchronization point if and 
only if both B and C participants accept to work together. 
Otherwise, we must serialize two different coordination points, 
selecting for example A∞B and pushing its result in a 
cooperation with C such as ( A ∞ B ) ∞ C ( i.e. different from 
( A ∞ B ∞ C ) ). 
 
4.4 A Case Study Using CAM 
According to the design and definition in former sections, we 
take account service in bank as a simple case to study the 
coordination-aware model proposed in paper. 
 
The coordination workflow based on CAM is depicted as 
follow Fig.2 
 

 
Fig.2. The Account CAM 

 
The cooperation contract exists between two actors: servcie 
request actor a1 and service provider actor a2.  

a1 can be formally representd by < id1, t1, L1, Co1 >, in 
which:  
id1 = SR1 ( i.e. Service Request actor 1 ) 
t1 = account request 
L1 = ( L1, L1 ) 
Co1 = ( a12, combination, Service3 ). 
And a2 can be formally representd by < id2, t2, L2, Co2 >, 
in which:  
Id2 = SP1 ( i.e. Service Provider actor 1 ) 
t2 = account provider 
L2 = ( L1, L1 ) 
Co2 = ( a21, combination, Service3 ) 

 
The critical component is Account CAM. It includes three 
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web services to implement account business together. The 
transition among them could be depicted as follow notation: 

( Authentication Service )s  →  Run ( Account 
Service )  

( Authentication Service )f  →  Run ( Login Failure 
Service )  
 
It is also the semantic set of Account CAM. Depending on this 
set, CAM could provide automatic business transition in a 
workflow system. 
 
The cooperation contracts between a1 and a2 could be 
represented as follow: 

a1  ∈ O (SR), a 2  ∈ O (SP),  a rel b →  SR ∞ SP 
 
 
5. CONCLUSIONS AND FUTURE WORK 
 
Gartner predicted recently that by 2008, more than 60 percent 
of enterprises will use SOA as a “guiding principle” when 
creating miss-critical applications and processes. SOA 
represents a way to achieve a vision of seamlessly composing 
and interoperating between services. It is particularly 
applicable when multiple applications running on varied 
technologies and platforms need to communicate with each 
other [10].  
 
Then, it will adopt a service-oriented architecture, and we rely 
on standards such as SOAP, WSDL and XML. This allows for 
accommodating both the architecture and the model without to 
throw away all the work ever done from future enhancements. 
 
CAM amalgamates the mature and open technologies to 
improve the flexibility of traditional workflow system, which 
guarantee the applicability, stability and scalability. However, 
there are still some unsolved problems in semantic web, such 
as accurate description of complex business processes by 
structured language, the human-like intelligence of semantic 
web and so on. Furthermore, the implementations of QoS and 
cooperative transaction are deserved more detail research, 
especially with the number of services growing larger on the 
Internet. These problems are deserved more research to 
improve the performance of CAM. 
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ABSTRACT 
 

Based on the theory of Complexity Adaptive System, we 
attempt to study the crisis management system of public health 
accident through evolutionary game theory and simulate the 
evolutionary game through SWARM tool. Evolutionary game 
theory is based on bounded rationality, takes the community as 
the research object, and it provides the decision-making basis 
to the crisis management system of public health accident. 
 
Keywords: Public Health Accident, Crisis Management, 
Evolutionary Game, Complexity Adaptive System, Computer 
Simulation 
 
 
1. INTRODUCTION 
 
In our country the public health accidents occur frequently in 
recent years, such as the SARS crisis and Avian Influenza. The 
SARS crisis lasted approximately 8 month-long has brought 
huge disaster and losses to our country. From global viewing, 
the public health accident is nearly inevitable. So establishing 
the mechanism to public health accident effectively has become 
the common duty to various countries. The public health 
accident process is the process of crisis management. 
 
Because the public health accident has the characteristics of 
sudden, unexpected and information incomplete, crisis manager 
and ordinary people all have limited rationality, study of crisis 
management using traditional Evolutionary Game Theory has 
many limitations. 
 
We attempt to study the emergency management system of 
public health through evolutionary game theory and simulate 
the evolutionary game through SWARM tool. Evolutionary 
game theory is based on bounded rationality, takes the 
community as the research object, and it provides the 
decision-making basis to the emergency management system of 
public health. 
 
 
2. EVOLUTIONARY GAME THEORY 
 
Evolutionary game theory has been well developed as an 
interdisciplinary science by researchers from biology, 
economics, social science, computer science for several 
decades. In past few years, it also gained the interests of 
physicists to study some phenomena and intriguing 
mechanisms in well-mixed population by using mean-field 
theory of statistical physics. [1] 

 
In classical game theory, the players are assumed to be 
completely rational and try to maximize their utilities according 
to opponents’ strategies. The Prisoner’s Dilemma (PD) is the 
archetype model of reciprocal altruism. In the game, each 
player has two options: to defect, or to cooperate. The defector 
will always have the highest reward T (temptation to defect) 
when playing against the cooperator which will receive the 

lowest payoff S (sucker value). If both cooperate they will 
receive a payoff R (reward for cooperation), and if both defect 
they will receive a payoff P (punishment). Moreover, these four 
payoffs satisfy the following inequalities: 

T > R > P 
As a result, it is best to defect regardless of the co-player’s 
decision. Thus, defection is the evolutionarily stable strategy 
(ESS), even though all individuals would be better off if they 
cooperated. Thereby this creates the social dilemma, because 
when everybody defects, the mean population payoff is lower 
than that when everybody cooperates. However, cooperation is 
ubiquitous in natural systems from cellular organisms to 
mammals. In the past two decades, some extensions on PD 
game have been considered to elucidate the underlying 
mechanisms boosting cooperation behaviors by which this 
dilemma could be resolved. [2,3] 

 
This situation, however, creates a dilemma for intelligent 
players. They know that mutual cooperation results in a higher 
income for both of them. The question is then under which 
conditions cooperation emerges in this game. 
 
They considered a deterministic cellular automaton where 
agents are placed in a square lattice with self, nearest and 
next-nearest interaction. At each round of the game, the payoff 
of the player is the sum of the payoffs she got in her encounters 
with her neighbors. The state of the next generation is defined 
occupying the site of the lattice with the players having the 
highest score among the previous owner and the immediate 
neighbors. It was remarkable the fact that within these simple 
rules, for a certain range of values of the pay-off matrix, very 
complex spatial patterns show -up with cooperators and 
defectors coexisting. Since then, the game has been largely 
extended or modified to study more complex situations.[4-6] 
 
 
3. DESCRIPTION OF THE MODEL 
 
3.1 Environment Description 
The model comprises a population of agents, and an 
environment in which they are situated. The environment is 
simply a grid of cells, with each edge of the grid wrapped 
around to meet its opposite edge, thus forming a torus. Each 
cell is capable of housing any number of agents from zero 
upwards. Cells are used as the local area of interaction, i.e. 
agents can only play the PD with, and mate with, agents in the 
cell they currently inhabit. At each time step, agents are able to 
move to any of the eight adjacent cells with a certain 
probability. 
 
3.2 Agent Description 
Each agent is defined as having a chromosome, an energy level, 
and a memory of PD interactions with other agents. For every 
other “opponent” that an agent has interacted with during its 
lifetime the agent remembers both the last actions of itself and 
its “opponent” (cooperate (C) or defect (D) in each case). This 
memory is used to determine the action an agent will take next 
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time it meets the same “opponent”. The mapping of this 
interaction history to an action is achieved by the agent’s 
strategy chromosome. 
 
The agents’ chromosomes specify characteristics of the agents, 
and are used during interaction and mating. These 
chromosomes are based on (Holland 1975)’s pioneering work 
using genetic algorithms in adaptive artificial systems. 
 
The genetic algorithms that we implemented in 
the ’ModelSwarm’ consists of a canonical fitness-proportional 
selection scheme. Three different recombination operators were 
implemented: single-point crossover, two-point crossover and 
uniform crossover. Because we are mainly interested in the 
relative performance of the agents, the raw fitness fi (the 
average payoff over all played rounds) is normalized by taking 

if̂ =(fi-u)/δ+1, where u is the mean population fitness (with 
standard deviation δ). This implies that a player performing one 
standard deviation above the mean will (on average) get two 

offspring. Negative and very low fitness values ( if̂ <0.1) were 
reset to 0.1 so that individuals with a very low fitness still have 
some (small) chance of reproducing. 
 
The agents also have an energy level, initialized at their “birth” 
and decreased by a certain amount every time step. Agents 
“die” when their energy level reaches zero, and the only way to 
replenish this energy and thus survive longer is by receiving 
payoffs from PD interactions with other agents. The PD 
payoffs used were temptation T = 5, reward R = 3, punishment 
P = 1 and sucker’s payoff S = 0. 
 
3.3 Model Operation 
An initial population is created, and randomly distributed over 
the environment. Each agent’s initial energy level is set to a 
specified level. Each agent’s energy level is decreased by the 
“living cost” specified. Any agent whose energy level reaches 
zero is removed from the population. All the agents move to an 
adjacent cell with a certain probability. Next, agents are 
randomly paired up within each cell, and each pair plays one 
round of the Prisoner’s Dilemma. The action each agent 
chooses will be determined by their interaction history together, 
and their individual strategy chromosomes. As a result of this, 
agents’ energy levels are increased in the next stage by the 
payoff received from the PD interaction. Finally the agents in a 
cell are again randomly paired.  
 
 
4. PROCESS OF SIMULATION 
 
4.1 Emergency Management System of Public Health 

Simulation PD Game Analysis 
Fig. 1 shows Prisoner's Dilemma game simulation when R<T 
and S<P circumstances. When crisis occurred, the payoff of 
taking positive control strategies is higher than taking negative 
coping strategies regardless of whether another has positive 
control strategies. From fig 1 we can see that the limited 
rationality agents tend to take negative coping strategies over a 
long period of repeated PD Game.  
 
This is because there are two balanced Game (R, R), (P, P).  
(R, R) is superior to (P, P) in Pareto significance. Crisis 
managers taking active control strategy have to pay higher 
costs, and negative coping strategy’s costs are relatively low. 
This results that negative coping payoff is lower than passive 
control payoff. Thus, the dominant and aggressive prevention 

strategies of every crisis manager are waiting for others’ efforts. 
PD Game results that both A and B choose negative coping 
strategy, (P, P) become the only game in Nash equilibrium. 
 

 
Fig.1. PD game when R<T and S<P 

 
4.2 Solution to Prisoner's Dilemma of Crisis Manager 
To solute the Prisoner's Dilemma, it is necessary to make crisis 
managers who take active control strategies can get higher 
payoff, that is R>T and S>P. Fig 2 shows the Prisoner's 
Dilemma Game analysis when R>T and S>P. When crisis 
occurred, the payoff of taking positive control strategies is 
higher than taking negative coping strategies regardless of 
whether another has positive control strategies. Total PD game 
plans can be seen through the evolution of the results: PD game 
repeatedly over a long period of bounded rationality of the 
respondents tends to take active control strategies. 
 

 
Fig. 2. PD game when R<T and S<P 

 
 
5. CONCLUSIONS 
 
Based on the theory of Complexity Adaptive System, we 
attempt to study the emergency management system of public 
health through evolutionary game theory and simulate the 
evolutionary game through SWARM tool. Based on the 
simulation results of this model, we carry on the data analysis 
of the solution to the Prisoner’s Dilemma game of emergency 
manager and provide the policy suggest. 
 
In this paper, we carried on a simple comparative analysis 
through the experimental results of the simulation model, and 
we also provided data analysis for crisis manager’s PD Game 
solution when the public health accident approaches. We must 
bring the manager’s employment system reform into 
institutionalized track. The key is adjusting the government’s 
position, reforming the government's performance appraisal 
system. On the basis of the evaluation, we should establish and 
improve the mechanism of incentives and penalties. Spirit 
award is not only promotions or incentives, but also could be 
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considered material and other incentives. Punishment should 
not only be dismissed, removed, be punished in accordance 
with law. The purpose of this system is to improve the situation 
in the game to pay government officials to break the deadlock 
in the Prisoner's Dilemma. Officials strive to promote the 
public interest. 
 
Based on the simulation results of this model, we carry on the 
data analysis of the solution to the prisoner’s dilemma of 
emergency manager and provide the policy suggest. And this 
can avoid the emergency managers’ boundedly rationality 
which results to collective’s non-rationality and causes the 
crisis management to fall into the convict difficult position 
strange circle. 
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ABSTRACT  
 

In making inferences from conditional probability information, 
there are critical problems. One of them is a discrepancy 
between logic and probability. Another is highly complex 
implementation calculation of higher-order logics. We propose 
and implement a Bayesian probabilistic logic reasoning 
approach, which combines Conditional Event Algebra and 
Markov Chain Monte Carlo simulating algorithm. By 
extending normal measurable space with conditional event, we 
first bring logic consistent with probability in denoting 
conditional probability information, and then we transform a 
higher-order conditional event to normal events and correspond 
logical combination events via Conditional Event Algebra. We 
use Gibbs simulation to sample the normal events to be a 
stationary state. By computing the quantitative values of the 
events, we can evaluate the quantitative value of higher-order 
conditional event at last. An example of application of our 
method shows how we make inferences from conditional 
probability information. 
 
Keywords: Probabilistic Logic Reasoning, Bayesian Networks, 
Conditional Event Algebra, Product Space, Markov Chain 
Monte Carlo, Gibbs Sampler, Higher-order Conditional Event. 
 
 
1. INTRODUCTION 
 
In rule-based system, the rule base consists of a finite set Γ of, 
say, many rules, denoted such as “b→a”, expressed in English 
as “if b then a” called “conditional rule” whose reliability is 
quantified by conditional probability P(a|b)[1]. The quantitative 
value of P(a|b) can be obtained by calculating values of normal 
events and correspond logical combination of events in a 
normal measurable space. The “if-then” is also modeled as 
Boolean element and its reliability is denoted as P(b→a). There 
exists basic discrepancy between P(a|b) and P(b→a): 

P(b→a)=P(b’ ba)∨  
=1-P(b)+P(ba) 
=P(a|b)+P(b’)p(a’|b)≥P(a|b),                       (1) 

with equality holding if and only if P(b)=1 or P(a|b) =1[2], and 
(.)’ is the usual complementation operator. 
 
On the other hand, how to denote complex conditional events 
such as “if if b1 then a1and if b2 then a2…then if d then c”, i.e. 
higher-order conditional event[3], and evaluate its quantitative 
value are still under researching. In the Artificial Intelligence 
community, given a rule “if b then a”, the probability of an 
event c under it may be denoted as P(c| (a|b)). But from Eq. (1), 
we know the quantitative value of P(c| (a|b)) can’t be evaluated 
with P(c| (b’ a)). ∨  
 
In this study, we propose and implement a Bayesian 
probabilistic logic reasoning approach, which combines 
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Conditional Event Algebra (CEA) and Markov Chain Monte 
probabilistic logic reasoning approach, which combines 
Conditional Event Algebra (CEA) and Markov Chain Monte 
Carlo (MCMC) simulating algorithm, to above problems. By 
extending normal measurable space with conditional event, we 
first bring logic consistent with probability, and then we 
transform a higher-order conditional event to normal events and 
correspond logical combination events via CEA, and sample 
the events to be a stationary state with Gibbs sampler. By 
computing the quantitative values of the events, we can 
evaluate the quantitative value of higher-order conditional 
event or higher-order logics at last. Following an overview of 
result in this section, Section 2 introduces related work. Section 
3 describes key ideas of CEA. Section 4 describes the method 
combines CEA and MCMC simulating algorithm to evaluate 
the quantitative value of higher-order conditional probability. In 
section 5, a general example is presented which illustrates the 
role using our method can play in addressing the two problems 
mentioned above. Section 6, here the paper is summarized and 
discusses the future work. 
 
 
2. RELATED WORKS 
 
Bayesian networks have been used in many different aspects of 
intelligent application. The representation and reasoning are 
universally interpreted in[4]. Schay, Adams, Calabrese, 
Goodman et al have constructed kinds of mathematics model 
about CEA. The typical model is Product Space Conditional 
Event Algebra (PSCEA) constructed by Goodman, Nguyen and 
Walker[5]. Based on PSCEA, Combining the theory of fuzzy 
logic with random sets, Goodman et al proposed Boolean 
Relational Event Algebra and Boolean Conditional Event 
Algebra[6,7]. Gyftodimos and Flach discussed combining 
Bayesian networks with higher-order data representations[3]. 
All of them discussed a serial of reasoning methods on 
conditioning in probability or higher-order logics from 
algebraic viewpoints. Deng Yong and Shi Wenkang introduce 
the main ideas about CEA, and discuss its application in data 
fusion[8]. But reasoning methods of higher-order conditional 
event are still need to be researched. 
 
 
3. CONDITIONAL EVENT ALGEBRA (CEA) 
 
CEA is a relatively new logic system that rigorously extends 
standard probability space to another including events that are 
contingent such as rules or conditionals.  
 
Let (Ω,B,P) be a standard probability space, Ω be a sample 
space, B be a fixed event domain in the space, and P be certain 
probability measure. For x, s∈B, P have some characteristics 
as following [9]: 
1) P(Φ) =0, P(Ω)=1. 
2) P(s1∪s2…∪sj∪…)＝P(s1)+ P(s2) ...+P(sj)+ ... . 
(conjunction), ∨ (disjunction) and ’ (negation or complement) 
as in the Boolean algebra set. 
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4) (s|Ω0)=s, i. e. the normal event is a special conditional event. 
5) The probability measure P of all events in the set of Ω can be 
extended as the probability measure P0 of conditional events 
inΩ0, and P0((a|b))=P(a|b). Say, in CEA, conditional probability 
is the real probability measure about conditional events. 
6) (s|x)∧x=(s∧x)  (modus ponens). 
 
From 1) to 6) above we can see: in CEA, if rules were 
expressed as conditional event in algebra then the probability 
measure in probability theory could be extended into classic 
logic to measure quantitative values of rules, not only normal 
events. Thus, it is possible to calculate P0((a|b)), and to express 
the probability weight of the rule “b→a”. If a logic system that 
has extended Boolean event algebra and satisfied 
characteristics from 3) to 6) mentioned above, it could be called 
as conditional event algebra. PSCEA is just the Boolean 
conditional event algebra. 
 
Given normal events a and b, constructing an extended 
production probability measurable space (Ω0,B0,P0), 
Ω0=Ω×Ω×…, B0 is a Boolean algebra or σ-Algebra extended 
from B×B…, P0 is probability measure in the space. So,  

(a|b)=((a b)×Ω∧ 0) (b’×(a b)×Ω∨ ∧ 0) (b’×b’×(a b) ∨ ∧
×Ω0) ….                                      (2)∨  
 
Given a function f: B×B→B0, for all f are defined as 

f(a,b)=ab (b’×ab) (b’×b’×ab) ….∨ ∨ ∨  
 

We have 
P0(f(a,b))=P0(ab (b’×ab) (b’×b’×ab) ….)∨ ∨ ∨  
=P0(ab)+ P0(b’×ab)+ P0(b’×b’×ab)+… 
=P(ab)+ P(b’×ab)+ P(b’×b’×ab)+… 
= P(ab)∑( P(b’))j= P(a|b),      j=0,1,2,….          (3) 

 
In this way, (Ω0,B0,P0) extends (Ω,B,P), and P0(f(a,b))= P(a|b). 
P0 extends P. The rule “b→a” can be taken as an event f(a,b), 
but it is in another measurable space. Thus, using theorem of 
PSCEA, we can express the higher-order conditional events 
and estimate its quantitative value. But it is difficult[10] . 
 
 
4. COMBINING CONDITIONAL EVENT 

ALGEBRA WITH GIBBS SAMPLER TO 
MAKE INFERENCES FROM HIGHER- 
ORDER CONDITIONAL EVENT 

 
4.1 Combining CEA With Gibbs Sampler 
Gibbs sampler is a widely used MCMC method to simulate the 
Markov chain of the parameters’ posterior distribution 
dynamically. Let π(x) be the target distribution of a 
s-dimensional random variable X, and the fully conditional 
distribution of a certain component xi: 
π(xi |x1,…,xi-1,xi+1,…,xs), ( i=1,2,…,s),  

is given and all the other conditional distributions unknown, 
where x=( x1, x2, … , xs). 
 
Given the starting point X(0)=(x1

(0),x2
(0),…,xs

(0)), Gibbs 
sampler algorithm, from k=0, iterates the following loop [11]: 
Step 1. Sample x1

(t+1) from π(x1|x2
(t),x3

(t),…,xs
(t)). 

Step 2. Sample x2
(t+1) from π(x2|x1

(t+1),x3
(t),…,xs

(t)). 
... 

Step s. Sample xs
(t+1) from π(xs|x1

(t+1),x2
(t+1),…,xs-1

(t+1)).  
 
Let t=t+1, the vectors x(t+1)=(x1

(t+1),x2
(t+1),…,xs

(t+1)) 
(t=0,1,2,…) obtained by the iteration, are a realization of a 
Markov chain. 

From what mentioned above, we can observe that Gibbs 
sampler is a method to estimate the value of f(θ|Y), Y is a 
observed sample and some partition of θ may be un-observed 
samples [12]. But it is not discussed how to use Gibbs sampler 
estimate the value of higher-order conditional events such as 
f(θ|Y|X). 
 
The reasoning question about higher-order conditional event “if 
if b1 then a1and if b2 then a2…then if d then c” can be expressed 
as the scheme: 

G=[(a|b)J;(c|d)].                             (4) 
The aJ, bJ, c, d in Eq. (4) are events under Boolean algebra, 
(a|b)J expresses (aj|bj)j in J, P is a function denoted as 

P: B→[0,1] (unit interval).                         (5) 
(a|b)J is a set of given rules, (c|d) is inferred conclusion from 
(a|b)J, and P (a|b)J≥tJ, tJ in [0,1]. 
 
According to CEA, G can be denoted as a set of conjunction 
events [13]: 

A(G)=∩{ajbj,aj’bj,bj’}∩{cd,c’d,d’}={ω1,…,ωm+1}.   (6) 
If no conjunction were null then m=3card(J)+1-1, card(J) is 
dimension of J. According to Eq. (3), G=[(a|b)J;(c|d)] can be 
denoted as 

f(aj,bj,c,d)=∨(ωj), j in I(f).                        (7) 
 
From Eq. (7), for any event f in Boolean (A(G)), there is a 
uniquely determined index set I(f) in {1,…,m,m+1} 
determining it and correspondingly for any probability measure 
P: B→[0,1], 

P(f(aj,bj,c,d))=∑P(ωj), j in I(f).                     (8) 
with P(ωj) are distributed as Dirichlet [14].  
 
So, to estimate the quantitative value of higher-order 
conditional event scheme G=[(a|b)J;(c|d)] is equivalent to 
calculate the value of normal probability events and correspond 
joint events ω1,…,ωm+1. Using Gibbs sampler to 
sampleω1,…,ωm+1 to be a stationary state, we can obtain the 
quantitative value of P((a|b)J;(c|d)), and finish inference of 
higher-order conditional event. To calculate the value 
ofω1,…,ωm+1 need to use Bayesian networks. The following 
algorithm may be used to estimate the quantitative value of 
higher-order conditional events. 
 
Algorithm PS-Gibbs: Given scheme G=[(a|b)J;(c|d)] and 
correspond Bayesian networks, calculating P((a|b)J;(c|d)). 

Step 1. Set higher-order conditional events as 
G=[(a|b)J;(c|d)]. 

Step 2. Using CEA change G to normal events and joint 
events ω1,…,ωm+1:  

ajbjcd, ajbjc’d, ajbjd’, aj’bjcd, aj’bjc’d, aj’bjd’, bj’cd, bj’c’d, 
bj’d’, j J.∈  

Step 3. Combining Bayesian networks with Gibbs sampler to 
get a stationary state of ω1,…,ωm+1. 

Step 4. Calculating and unitizing the quantitative values of 
P(ω1),…,P(ωm+1). 

Step 5. Sum P(ω1),…,P(ωm+1) and quit. 
 
4.2 Convergence Diagnostics for PS-Gibbs 
In above algorithm, step 3 is computed as following: 
Scheme G can be presented as Fig.1, and its quantaitive value 
can be obtained by estimating correspond each branch as Fig.2. 
 
From Fig.1, we have 

G=[(a|b)J;(c|d)]=a1P((c|d)| a1) …∪ ∪ajP((c|d)| aj).       (9) 
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Fig.1. Structure of scheme G 
 

 
 

Fig.2. Structure of a branch of scheme G 
 
According to Bayesian formula, we also have 

aj=bjP(aj |bj),                                   (10) 
and 

G=[(a|b)J;(c|d)]= b∪ iP(ai| bi)P((c|d)| ai), i=1,…,J.      (11) 
 
Thus, to compute the quantitative value of scheme G is 
transformed to calculate the value of each branch of scheme G 
as Fig.2 and sum all up. For  

Gj=bjP(aj |bj) P((c|d)| aj),                          (12) 
with P((c|d)| ai)=P((c|d)|(aj|Ω)).  
 
From Eq. (7) and (8), there exists 

P(f(aj,c,d))= ∑P(ωi), i=1,…,9,                    (13) 
and 

A(Gj)={aj×Ω,aj’×Ω,Ω’}∩{cd,c’d,d’} 
={ω1,…,ω9}.                                 (14) 

 
The Eq. (14) is just accord with Eq. (6). Based on property of 
Markov blankets, P(ωi) may be calculated when aj,bj,c,d are 
sampled to be stationary.  
 
We calculate the quantitative value of P(ω1) as an example. 
From Fig.2, we have 

P(aj,bj,c,d)=P(bj)P(aj|bj)P(d|ajbj)P(c|ajbjd) 
= P(bj)P(aj|bj)P(d)P(c|ajd).                         (15) 

 
From Eq. (15), we need to compute values of P(bj), P(aj|bj), P(d) 
and P(c|ajd) by Gibbs sampler combining with property 
Markov blankets. A Markov blanket MB[X] of a node X in a 
Bayesian network is any subset S(X not in S) of nodes for 
which X is independent of U-S-X given S and U is the set of all 
nodes. Pearl pointed out that in any Bayesian network, the 
union of the following 3 types of neighbors is sufficient for 
forming a Markov blanket of a node X: the direct parents of X, 
the direct successors of X and all direct parents of X’s direct 
successors[4]. 
 
The convergence of algorithm PS-Gibbs is discussed as 
following. 

 
Theorem 1: Using Gibbs sampler to estimate the posterior 
distribution of parameters ω1,…,ωm+1 in Eq. (6), a stationary 
state of parameters can be obtained. 
 
Proof: From analysis mentioned above, although ω1,…,ωm+1 
are sampled with Gibbs sampler, but eachωi is composed of 
normal events and correspond joint events, say, to sample ωi is 
equivalent to sample normal events and correspond joint 
events. 
 
Let Qi be the variable to be sampled and Q-i’ be all the 
variables other than Qi. The vector qi is the value of state Qi 
and q-i’ is the value of state Q-i’. Let πt(q) be probability of 
system in state q at point of time t, πt+1(q’) be probability of 
system in state q’at point of time t+1 and e be evidence. When 
a new state qi is sampled, we have transition probability 

P(q→q’)=P((qi, q-i’)→(qi’, q-i’))=P((qi’|q-i’,e)). 
Thus 
πt(q) P(q→q’)=P(qi|e) P(qi’| q-i’,e) 
=(P(qi,e)/P(e))P(qi’,q-i’,e)/P(qi’,e)) 
=(P(qi,e)/P(e))P(qi’,e)/P(q-i’,e)), 

and 
πt+1(q’) P(q’→q)=P(qi’|e)P(qi| q-i,e) 
=(P(qi’,e)/P(e))P(qi’,q-i’,e)/P(q-i’,e)) 
=(P(qi,e)/P(e))P(qi’,e)/P(q-i’,e)). 

 
Therefore, we have 
πt(q) P(q→q’)= πt+1(q’) P(q’→q). 

Similarly, Markov chain is stationary. 
 
 
5. AN EXAMPLE OF APPLICATION 
 
Given events a, b, c and d described as following: 
b=y means observer saw a battleship in a field. 
d=y means observer saw a battleship in another field. 
a=y is an observed set collected from sensors. 
(a=y|b=y) means if observer saw a field in a field then sensor 
collect observed set a. 
(c=y|(a=y|b=y),d=y) combines the experience knowledge (rule) 
“if observer saw a battleship in a field then sensor collect 
observed set” with the normal event “observer saw a battleship 
in a field”. When computing the posterior distribution of 
(c=y|(a=y|b=y),d=y), it can be described as 

P (c|(a|b),d).                                    (16) 
 
Eq. (16) can be denoted as 

P0((c|Ω)|(a|b),(d|Ω)),                            (17) 
i.e. to estimate the measure weight of scheme G=[(a|b),(d|Ω), 
(c|Ω)].  
 
From Eq. (6), there exists 

A(G)={ad,a’d,b’} {d×Ω,d’×Ω,Ω’} {c×Ω,c’×Ω,Ω’}={ω∧ ∧ 1,
…,ω27}.                               (18) 
For Ω’=Φ, Eq. (18) is 

A(G)={ad,a’d,b’} {d×Ω,d’×Ω∧ } {c×Ω,c’×Ω}∧  
={ω1,…,ω12} 
={abcd,abcd’,a’bcd,a’bcd’,b’cd,b’cd’,abc’d,abc’d’, 

a’bc’d,a’bc’d’,b’c’d,b’c’d’}.                    (19) 
 
In Eq. (19), we have 
ω5=b’cd=ab’cd+a’b’cd, 
ω6=b’cd’=ab’cd’+a’b’cd’,  
ω11=b’c’d=ab’c’d+a’b’c’d, 
ω12=b’c’d’=ab’c’d’+a’b’c’d’. 
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Given Fig.3 as following: 
 

 
Fig.3. An example of application 

 
From the analysis mentioned above we know that the stationary 
state of {ω1,…,ω12} needs to sample events a, b, c, d to be 
stationary, then calculating the quantitative values of ω1,…,ω12 
respectively.  
 
Given evidence variable d=y, the initial state is {a=y, b=y, c=y, 
d=y}. The following steps are executed repeatedly. 
1) b is sampled, given the current values of its Markov blanket 
variables: 

P(b=y|a=y, c=y, d=y) =P(b=y)P(a=y|b=y)=0.25. 
Suppose rB=0.2 (random number), the result is b=y. Then the 
new state is {a=y, b=y, c=y, d=y}. 
2) a is sampled, given the current values of its Markov blanket 
variables: 

P(a=y|b=y, c=y, d=y)  
=P(b=y)P(a=y|b=y)P(d=y)P(c=y|a=y, d=y)=0.1.  

Suppose rA=0.1,the result is a=y. Then the new state is {a=y, 
b=y, c=y, d=y}. 
3) c is sampled, given the current values of its Markov blanket 
variables: 

P(c=y|a=y, b=y,d=y)=P(d=y)P(c=y|a=y,d=y)=0.4. 
Suppose rC=0.3,the result is c=y. Then the new state is {a=y, 
b=y, c=y, d=y}.Then we can compute the value of P(ω1) using 
P(a=y, b=y, c=y, d=y). With the different suppose value, the 
value of P(ωi) can be computed.  
 
We have implemented the PS-Gibbs algorithm with Java 
computer language, and time for 30000 updates on was 
800MHz PentiumPro 8s. A 100 update burn in followed by a 
further 29900 updates gave the parameter {ω1,…, ω12} 
estimates. At last, we obtained 

P(ω1)=0.66539, P(ω2)=0.00813, P(ω3)=0.00087, 
P(ω4)=0.00011, P(ω5)=0.08069, P(ω6)=0.00822, P(ω7) 
=0.00085, P(ω8) =0.64342, P(ω9)=0.03918, P(ω10) =0.07200, 
P(ω11) =0.07291, P(ω12) =0.40313. 
 
By unitizing P(ω1) to P(ω12), we can finally estimate 
P(c|(a|b),d)=0.74226. It is near to the probability of event c 
under events a, d in Fig.3. We give the estimated results of ω1, 
ω2, ω3 as examples in Fig.4. X-axis denotes the iterated step, 
and Y-axis denotes the correspond value of P(ωi). 
 

 
 

 
 

 
Fig.4. Statistics plots for diagnosis of convergence with 

parametersω1, ω2, ω3 
 
According to convergent condition of MCMC, if parameters 
model is convergent then the iterated results are trend to be 
stationary[15]. In Fig.4, the traces of 3 chains are stationary 
after about 20000 updates. It indicates the algorithm is 
convergent. 
 
 
6. CONCLUSIONS 
 
In making inferences from conditional probability information, 
we use CEA to resolve the problem of the discrepancy between 
probability and classic logic, and transform higher-order 
conditional event to normal events and correspond joint events. 
By using Gibbs sampler we obtain the normal events and joint 
events in a stationary state. At last, the quantitative value of 
higher-order conditional event is estimated. The Gibbs sampler 
has inner parallel characteristics[16], and using characteristics 
of the Dirichlet family of distribution we can estimate ω1, …, 
ωm+1 by estimating ω1, …, ωm[17] . The two ways may advance 
the efficient of reasoning in higher-order conditional event 
obviously. These research issues are our future work. 
 
 
REFERENCES 
 
[1] D. Bamber, I.R. Goodman and H.T. Nguyen, “Deduction 

from Conditional Knowledge,” Soft Computing, Vol.8, 
No.4, 2004, pp.247~255. 

[2] I.R. Goodman, R.P.S. Mahler and H.T. Nguyen, 
Mathematics of Data Fusion, Kluwer Academic Publisher, 
1997. 



DCABES 2007 PROCEEDINGS 

 

153

[3] Eilas Gyftodimos, Peter A. Flach, “Combining Bayesian 
Networks with Higher-order Data Representations,” 
Springer-Verlag, A.F. Famili et al (EDs):IDA 2005, 
LNCS 3646, pp.145~156. 

[4] J. Pearl, Probabilistic Reasoning in Intelligent Systems: 
Networks of Plausible Inference, San Mateo CA: Morgan 
Kaufman Publishers, 1988. 

[5] I.R. Goodman, H.T. Nguyen, E.A. Walker, Conditional 
Inference and Logic for Intelligent systems: A Theory of 
Measure-Free Conditioning, Amsterdam: North-Holland, 
1991. 

[6] I.R. Goodman, G.F. Kramer, “Recent Use of Relational 
Event Algebra, Including Comparisons, Estimation and 
Deductions for Probability-functional Models,” in 
Proceedings of the 1998 IEEE ISIC|CIRA|ISAS Joint 
Conference, Gaithersburg, September, 14-17, 1998, 
pp.543~548. 

[7] C.T. William, D. Bamber, I.R. Goodman, H.T. Nguyen, 
“A New Method for Representing Linguistic 
Quantifications by Random Sets with Applications to 
Tracking and Data Fusion,” ISIF, Vol.2, 2002, 
pp.1308~1315. 

[8] Deng Yong, Liu Qi, Shi Wenkang, “A Review on Theory 
of Conditional Event Algebra,” Chinese Journal of 
Computer, Vol.26,No.6, 2003, pp.650~661, China. 

[9] I. R. Goodman, R. P. S. Mahler and H. T. Nguyen, “What 
is Conditional Event Algebra and Why should You 
Care?,” SPIE proceeding, Vol.3720, 1999, pp.2~13. 

[10] I.R. Goodman, “Toward a Comprehension Theory of 
Linguistic and Probabilistic Evidence: Two New 
Approaches to Conditional Event Algebra,” IEEE 
Transaction on Systems, Man, and Cybernetics, Vol.24, 
No.12, 1994,pp.1685~1697. 

[11] G.O. Roberts, S.K. Sahu, “Updating Schemes, Correlation 
Structure, Blocking and Parameterisation for the Gibbs 
Sampler,” Journal of the Royal Statistical Society, Vol.59, 
1997, pp.291~317. 

[12] M. Tanner, Tools for Statistical Inference, Method for 
Exploration of Posterior Distribution and Likelihood 
Function, Springer－Veriag, 3rd Edition, 1996. 

[13] D. Bamber, I.R. Goodman, “New Uses of Second Order 
Probability Techniques in Estimating Critical 
Probabilities in Command & Control Decision-making,” 
in Proceedings of the 2000 Command & Control 
Research & Technology Symposium, June 26~28, 2000. 

[14] I.R. Goodman, H.T. Nguyen, “Probability Updating 
Using Second Order Probabilities and Conditional Event 
Algebra,” Information Sciences, Vol.131, No.3, Dec., 
1999, pp.295~347. 

[15] P.M.S. David, “Actuarial Modeling with MCMC and 
BUGS,” North American Actuarial Journal, Vol.5,No.2, 
2001, pp.96~125. 

[16] L. Bauwens,M. Lubrano, “Bayesian Inference on 
GARCH Models Using the Gibbs Sampler,” 
Econometrics Journal, Vol. 1,1998, pp.23~46. 

[17] D. Bamber, I.R. Goodman, W.C. Torrez & H.T. Nguyen, 
“Complexity Reducing Algorithm for Near Optimal 
Fusion (CRANOF) with Application to Tracking and 
Information Fusion,” Signal Processing, Sensor Fusion, 
and Target Recognition X, SPIE, Vol. 4380, 2001, pp. 
269~280. 

 
 
 
 
 
 

Yong Li is an Associate Professor in 
School of Information Engineering and 
Automation, Kunming University of 
Science and Technology. He is currently a 
Ph.D. candidate in School of Information 
Science and Engineering, Yunnan 
University. His research interests are in 
conditional event algebra, random sets 
theory and their application in data fusion 
systems. 

 
Weiyi Liu graduated from Huazhong 
University of Science and Technology, 
Wuhan, China in 1976. Currently, he is a 
Professor in the School of Information 
Science and Engineering, Yunnan 
University, Yunnan, China. His research 
interests include fuzzy systems, data and 
knowledge engineering. 
 



Study on Variable Weights in Fuzzy Systems and Control 

 

154 

Study on Variable Weights in Fuzzy Systems and Control 
 

Li Ding1, Junwen Zhang2, Pan Wang1 
1School of Automation, Wuhan University of Technology Wuhan  430070)  

2Huanggang Normal College 
Email: jfpwang@tom.com 

 
 
ABSTRACT 
 

In this paper, some issues of variable weights synthesis (VWS) 
are discussed which focus on fuzzy systems and control. Firstly, 
the principles and methods of VWS (with variable elements 
synthesis (VES)) are analyzed in the general meaning; Some 
specific kinds of VWS/VES in adaptive fuzzy control are 
discussed; New viewpoints are presented for the VWS method 
of fuzzy inference. 
 
Keywords: Variable Weights Synthesis (VWS), Variable 
Elements Synthesis (VES), Fuzzy Systems and Control 
 
 
1.  INTRODUCTION 
 
Fuzzy control is a kind of effective control strategy with 
extensive applications, its great characteristics – human alike 
and independent of model draw on large quantity researchers 
and application engineers [1]. In some sense, the essence of the 
fuzzy control is a fuzzy multi-objective decision problem that 
orients dynamic systems. 
 
In a multi-objective system, weights analysis is an important 
process. Recently, the issue of variable weights has caused the 
insistent concern of the academic community. Prof. Wang 
Peizhuang put forward its concept firstly [2], Prof. Li Hongxing 
and other researchers fulfilled a few valuable works in this 
field[3-5]. We have ever discussed some key issues about 
variable weights[6]. In this paper, some intensive researches 
will be carried out on VWS of fuzzy system and control. 
 
 
2. SOME BASIC ISSUES OF VARIABLE 

WEIGHTS SYNTHESIS (VWS) 
 
With the change of time/space and environment, the role and 
effect of the elements (objectives) which determine the whole 
system adjust dynamically. In such case, the weights are called 
as variable weights. Meanwhile, the decision in above case is 
named as variable weights synthesis (VWS). 
 
Another similar concept is variable elements synthesis 
(VES).Simply speaking, variable elements synthesis refers that 
based on the change of both internal and external environment, 
elements (objectives) are variable in decision making process: 
some quit, and the others enter. 
 
There is close relationship between variable weights synthesis 
and variable elements synthesis: as for a decision making 
problems with all elements or objectives (all possibly relative 
elements), when variable weights synthesis is applied, some 
objectives are eliminated if their weights are changed to be 
slight enough to be ignored; otherwise, some elements 
(objectives) need to join the decision process as their weights  
are changed to be considerable.  
In reference [6], the author presented a few principles of VES: 
(Principle 1) Beside the so called states (value of each 
objective), impaction of the environment should also be 

considered as the elements that influence the weights. 
Considering both internal and external factors is substantive  
in methodology.  
 
（Principle 2）No great laws are available. Instead, many 
“small” laws act on some kinds of propositions respectively. 
 
（Principle 3）Mathematical method is never the only tool for 
variable weights (We should be cautious to every analysable 
hypothesis on which mathematical method bases). AI and 
experiential method are also indispensable.  
 
The above-mentioned principles also fit the VES. As for the 
origin and description of VES, there are different viewpoints. 
Mei Shaozhu presented that both subjectives and objectives 
elements decide the variation of weights, and the objective 
elements are only the exterior environment and time/space 
element(At the same time, he give a very initial technical route 
to determine variable weights based on fuzzy control) which 
can be described by the following formula[7]: 

),( SUfW =             (1) 
Where, U is the exterior condition, S is the set of the 
time/space. 
Li Hongxing argues that variable weights vector is decided by 
the Hardarmard product of constant weights vector and 
normalized state variable weights vector[3]: 

W(X)=(w1·S1(X)，w2·S2(X),…, wm·Sm(X))/  

      ∑
=

m

j
jj XSw

1
)( =W◦S(X)/∑

=

m

j
jj XSw

1
)(          (2) 

Where, W is constant weights vector, X is objective vector, S(X) 
is state variable weights vector that reflects the dynamical 
change of X.  
 
There is another similar formula which reflects the 
deterministic role of constant weights vector: 

tconsiable WW tanvar )1( ε+＝              (3) 
Obviously, according to Principle 1, both the above-mentioned 
viewpoints have limitations. The former emphasizes the 
deterministic role of exterior elements, the latter only focus on 
the internal elements. In particular, the formula (2) has 
methodological mistake. From the law of quality-quantity 
interconversion in philosophy: When something (here we call it 
“object”) is in the process of a certain quantitative change, the 
changes of weights are slight, non-essential and unobvious. At 
this time, the weights can be seen as constant weights. When 
qualitative change is happened, the original state of balance, 
stability and relative stillness is broken. The object has violent, 
essential and obvious change, the weights which reflect relative 
essentiality of its elements will change a lot. Therefore, the 
authors consider: a constant weight is only an approximation of 
a variable weight within a special degree, that is, a constant 
weight is a special result of its cause – the corresponding 
variable weight in corresponding degree. Obviously, a constant 
weight can’t determine a variable weight and a variable weight 
can be approximated as some (even infinite) constant weights 
in different degrees.  
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3.  VWS IN ADAPTIVE FUZZY CONTROL 
 
Because fuzzy control method has the limitation of subjectivity 
and lacking pertinence in determining parameters and 
membership functions, the controlled results for complex 
systems are often unsatisfactory, even may be out of control. 
But adaptive fuzzy control (or the hybrid algorithms combing 
with others organically) can usually get satisfactory effect. In 
essence, adaptive fuzzy control can be looked as a kind of 
VWS and VES. Next we will discuss several adaptive fuzzy 
control strategies briefly. 
 
Strategy1 [8] 
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Where, E, EC is the error and the error change after 
quantification, U and U0 are control variable and steady state 
control variables respectively. 

 
Strategy 2[1] 
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Where, β1, β2 are weighted coefficients of the control variables. 
 
Strategy 3 [8] 
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Where, the β is the error integral coefficient, and the Em, Ew are 
thresholds From the above discussion we can know, in Strategy 
1, U has the same expression but different weights of E and EC 
which decide the role and effect of E, EC in deciding U. More 
directly, the weights change with different regions of E, EC’s. 
In Strategy 2, E, EC (internal elements) and 21 ,ββ (internal 
elements’ weights) join the final decision process. Both 
Strategy 1 and Strategy 2 are VWS. In Strategy 3, the structure 

of expression changes with different E . Meanwhile, the 

corresponding weights are variable. Moreover, we can see, the 
less the error is (harder to control), the more complex the 
controller is (need to consider more elements). Obviously, 
Strategy 3 is both VES and VES. 
 
 
4. INITIAL DISCUSSIONS ON THE VWS IN 

FUZZY INFERENCE 
 
The general form of fuzzy inference is as follows: 

Premise:  

nnmnn

m

BAandandAandA

BAandandAandA

→

→
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""
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21

111211  

If      **
2

*
1 mAandandAandA "   

Solute:  *B  
 
Where, *

jij AA ， are the fuzzy sets in universe jX ; *, BB j  are 
the fuzzy sets in universe Y. The solution steps are as follows 
[9]: 
Step 1 Integrate the multiple premises into single condition. 
This step is called “premises reduction” 
Step 2 Integrate the multiple rules into single rule. This step is 
called “rules reduction” 
Step 3 Solute the new problem (so-called FMP).  
 
The authors of literature [9] presented a VWS-fuzzy-inference. 
The key idea is to use the concept of “equipoise degree” into 
step 1 and 2. 
 
As an example, consider the following VWS- Premises 
Reduction: 
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Where ))(,),(),(( 2211 mimii xAxAxAb " is the 

equipoise degree of premises and jω  is the constant weight 

of the i-th premise. )( Xb is defined as: 
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The above-mentioned method has several defects. Firstly, we 
have already illustrated in Section 2 that the variable weights 
can't be produced by constant weights. Above all, the 
above-mentioned usage of the variable weights makes mistakes 
in methodology. From the definition of [9], we can comprehend 
the authors in this literature emphasize the “equipoise” or 
“equipoise degree” narrowly. That is to keep each factor 
namely developing synchronously, going forward together, 
disallowing outstanding separately, this will not agree with the 
reasonable making decision’s thought and mode – emphasizing 
the outstanding personality or objective. We sometimes will 
keep in mind specially whether to exist some special features or 
outstanding function objective sign (Certainly other index signs 
should be not very bad) Usually these special objectives decide 
our choice, so while making policy whether have to be 
balanced should deserve consideration. As the authors consider, 
while handling an affair, there are usually some key points 
(major elements), the others are secondary (minor elements), 
paying more attention to the main elements and considering the 
minor elements at the same time is the methodological 
demands that we have to insist on. Without majority and 
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minority, it will lead to neglect some important information and 
come to mistaken conclusions. So the real equipoise is not an 
absolute average and incompletely synchronous equipoise, it is 
the equipoise that harmonize different weighted elements, this 
is the right way of thinking in solving the problems of variety 
weights. 
 
 
5.  CONCLUSIONS 
 
VWS is an important research direction of multiple disciplines. 
This paper discusses some issues in fuzzy systems and fuzzy 
control. Firstly, the principle and the processing method of 
VWS and VES are analyzed in the general meaning; on the 
aspect of adaptive fuzzy control, several kinds of VWS and 
VES are discussed, and in fuzzy inference, new views are put 
forward on how to use the VWS and VES into this field.  
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ABSTRACT  
 

In this paper, the Quantum Genetic Algorithms is used to do 
sensor optimization design. The results indicate that the QGA 
can solve the problems of parameter optimization in the 
sensor design. The placement of sensor node is important in 
wireless sensor network，optimize sensor node or not ,which 
relate to the life circle of the network. In the past ,the 
algorithms be used in sensor node placement can not reach 
large coverage, which affect the life cycle of the network 
serious, researchers try many methods to solve the problem, 
but the result is not satisfied. With the appearance of quantum 
genetic algorithm, this situation has changed. In order to 
enlarge the coverage degree of sensor region, the paper 
advance quantum genetic algorithm, this algorithm use 
quantum bit to denote chromosome, use quantum rotation 
door and quantum NOT door to come true the chromosome 
renewal, thereby optimize the solution of the target problems.  
 
Keywords: Wireless Sensor Networks ,Quantum Genetic  
Algorithm, Sensor, Node, Optimal , Placement 
 
 
1. INTRODUCTION 
 
Wireless Sensor Networks (WSNs) generally consist of a 
large number of low-cost, low-power, multifunctional sensor 
nodes that are small in size and communicate over short 
distances. Their structure and characteristics depend on their 
electronic, mechanical and communication limitations but 
also on application-specific requirements. In WSNs, sensors 
are generally deployed randomly in the field of interest; 
however, there are certain applications which provide some 
guidelines and insights, leading to the construction of an 
optimal architecture in terms of network infrastructure 
limitations and application-specific requirements. 
 
In sensor network, the sensor node has the end node and the 
route function: On one hand, realizing the data acquisition 
and handle, and on the other hand realizing the data 
anastomosing   route. The number of gateway nodes is 
limited sometimes, and the energy can be supplied often. 
Gateway uses many ways to communicate with outside. But 
sensor node number is very ample, adopt unable 
complementary battery to provide an energy generally; if the 
sensor node energy exhausts, then the sensor node can not 
realize the function of data collection and routing , which 
have the direct impact to the entire sensor network life 
cycle[1]. 
 
The basic Wireless sensor network structure figure as follow: 
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Fig.1. Structure figure 
The typical composing of wireless sensor network Sensor 
networks play a vital role in that approach by maximizing the 
quantity, diversity and accuracy of information extracted 
from a WSN deployment. There are several sensing 
approaches that contribute to data collection, including 
remote sensing via satellites and airborne sensors, 
autonomous mobile systems and embedded, networked 
systems. WSNs belong to this last category. 
 
 
2. WSN MODELING 
 
The salient features of the proposed WSN are the following: 
A square grid of 30 by 30 length units is constructed and 
sensors are placed in all 800 junctions of the grid, so that the 
entire area of interest is covered. The grid is applied to open 
field cultivation, where a length unit is an abstract parameter 
so that the developed system for optimal design is general 
enough. The length unit is defined as the distance between 
the positions of two neighboring sensor nodes in the 
horizontal or vertical dimension. Sensors are identical and 
may be either active or inactive[2]. They are assumed to have 
power control features allowing manual or automatic 
adjustment of their transmit power through the base station. 
 
2.1 Establish Target Function 
The sensor node problem of this paper, how to choose a few 
grids to place sensor rationally. So can convert the problem to 
possible solution Xi(i=1,2, ,…,M)chromosome encoding to 
binary module: Xi={b1,b2,…,bn},bj∈{0,1} 
 

2

1
( ) ( ) m a x 0 ,

n

i i
i

F x f x C A B K
=

⎡ ⎤⎛ ⎞
= + −⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
∑  

Parameter as follows: 
B={1,2, …n}: the grid node that can place sensor node;  
U={1,2, …m}: all grid node, n<m; 
Bi: decisive variable; bi=1: place sensor node in waiting 

location i; bi=0: do not place sensor node in waiting 
location i. 

Ai: the cost of putting sensor in location i (i∈B); 
K: all cost of placing sensor in monitor area; 
C: gene, take arbitrarily big integers. 
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2.2 The Calculation Of Fitness Value 

2

1

( )
1 ( )

i j
n

i k j k
k

W
f x M a x

k v v
=

=
+ −∑

 

Wij: the distance between grid node i and j; 
Vij: the sensor that deployed in location j be able to check the 
target in grid node i;（Vij=1, the sensor that deployed in 
location j be able to check the target in grid node i, Vij=0, the 
sensor that deployed in location j be not able to check the 
target in grid node i） 
Vjk: the sensor that deployed in location k be able to check the 

target in grid node j. 
 
 
3. QUANTUM GENETIC ALGORITHM 
 
Quantum genetic algorithm(QGA)[3] is the associative 
outcome of quantum calculation and genetic algorithm, using 
quantum bit encoding to denote chromosome, using quantum 
rotation door and quantum NOT door to come true the 
chromosome renewal, thereby optimize the solution of the 
target problems. 
 
3.1 Quantum Bit Encoding  
In QGA, the smallest unit of information is called quantum 
bit, which may be in the“0”state or in the“1”state, or in any 
superposition of the two. So a quantum bit may be in  |0>、
|1>，or in centre  state between the both . The state of a 
quantum bit can be represented as |Ψ  >=α |0> +β
|1>,where α 、β are two constant complex numbers，
satisfy|α  |2+| β  |2=1. |α  |2、 | β  |2are quantum bit 
probability in |0>、|1>state. In QGA, adopt quantum bit to 
denote a gene. The gene denote a certain information no 
longer, but contain all possible information, and any 
operation to the gene is able to act on all possible information 
at the same time. In this way, a chromosome can adopt many 
quantum bits to code as follows[4]: 

1 2 1 21 1 1 2 2 1 2 2

1 2 1 21 1 1 2 2 1 2 2

k k m m m k

k k m m m k

α α α α αα α α α
β β β β ββ β β β

⎛ ⎞
⎜ ⎟
⎝ ⎠
 
m is the number of the chromosome gene, k is the 
quantum bit number of every gene. αxy、βxy （1≤x≤
m，1≤y≤k）are two constant complex number, satisfy 

2 2
1xy xyα β+ = . 

 
3.2 Quantum Rotation Door 
Quantum rotation door is the executive mechanism that 
realize the evolution operation, its adjusted operation as 
follows: 

( ) ( )
( ) ( )

'

'

c o s s i n
s i n c o s

i i i

i i i

θ θ αα
θ θ ββ

−⎛ ⎞⎛ ⎞ ⎛ ⎞
= ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠ ⎝ ⎠

, 

( )T
i iα β is the chromosome before renewing

（1≤i≤mk）, ( )' ' T

i iα β is the chromosome after renewing. 

Where iθ  is the rotation angle, its size and direction are 
ascertained by a determinate adjusted tactic. There are many 
adjusted tactics, a current adjusted tactic as depicted in table 
1[5]. 

 
 
 
 

Table 1. The choice tactic of rotation angle 

  
rotation angle Өi

 = S(αi,βi) Ө△ i, where S(αi,βi) is the sign of 
θi that determines the direction, Ө△ i  is the magnitude of 
rotation angle whose lookup table is shown in table1.  In the 
Table, xi and bi are the ith measure value of current 
chromosome and the ith target value of current chromosome, 
respectively, f(xi) is the fitness of current measure value, f(bi) 
is the fitness of current target value, if f(xi)>f(bi),adjust the 
corresponding quantum bit, make probability (αi,βi) is 
beneficial for bi. In table1, δ is the angle that adjusted every 
time, the value of δ affect the result, if δ is too small, will 
affect the convergence speed; if δ is too big , it may make the 
result radiation, or appear the phenomenon of prematurity, the 
algorithm fall into local optimization. If δ is changeless, 
adopt the adjustment tactic of static state, or else adopt the 
adjustment tactic of dynamic, in which , base the difference 
of genetic generations, the value of δ is between 
[0.005π,0.1π]. 
 
 
4. QUANTUM MUTATION 
 
The effect of mutation is main to prevent puerile convergence 
and provide local searching ability. Implement mutation to 
chromosome: base mutation probability, exchange the 
location of quantum bit probability (αi,βi), change state “1”to 
state “0”. To prevent the algorithm prematurity, when the best 
fitness value is no change in a certain algebra, implement big 
probability mutation to the chromosome that is in the groove, 
if the fitness value of the new chromosome exceed the former 
after mutation, so use it to replace the best fitness value of the 
former individual and renew the state of the chromosome. 
 
4.1 Optimize the Placement of Sensor Node and 

Simulation 
QGA is for optimal sensor node placement, the algorithm 
exceed traditional genetic algorithm (TGA)in solution. The 
algorithmic flow and experimental simulation as follows. 
Algorithmic flow 
(1)  Initialize population Q（t0）,in population, all genes(αi,βi) 

of entire chromosome is initialized to （ 1
2
， 1

2
）,this  

predict a chromosome express superposition of entire 
postural probability. 

(2) Implement once measure to each individual in 
initialization population, get a set of certain solution 

x(t)={ 1
tx , 2

tx t
nx  }, t

jx  is the jth solution in ith 

population, the expressive form is binary string, whose 
length is m, each bit is 0 or 1. The measure step is to 
make a stochastic number between[0，1], if it bigger than 
square of probability, so measure result is 1,or is 0 .Then 

S(αi,βi) xi bi f(xi)>f(bi) Ө△ i

αiβi>0 αiβi<0 αi=0 βi=0
0 0   False 0 － － － － 
0 0   True 0 － － － － 
0 1   False δ +1 -1 0 ±1 
0 1   True δ -1 +1 ±1 0 
1 0   False δ -1 +1 ±1 0 
1 0   True δ +1 -1 0 ±1 
1 1   False 0 － － － － 
1 1   True 0 － － － － 
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make evaluation of fitness value to the solution , and 
record the optimal fitness individual as the target value 
of next evolvement. 

(3) Algorithm enter to circular phase, in this phase, measure 
population Q(t) firstly, get a certain solution x(t), then 
calculate the fitness value of every solution, using 
quantum rotation door to adjust the individual in 
population, get the population Q(t+1) after renewing, 
reporting the current optimal solution. 

(4) Compare the current optimal solution to current target 
value, if current optimal solution is bigger than current 
target value, then use the new optimal solution as the 
next iterative target value, otherwise, keeping current 
target value unchanged. 

 
4.2 The Conditions of Convergence 
QGA is a recycling searching method, it is necessary to the 
conditions of convergence. If the result produced by the 
algorithm can make the sensor node coverage all grid, 
algorithm end. For there is no optimal solution system, using 
fitness value evaluation to decide to end the algorithm or not. 

 
4.3 Simulation Experiment 
In simulation experiment, comparing TGA to QGA. Suppose 
monitor region is a square , acreage is 10*10, partition it to 
10*10 grid, sensor nodes are deploied in the middle of the 
grid, Fig.2 shows the coverage degree of TGA and QGA.  
 

 
Fig.2. TGA Node density 
 

 
Fig.3. QGA Node density 

 
 
5. CONCLUSIONS  
 
Theoretically speaking, can adopt genetic algorithm to 
optimize solution, QGA has characteristics such as 
convergence speed quickly, calculating time shortly, getting 
praising highly of researcher. This paper applies quantum 
genetic algorithm to optimize the sensor node deployment, 
improving the coverage degree of sensor node, which has 
important influence for prolonging the life cycle of all sensor 
node network. In hereafter researching, will optimize 

quantum genetic algorithm further, making it can apply to 
sensor network more. 
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ABSTRACT 
 

A new method to solve nonlinear problems is proposed in this 
paper. Quantum-behaved Particle Swarm Optimization with 
random searching is used to solve nonlinear equation and 
nonlinear systems, which is not sensitive to initial values and 
does not need differential coefficient of functions. Swarm 
intelligence and memorial function of Particle Swarm 
Optimization method are used to solve sophisticated nonlinear 
systems. The obtained results are reported and the experiment 
results compared with the traditional Particle Swarm 
Optimization show much advantage of Quantum-behaved 
Particle Swarm Optimization to the traditional PSO. 
Conclusions are derived and directions of future research are 
exposed. 
 
Keywords: Nonlinear Systems, Function Optimization, 
Particle Swarm Optimization (PSO), Quantum-behaved 
Particle Swarm Optimization (QPSO) Algorithm, Matlab 
 
 
1. INTRODUCTION 

 
Many scientific, engineering and economic problems need the 
optimization of a set of parameters with the aim of minimizing 
or maximizing the objective function. 

The traditional sequential optimization methods such as 
Newton method, Rosenbrock method, Powell method etc., are 
often using a local-search algorithm that iteratively refines the 
solution of the problem. Unfortunately, with the extension of 
human activities, these traditional methods exhibited their 
weakness to deal with complex problems. They often fail in 
working upon many real-world problems that usually have a 
large search space, multi local optimum, and even are not 
well-defined. Therefore, effective optimization methods have 
become one of the main objectives for scientific researchers. 

Modern optimization methods such as artificial neural 
network, genetic algorithm and ant colony algorithm etc., have 
shown capabilities of finding optimal solutions to many 
real-world complex problems within a reasonable amount of 
time. These methods have forged close ties with neural science, 
artificial intelligence, statistical mechanics, and biology 
evolution etc., some of them are called intelligent optimization 
algorithms. Recently, particle swarm optimization (PSO) 
algorithm has been gradually attracted more attention over 
another intelligent algorithm.  

In the area of engineering, we often fall across nonlinear 
system problems. The Traditional method for solving the 
problems is use of initial values and the once derivation of the 
objective function. Sometimes it is very difficult that the initial 
values are suitably selected. So the traditional method can 
hardly detect feasible optimal solutions. In this paper, we 
consider to solve the nonlinear systems by Quantum-behaved 
Particle Swarm Optimization (QPSO) algorithm. The nonlinear 
systems are tackled through the minimization of a object 
function. In the next section, how to construct the object 
function is introduced. The Particle Swarm Optimization and 
Quantum Particle Swarm Optimization is briefly described in 
Section 3. The test problems and the results of experiments are 

reported in Section 4. The paper ends with the conclusion in 
Section 5.  
 
 
2. FUNCTION OPTIMIZATION 
 
It is clear that when there is an optimization problem, the goal 
is to find the best possible solution to the given problem. An 
optimization task consists of two distinct steps: creating a 
model of the problem and using that model to generate a 
solution. 

In general, nonlinear equations can be described as the 
following nonlinear programming problem: 

1 2( ) [ ( ), ( ),..., ( )]T
pf x f x f x f x=                         (1) 

i i ia x b≤ ≤ ， ia  and ib  are the search space up-bound and 
low-bound for ix . 

The nonlinear equations are equal to the optimization of 
the object function: 

2

1
( ) ( ( ))

p

i
i

F x f x
=

= ∑ , i i ia x b≤ ≤                        (2) 

Traditionally, solutions to optimization problems often 
using either problem specific heuristics or variants of the 
local-search method that iteratively refines a single candidate 
solution to the problem. The traditional methods are not robust 
with respect to problem-type and often only work on 
well-defined problems where the number of possible solutions 
is not too large. The traditional methods have the unavoidable 
weakness that they cannot guarantee to complete their 
computations within a reasonable amount of time on hard and 
complex problems. For example, their time-complexity is 
exponential on NP-hard problems. We get an approximate 
solution to an exact model by using optimization algorithm. For 
practical use, optimization algorithm is often superior to the 
traditional methods. 
 
 
3. PARTICLE SWARM OPTIMIZATION AND 

QUANTUM PARTICLE SWARM 
OPTIMIZATION 

 
Population-based optimization algorithms have shown 
capabilities of approximation optimal solutions to these 
real-world problems within a reasonable amount of time. The 
best known of these algorithms is the evolutionary 
algorithm(EA), which is inspired by natural evolution. 
Furthermore, a new algorithm, the particle swarm optimization 
(PSO) algorithm is also a population-based search-algorithm.  
 
3.1 Dynamics of Classical PSO 
Particle Swarm Optimization (PSO)[1], originally proposed by 
Kennedy and Eberhart in 1995, is a population-based 
evolutionary, computation technique, which differs from other 
evolution-motivated evolutionary computation in that it is 
motivated from the simulation of social behavior. In a PSO 
system, the i th particle corresponding to individual of the 
organism, which depicted by its position 
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vector X : 1 2( , ,..., )i i i iDx x x x= , and its velocity vector 
V : 1 2( , ,..., )i i i iDv v v v= , is a candidate solution to the problem. 
The best previous position (the position giving the best fitness 
value) of the i th particle is recorded and represented 
as 1 2( , ,..., )i i i iDp p p p= . The index of the best particle among 
all the particles in the population is represented by the 
symbol 1 2( , ,..., )g g g gDp p p p= .  

That is the trajectory of the particle is determined. Then 
the optimal solution of the probability of moving out the 
trajectory is ignored. Therefore, in general, PSO can obtain 
good solutions in high-dimensional spaces but the ignorance of 
optimal solution does exist and PSO stumbles on local minima.  

In a classical PSO system proposed by Kennedy and 
Eberhart, the particles are manipulated according to the 
following equation:  

1
1 1 2 2( ) ( )t t t t t t

id id id id gd idv v c r p x c r p xω+ = + − + − ,( 1,2,...,d D= )  (3)      
1t t t

id id idx x v+ = +                                   (4)                                          

max max( )( )/t ini end
endT t Tω ω ω ω= − − +                       (5)                         

Where x and v denote the position and velocity of particle, i  
among the population correspondingly, 1c  and 2c  are two 
positive constants, 1r  and 2r  are two random vectors in the 
range [0,1]. Parameterω  is the inertia weight, which does not 
appear in the original version of PSO[1]. By linearly decreasing 
the inertia weight from a relatively large value to a small value 
through the course of the PSO run, the PSO tends to have more 
global search ability at the beginning of the run while having 
more local search ability near the end of the run[2,3]. In (5), t  
is the current step size ( t 1,2,...,= maxT ), iniω  is the initial 

value, endω  is the ultimate value.  
 
3.2 Dynamics of Quantum PSO 
Keeping to the philosophy of PSO, a Delta Potential well 
model of PSO in quantum world (QPSO) [4,5,6] was proposed. 
Because X  and V  of a particle are not determined 
simultaneously principle, the term trajectory is meaningless in 
quantum world. 

In Quantum-behaved Particle Swarm Optimization 
(QPSO), the particles move according to the following 
equation: 

1 2
1 1 1 1

1 1 1 1( , ,..., )
M M M M

i i i id
i i i i

mbest p p p p
M M M M= = = =

= =∑ ∑ ∑ ∑               (6) 

* (1 )* , ()id id gdp p p randϕ ϕ ϕ= + − =                (7) 

1*| |*ln( ), ()id id d idx p mbest x u rand
u

β= ± − =               (8) 

where mbest  is the mean best position among the particles. 
ϕ  and u  are a random number distributed uniformly on [0,1] 
respectively and β  is the only parameter in QPSO algorithm. 
The general QPSO algorithm is shown as follows:   
 
1） For each particle: Initialize particle 

End; 
2） Calculate the value of mbest  by  (6); 
3） Calculate fitness value of each particle and its idp ; 
4） If the fitness value: idp  is better than the best fitness value 

in history, set current idp  as gdp ; 

5） Update gdp ; 
6） For each dimension of a particle, choose a stochastic 

number from idp  to gdp  by (7); 

7） Get a new position by (8); 
8） Repeat 2)~7), while maximum iterations or minimum 

error criteria is not attained. 
 
 
4. EXPERIMENTAL RESULTS 

 
In the experiments, we run the algorithm on Windows XP by 
using Matlab 7.1. The population number is 20, the maximum 
iteration is 3000 and the algorithm runs 50 times. The inertia 
weight β  starting with a value close to 1.0 and linearly 
decreasing to 0.5 through the course of the run. 

In the expressions (8), “ ± ” is determined by the 
stochastic number of (0, 1). If the value>0.5, then choose “− ”, 
else choose “+ ”.  

There are some experiments. TEST (1) and TEST (2) are 
nonlinear equation; TEST (3) and TEST (4) are nonlinear 
systems. 
TEST (1):   

3 sin3 200 0xx e− − =  , 100 100x− < <  
TEST(2):  

33 1 2(sin( ) cos ) 250 ln( 1) 0x xx x e x x+ ++ − − + = , 100 100x− < <  
The results for TEST (1) and TEST (2) are reported in Table 1. 

 
    In the case, we can see that QPSO algorithm can quickly 
reach the theoretical value. 
TEST(3): 

2
1

2
1

( 0.1) 0.1 0
( 1,2,..., 1),
( 0.1) 0.1 0

i i

n

x x
i n
x x

+⎧ − + − =
⎪

= −⎨
⎪ − + − =⎩

     ( 10n = , 0 10ix≤ ≤ ) 

The results for TEST (3) are reported in Table 2, Fig.1, 
and Fig.2.  

 
Table 2. Results of two algorithms 

T=200 PSO QPSO 
 
 
x  

(0.0679, 0.0671, 
0.0632, 0.0627, 
0.0664,  0.0629,  
0.0662, 0.0645,  
0.0654,   0.0670) 

(0.1000, 0.1000, 
0.1000, 0.1000, 
0.1000, 0.1000, 
0.1000, 0.1000, 
0.1000,   0.1000)

Mean of 
F( x ) 

0.0388 2.5700e-010 

Table 1. Results of two algorithms: 

T=50 PSO QPSO 

x  4.0579 4.0578 
(1)

Mean of ( )F x  0.0049 1.9853e-009 

x  0.0108 0.0110 
(2)

Mean of ( )F x  0.0327 1.0430e-006 
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Fig.1. average of fitness curve for PSO 

(Iterations=1200) 
 

 
Fig.2. average of fitness curve for QPSO 

(Iterations=1200) 
 
In the case QPSO outperformed the results for PSO 

algorithm. Especially for Fig.2 the result can reach around its 
theoretical value. 
TEST(4):  

   
1 2

2
3

2
1 2 4 6

(1 )
2

3 4 6

(1 )
4

5 2 6

6 1 5

1 0.75 0
4
0.405 1.405 0
1 1.5 0

2 22
0.605 0.395 0
1 1.5 0
2

0

x x

i
x

x x x x

x e

x x x
x

x e

x x x

x x x

+

−

⎧ + + =⎪
⎪

+ − =⎪
⎪
⎪ − + =⎪ − ≤ ≤⎨
⎪ − − =⎪
⎪

− + =⎪
⎪

− =⎪⎩

  

The theoretical value is:  

1

2

3

4

5

6

1
1

1
1

1
1

x
x
x
x
x
x

= −⎧
⎪ =⎪
⎪ = −⎪
⎨ =⎪
⎪ = −
⎪

=⎪⎩

 

The results for TEST (4) are reported in Table 3 and Fig.3. 
 

Table 3. Results of two algorithms 
T=3000 PSO QPSO 

 
x  

(-1.0561, 0.2725, 
-0.4677, 1.3813, 
-1.4573, 1.4593) 

(-1.0400, 0.9881, 
-0.9334, 1.0712, 

-1.0024,  1.0344)
Mean of 

( )F x  0.0521 1.0943e-004 

 

 
Fig.3. convergent rate of two algorithms 

 
The results of TEST (2) show that QPSO algorithm may 

be even closer to its unknown theoretical value. Proper 
fine-tuning parameters of QPSO may result in better solutions. 
Fig.3 shows that for the same iterations QPSO algorithm can 
quickly find the answer less than 100 but PSO algorithm can 
not even more than 3000.  
 
 
5. CONCLUSIONS 
 
In this paper, we proposed Quantum Particle Swarm 
Optimization for solving nonlinear equations. According to the 
experimental results, the performance of the Quantum Particle 
Swarm Optimization method is better than PSO algorithm. 
QPSO algorithm can not only escape from the local minimum 
basin of attraction of the later phase, but also maintain the 
characteristic of fast speed in the early convergence phase. It 
has been proved that QPSO algorithm can improve the global 
convergence ability, greatly enhance the rate of convergence 
and overcome the shortcoming of PSO algorithm that is, easily 
plunging into the local minimum. 

Future work will include investigation of the PSO’s 
performance in other benchmark and real-life problems, as well 
as the development of specialized operators that will indirectly 
enforce feasibility of the particles and guide the swarm towards 
the optimum solution, as well as fine-tuning of the parameters 
that may result in better solutions. 
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ABSTRACT 
 

The author introduces how RF ID intelligent door locks replace 
ID cards to carry out the communication and operation 
management of door locks. The 32-bit ARM CPU LPC2114 
has been chosen as the core and  real time operating system 
µC/OS－II as the platform to conveniently complete such 
functions as reading cards with RF cards, real time processing , 
infrared communications and operations, etc. Thus heavy 
desktops have been replaced. To ensure stability and reliability, 
proper design of circuits that enable the RF ID card data 
reading and ARM CPU communications is of  tantamount 
importance. 
 
Keywords: RF ID, ARM, CPU, LPC2114, µC/OS－II 
 
 
1. INTRODUCTION 
 
The hardware structure of RF ID intelligent door locks (See 
Fig.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. The Hardware Structure of Intelligent Door Locks 
 
Its core is the PHILIPS LPC2114 chip with the ARM7TDMI－
S chip as its kernel. Users are associated with other equipment 
through the TG1286D LCD display screen of 128×64 lattice 
and the 15-key keyboard. The RF ID card of the EM4100 series 
can be read through the ID card-reading module. The coding 
data is decoded by software. The data memory system uses 
Flash that locates in LPC2114 as its memory medium, and the 
real time circuit uses the low power PCF8563 clock chip. The 
data exchanged with the door lock can be realized through the 
infrared communication module. The data is modulated on the 
40KHz carrier wave produced by the PWM channel of 
LPC2114 controlled by a kind of software. The receiver adopts 
the integrative receiving device and a serial interface  module 
communicating with the upper computer is preparative. The 
following is a respective introduction of the principles of the 
hardware modules. 
 
 
2. REAL TIME CLOCK CIRCUIT 
 
PCF8563 is adopted for the real time clock chip. It is a low 
power CMOS real time clock/calendar chip. It provides a 

programmable clock output, an interruption output and power 
failure detector. All addresses and data transfer in series 
through a I2C bus interface with the maximum bus speed of 
400Kbits/s.  See hardware chart: Fig. 2. 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Real time circuit 
 
R39 and R40 are pull-up resistors of the I2C bus. C23～C25 are 
resonance capacitances of the oscillator. A reasonable 
combination of these capacitances can make the oscillating 
frequency come near 32.768KHz and achieve the highest 
precision of the clock. D4 is used to separate the power of the 
system from that of PCF8563. The electric charges stored in 
C21 can provide power for the clock chips during the short 
period of time when the handset changes its batteries, making 
time resetting after each battery replacement unnecessary. R38 
is a zero ohm resistor, which can be soldered when needed 
(function extension). The   interruption output connected to 
PCF8563 and the input of   external interruption 2 of 
LPC2114 can realize such functions as timing start, etc. 
 
 
3. RF (RADIO FREQUENCY) ID CARD 

READING CIRCUIT 
 
The RF ID card reading module is divided into two parts: RF 
emission and reception & amplification. It is designed to be 
able to read the ID cards of the EM4100 series. This type of 
card can only be read; it can not be written. It obtains energy 
through the electromagnetic field generated by the card reading 
equipment and transfers data through the electromagnetic field. 
The electromagnetic wave emitting from the card and the card 
reading module is illustrated in Fig. 3.  The emitting module 
circuit is illustrated in Fig. 4. 
 
 
 
 
 
 
 
 
 
Fig.3. The electromagnetic field emitting from the card and the 
card reading module 
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Fig.4. The emitting circuit of card reading module 
 
74HC04 is a six-inversion-gate integrated circuit.  UIA is one 
of the units used to reinforce the driving capability of the 
LPC2114 carrier wave pulse output. It transforms 0～3.3V 
level output from LPC2114 into the push-pull circuit 
following the signal driving of 0～RFVCCV. Q1 and Q6 
constitute the push-pull circuit to reinforce the current load 
capability of the UIA output signal. T1 and C11, C12 
constitute the series-wound resonance circuit, and the 
resonance point is the frequency needed when RF (radio 
frequency) ID works. The electromagnetic wave is radiated 
from T1. Q2 and D3, R6, R26 constitute the carrier wave 
amplitude modulation circuit. When RFOUT output level is 
high, Q2 turns on. Resonance current is absorbed partly by D3 
and R6, and thus the grooves in the load wave are formed. RF 
(radio frequency) ID can identify the transferred data 
according to these grooves. Because this handset uses an ID 
card that cannot be written, this part of the circuit is useless. 
The REOUT is connected at a low level all the time. 
 
The card reading module receiving circuit is illustrated in Fig. 
5. 
 
 
 
 
 
 
 
 
 
 
 

Fig.5. The card reading module receiving circuit 
 
The voltage at one end of Loop T1 is rectified by D1 and D2. 
C2 and C3 filter the commutated wave, eliminating the RF 
part. R2 offers the discharging loop for the filtering circuit. C1 
and C4 couple the signal into the following amplification 
circuit. The reason why the two devices are connected in 
series is that the voltage endurance value will be increased. 
There is a about 60v on AMIN, when T1and C11,C12 are in 
resonance.  Next to the filter is the linear amplification circuit 
composed of U1B and R4, U1C and R7, U1D and R9. R5 and 
C5, R8 and C6, R10 and C8 compose first-order lowpass filter, 
whose edge frequency is about 8.8KHz. It can meet the need 
for the highest transmission speed, that being when the data 
cycle of the card read is at least 16 times the carrier wave 
cycle, 125KHz/16=7.8KHz. U1E shapes the signal amplified 
through three stages to make the skirt deeper so that it can be 
identified by LPC2114. Z1 is used to protect the I/O line of 
LPC2114, insuring that the receiving voltage output is not too 
high as to do damage to the devices. The practical effect is 
very good, and the card reading distance is 10cm or so. 

4. THE INFRARED COMMUNICATIONS 
CIRCUIT 

 
This equipment and the intelligent door lock 
intercommunicate through the infrared interface device 
connected to the Com Port 1 of LPC2114. Its carrier wave 
frequency is 40KHz. The principle is illustrated in Fig. 6. 
 

 
Fig.6. The infrared communications circuit 

 
U2 is an integrative infrared receiving head, from whose first 
line the demodulated date is output. Q3 drives the infrared 
emission diode LED1. T0 is connected to the PWM channel 2 
of LPC2114.  Usually its output is low, but when 
communication with the door lock is needed, the PWM2 
produces a  40KHz square wave whose filling out factor is 
30% or so.  TXD is connected to the transmitting terminal of 
the LPC2114 Com Port 1.  The LED is  controlled by the 
logical AND of T0  and TXD, producing a modulated 
infrared signal.  RXD is connected to the receiving   
terminal of the LPC2114 Com Port 1.  Except that the   
transmission medium is infrared ray, the other operations of 
the interface are the same as those of ordinary interfaces. 
 
 
5. LIQUID CRYSTAL DISPLAY CIRCUIT 
 
Because the equipment has much information to interact with 
the user, the 128×64 lattice pattern liquid crystal module is 
used. This kind of Liquid Crystal module is very inexpensive, 
but it has no word-base.  Software is needed to create 
Chinese words, characters, cursors and graphs. The hardware 
chart is illustrated in Fig. 7. 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.7. Liquid crystal display circuit 
 

LCD Power line controls the turn-on and turn-off of Q8. The 
power of the LCD module is turned on or off through Q8 
controlling its ground line. To save power, it is supplied to the 
LCD module only when needed. R41 and R42 constitute the 
voltage-divided circuit.  Adjusting the differential ratio of the 
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divided voltages can change the display contrast.  Z3 
prevents the 3.3v stable-voltage chip from producing 
over-high voltage and doing damage to the LCD module when 
it breaks down. SW controls the apheliotropic lamp inside the 
LCD module. CS1, CS2, RAT, RW, DI and 8 data lines are 
used to operate each register inside the LCD module. 
 
 
6. KEYBOARD CIRCUIT 
 
This equipment has 15 key-presses, with 10 number keys and 
5 function keys. The user controls the equipment through the 
keyboard. KEY0～KEY13 are ordinary key-presses. POWER 
is the system power-on /off key-press. R18～R23 and R27～
R34 are the pull-up resistors of the keyboard. U3 and U4 are 
8D flip-latches. LPC2114 controls the flip-latches through 
these three lines: CSKEY1、CSKEY2 and RDO, reading the 
state of the keyboard with the GPIO time-sharing. The 
keyboard circuit is illustrated in Fig. 8. 
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Fig.8. Keyboard circuit 

 
The application of this equipment will make the management 
of the intelligent door locks easier than heretofore. It can set 
user cards for the door lock, synchronize the door lock time, 
read the door-open record and search the door-open record 
according to the door-open time or the card number, without 
the participation of an upper computer. In addition it also has 
the function of communicating with the upper computer to 
facilitate data administration. 
 
 
7. THE CURRENT RESEARCH AND TRENDS 

AT HOME AND ABROAD 
 
At present built-in products of low and medium complexity 
developed by domestic companies are mainly 8-bit micro 
controlled. Limited by hardware, the software is mainly the 
foreground and background system. In practical engineering 
applications the real-time operating system is seldom used. 
With the rapid development of semiconductor technology, 
presently the price of 32-bit micro controllers is close to that 
of 8-bit micro controllers.  Yet the capability of the 8-bit 
micro controller is far behind that of the 32-bit micro 
controller. 
 
In western countries the application of the 32-bit micro 
controller is not limited to the built-in applications of high 
complexity (such as PDA, mobile phone, Internet products 
etc). Its applications in the built-in systems of low and 
medium complexity are increasingly extensive. Because of the 

upgrade of hardware, the application of RTOS (real time 
operating system) is a necessary result. The application of 
built-in RTOS makes the design and extension of real time 
application programs easier. New functions can be added 
without great changes. RTOS simplifies the design process of 
the application programs greatly by dividing them into several 
independent tasks. 
 
The ARM series 32-bit microcontrollers produced by ARM 
Company now occupy 80% of the 32-bit microcontroller 
market. They are very representative. This project is an 
attempt to apply the ARM 32-bit microcontrollers and the 
real–time operating system to the built-in systems of low and 
medium complexity. 
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ABSTRACT  
 

Parallel simulated annealing based on genetic algorithm is 
applied in the time-lapse seismic inversion in this paper. The 
seismic-derived estimates of reservoir properties estimates are 
often obtained from time-lapse impedance estimates, it is 
important to achieve reliable time-lapse impedance models 
through time-lapse data inversion. For solving time-lapse 
seismic reservoir monitoring more efficiently, simulated 
annealing is applied to the inversion technique of time-lapse 
seismic. The time-lapse seismic uses multiple seismic surveys 
acquired at different times, so the seismic data in the 
time-lapse seismic is extraordinary huge. Parallel simulated 
annealing based on genetic algorithm is studied in this paper; 
it can proceed from many points simultaneously and 
independently, and periodically reconcile solutions. The 
parallel algorithm and the parallel implements model using 
MPI and JINI technology is described. 
 
Keywords: Time-Lapse Seismic, Inversion, Simulated 
Annealing, Parallel, Genetic Algorithm 
 
 
1. INTRODUCTION 
 
Time-lapse seismic analysis uses multiple seismic surveys 
(often referred to as base and monitor surveys) acquired over 
time. Differences in reflection amplitude and other attributes 
of these data vintages are interpreted and used to constrain the 
spatial distribution of dynamic reservoir properties and to 
provide insight on the depletion process. This information, 
when integrated with additional geological, geophysical and 
engineering data can invariably optimize the production 
strategy of the reservoir [1].  
 
With the evolution of time-lapse seismic technologies, the 
industry is aiming towards seismic-derived estimates of 
reservoir properties that can offer more definite constraints to 
flow models. Since these estimates are often obtained from 
time-lapse impedance estimates, it is important to achieve 
reliable time-lapse impedance models through time-lapse data 
inversion. 
 
Several researchers have reported on geophysical applications 
of simulated annealing method [2][3], but no researchers have 
introduced simulated annealing algorithm to time-lapse 
seismic.  
 
For solving time-lapse seismic reservoir monitoring more 
efficiently, simulated annealing is applied to the inversion 
technique of time-lapse seismic in this paper. 
 
                                                        
 * Natural Science Function of China (Grant No. 40574048) and 

National High Technique Scheme of China (863) (Grant No. 
2006AA0AA102-09) 

At the same time, with the development of oil field 
prospecting, more and more seismic data are produced, so 
parallel technology become more and more important. The 
time-lapse seismic uses multiple seismic surveys acquired at 
different times, so the seismic data in the time-lapse seismic is 
extraordinary huge.  
 
Parallel simulated annealing based on genetic algorithm is 
studied in this paper; it can proceed from many points 
simultaneously and independently, and periodically reconcile 
solutions. 
 
 
2. SIMULATED ANNEALING (SA) 
 
SA is a robust statistical technique, which attempts to solve 
the problem of finding global extrema to complex 
optimization problems. The idea comes from the cooling 
processes of metals and the way, in which liquids freeze and 
crystallize. The basic concept of SA used in this work is as 
follows: each value of the model parameter is sequentially 
visited and randomly perturbed, while the values of all other 
parameters remain fixed. At each step, the change in the 
energy function (△E) is calculated. The new model is 
accepted unconditionally if △ E ≤ 0 (downhill moves). 
However, if △E > 0 (uphill moves), then the new model is 
accepted according to the Boltzman probability distribution 
P(△E) = EXP(-△E/T), where T is a control parameter 
equivalent to the temperature in annealing of crystal forming 
material. The entire procedure is repeated for all model 
parameters. Then the temperature is lowered and the 
procedure is repeated until “crystallization” occurs, i.e. a low 
energy state is attained. Thus, in SA it is still possible for a 
worse model to be accepted. In this way, the solution can 
escape from local minima. A modification of standard SA 
methods includes the adjustment of step length during the 
cooling schedule in such a way that half of the function 
evaluations are accepted in one direction. The decrease in step 
length with falling temperature allows the algorithm to focus 
on the most promising area and hence increases the accuracy 
of optimization. As the temperature falls, uphill moves are less 
likely to be accepted, and the percentage of rejections rises. 
When a set of cost function values for successive stages are 
less than the error tolerance for termination, the iteration 
process is stopped. For SA the theoretical convergence to a 
global minimum has been extensively proven. The system 
should find the global minimum if the initial temperature; the 
cooling rates and the number of tries are set appropriately. 
Ideally, starting at a high temperature and cooling very slowly 
guarantees convergence but it takes enormous computing time. 
To avoid local minima and reduce computing time, SA 
parameters should be defined by a trial run at the outset. 
Roughly, the value of the initial temperature should be of the 
order of the average △E found during the first cycle, 
ensuring a high accepted/rejected ratio at the start. 
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3. OBJECTIVE FUNCTION 
 
Any optimization methods, whether local or global, require 
the construction of an objective function. Two types of 
objective functions are widely used in the seismic waveform 
inversion. One is the correlation coefficient type representing 
the resemblance of the observed and synthetic seismic data, 
which leads to a maximization problem. The other one is the 
least-square type showing the difference between the two, 
which defines a minimization problem. Ideally an objective 
function should contain multiple terms each representing the 
error energy, the low frequency component and lateral 
continuation constraints. The objective function used in this 
presentation contains a least absolute deviation, a priori 
parameter information constraints and a reflection coefficient 
penalty function. The latter means that if a reflection 
coefficient with unrealistically large amplitude occurs during 
inversion, a penalty is imposed upon the objective function. 
This is a particularly important constraint to ensure the 
smoothness of solutions when the inversion scheme is over 
parameterized. 
 
 
4. TIME-LAPSE SEISMIC INVERSION 
 
For the inversion of the time-lapse seismic data, we used 
elastic wave propagation with the following assumptions. First, 
the earth is assumed to be layered, i.e., the elastic parameters 
are functions of depth only: VP(z), VS(z),ρ(z). Second, we do 
not model multiple reflections. Therefore, we can linearize the 
parameters in the wave equation (for example, ρ(z) =ρ0(z) 
+δρ(z)). Finally, the source is assumed “high frequency”, 
and we apply geometric optics approximations. These 
assumptions result in the convolutional model for the 
seismogram: 

dpred(t, h) = f(t, h) * ř(t, h)       (1) 
where dpred is the predicted seismic data, f the source wavelet, 
h is offset, and t is time. The reflectivity: 

ř (t, h) ≈ (AP(z, h) rP(z) + AS(z, h) rS(z)  
+AD(z, h) rD(z))z=Z(t, h)   (2) 

where Z(t, h) is the depth corresponding to two way time t at 
half offset h, AP, AS, and AD are geometrical amplitude factors, 
and P-wave velocity, S-wave velocity, and density 
reflectivities are  

rP =δVP / VP , rS =δVS / VS, and rD =δρ/ρ. 
We use an iterative conjugate gradient algorithm to solve the 
discrete linear system resulting from the inversion. The 
objective function contains two terms. Minimize: 

JOLS[r]=0.5*{║dpred[r]-dobs║2+λ2║W[r] ║2}  (3) 
The first term minimizes the data misfit (output least squares 
inversion) while the second term reduces the ill conditioning 
of the system. 
 
 
5. PARALLEL SIMULATED ANNEALING 

USING GENETIC ALGORITHM 
 
The high performance computing in the time-lapse seismic is 
very important; the parallel algorithm and the parallel 
programming model of the inversion must be studied. If given 
limited computational time, SA may return an unacceptable, 
sub-optimal solution, so we must increase the speed through 
parallelism. 
 
However, because SA iterates from only one current point, it 
is not easily made parallel. Nevertheless, many parallel 

implementations have been suggested or are in use. Most 
suffer from the fact that they attempt to implement the 
inherently serial Metropolis algorithm in parallel. 
 
A massively parallel simulated annealing would proceed from 
many points simultaneously and independently, and would 
periodically reconcile solutions. Genetic approaches attempt 
this, while offering the additional benefit of implicit 
parallelism. 
 
5.1 Methodology 
A final but important difference between genetic algorithms 
(GAs) and SA is the ease with which each algorithm can be 
made to run in parallel. GAs are naturally parallel — they 
iterate an entire population using a binary recombination 
operator (crossover) as well as a unary neighborhood operator 
(mutation) [4]. SA, on the other hand, iterates a single point 
(using only a neighborhood operator); it is not easily run on 
parallel processors. While attempts have been made to 
parallelize SA, a straightforward, satisfactory, general-purpose 
method has not yet been demonstrated. It would thus be 
desirable to transfer the parallel processing capabilities of GAs 
to SA. 
 
Parallel simulated annealing based on genetic algorithm 
closely follows simulated annealing, if one imagines several 
copies of SA running in parallel, with mutation as the 
neighborhood operator, and crossover recombining 
independent solutions. Alternative solutions in parallel 
simulated annealing based on genetic algorithm unlike in 
Boltzmann tournament selection, do not come purely from the 
current population, but from applying both crossover and 
mutation. Good solutions disappear only when replaced 
probabilistically by new, often better solutions; disruption by 
crossover and mutation is not a problem.  
 
Parallel simulated annealing based on genetic algorithm 
captures the essence and spirit of SA. Suppose we 
simultaneously run multiple, independent SAs on a problem, 
but we synchronize cooling across processors. This method 
will approach a Boltzmann distribution for each independent 
application of SA. The combined distribution from all 
applications will also approach Boltzmann. The only thing 
missing is to reconcile the independent solutions. This is 
where crossover comes in. As demonstrated later, crossover 
can be viewed as an extension to the common SA 
neighborhood operator. The resulting population-level 
neighborhood operator, crossover-plus-mutation, plays a role 
analogous to the neighborhood operator of SA. 
 
5.2 Parallel algorithm 
In the algorithm below, T is temperature, n is population size, 
and Ei is the energy or cost of solution i. Parameters can be set 
using guidelines from both SA and Gas. Parallel simulated 
annealing based on genetic algorithm performs minimization 
by default; for maximization, traditional GA fitness values 
should be negated. 
1. Set T to a sufficiently high value 
2. Initialize the population _usually randomly_ 
3. Repeatedly generate each new population from the current 

population as follows: 
(1). Do n/2 times: 

a. Select two parents at random from the n population 
elements 

b. Generate two children using a recombination operator 
(such as crossover), followed by a neighborhood 
operator (such as mutation) 



DCABES 2007 PROCEEDINGS 

 

169

c. Hold one or two Boltzmann trials between children and 
parents 

d. Overwrite the parents with the trial winners 
(2). Periodically lower T 

Boltzmann trial above mentioned refers to a competition 
between solutions i and j, where element i wins with 
logistic probability, 1/(1+e(Ei-Ej)/T) (the Metropolis 
criterion can be substituted). There are many such 
competitions possible between two children and two 
parents. We consider two possibilities here. The first 
possibility, double acceptance/rejection, allows both 
parents to compete as a unit against both children; the sum 
of the two parents’ energies should be substituted for Ei in 
the above equation; the sum of the childrens’ energies, for 
Ej. The second possibility, single acceptance/rejection, 
holds two competitions, each time pitting one child against 
one parent, and keeping the parent with probability, 
1/(1+e(Eparent-Echild)/T). In this study, each parent is 
tried against the child formed from its own right-end and 
the other parent’s left-end. 

 
5.3 Parallel programming model 
In parallel programming, there are many different languages 
and programming tools, each suitable for different classes of 
problem; our choice of tool will depend on the nature of the 
problem to be solved. MPI (Message Passing Interface) and 
Jini based on Java are particularly appropriate for the discrete 
wavelet parallel algorithms.   
 
In the MPI programming model, a computation comprises one 
or more processes that communicate by calling library 
routines to send and receive messages to other processes. In 
most implements, a fixed set of processes is created at 
program initialization, and one process is created per 
processor. However, these processes may execute different 
programs [5]. 
 
The Jini programming model is built to enable services to be 
offered and found in the network federation. When a Jini 
service is developed it will have to announce its presence to 
other services and users. Users and services will have to 
discover other services and intercommunicate with them. The 
heart of Jini is composed of several protocols called discovery, 
join and lookup. The discovery occurs when a service is 
searching for a lookup service to register itself, the join occurs 
when a service has located a lookup service and wishes to join, 
and the lockup occurs when a service client or a user needs to 
locate and invoke a service. 
 
 
6. CONCLUSIONS 
 
Time-lapse seismic reservoir monitoring technique has been 
becoming one of the most important fields of reservoir 
geophysics at present. It relates with geology, geophysics, 
petrophysics and reservoir engineering, and realizes the 
conversion from static reservoir characterization to dynamic 
prediction and rapid reservoir evaluation, reaches the aims of 
adjusting development scheme and improving oil and gas 
recovery. A global optimization using simulated annealing and 
its parallelism based on genetic algorithm has been applied to 
the inversion technology of the time-lapse seismic. The 
parallel simulated annealing based on genetic algorithm strives 
to retain the desirable asymptotic convergence properties of 
simulated annealing, while adding the populations approach 
and recombinative power of genetic algorithms. The algorithm 
iterates a population of solutions rather than a single solution, 

employing a binary recombination operator as well as a unary 
neighborhood operator. The implementation of using MPI 
software system and JINI technology can make network 
parallel computing easy to implement without knowing the 
detail of working with a heterogeneous network of computers. 
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ABSTRACT 
 

Aiming at the comparatively laggard level of distributed 
monitoring systems for power plants, the reliability, real-time 
and several key problems of its implement are analyzed. The 
physical structure and logical structure of a distributed 
monitoring system for power plants are presented which are 
based on the integration of FCS (Field Bus), DCS 
(Decentralized Control System) and so on. Furthermore the 
realization methods and function characteristics of the system 
are expounded. Then OPC (OLE of Process Control) 
technology is introduced, which is important to implement the 
integration of electrical automation systems and management 
information systems. New idea employing OPC service gates is 
proposed. In the system, OPC service gates are responsible for 
the transmission of real-time data and the communication 
interface of field control layer and management information 
layer. Referring to the project experience, some technology 
problems, solutions and detailed schemes are discussed. The 
results of field applications show that the novel distributed 
monitoring systems have good capability, reliability and 
reliability. 
 
Keywords: Power Plant, Distributed Monitoring System, OPC  
Service Gate, TCP/IP 
 
 
1. INTRODUCTION 
 
1) With the development of power plant technology, the  

requirements for distributed monitoring systems for 
power plants also rise [1][2]. Over the last decade, 
integrated automation technology has been applied in 
power system substation, and DCS (Decentralized 
Control System) and FCS (Field bus Control System) is 
widely used in integrated automation systems [3]. 
Compared to the centralized monitoring systems, 
distributed monitoring systems have many advantages 
such as flexible structure, distributed control, high 
reliability and so on. Instead of these advantages, 
distributed monitoring systems have not been widely 
employed in power plants. Many electrical systems and 
devices including protective relay, security devices and 
so on run in self-governed state, which haven’t formed an 
integrated to provide information for the whole 
distributed monitoring system. The paper proposes a 
distributed monitoring system model for power plants, 
which is based on integrated automatic power electronic 
technology including real-time control, field-bus, 
industrial Ethernet and so on. The advantages of the 
system model are as follows: 

2) High real-time character. Instead of traditional passive 
broadcast method, P2P connection method based on 
improved TCP/IP technology, logical token-based ring 
and so on guarantee the system to achieve high real-time. 

3) Uniform format. In the system, all kinds of equipments  
are endowed with uniform IP address. Clients in 

management layer can transparently access the 
equipments by OPC service gates, which provide NAT 
(Net Address Transform) to equipments that have no IP 
addresses. 

4) Centralized information and distributed control. In the  
system model, FCS and DCS are utilized to realize 
distributed control for power plant field. And OPC 
service gates and real-time databases are responsible for 
real-time and exact data such as voltage, current and so 
on.  

5) Friendly user interface. On-line and off-line are storaged 
in real-time databases and history databases. With the 
Internet explorer, client application interfaces and others, 
the managers of power plants can view all kinds of 
information. 

 
 
2. SYSTEM OBJECT MODEL  
 
The system model discussed in the paper is referred to two 
types: system physical model and system logical model. And 
they are discussed as follows. 
 
2.1 System Physical Model 
The system physical model in the paper consists of all kinds of 
hard devices such as protection, measurement, control, 
monitoring devices, industrial personal computers (IPC) and 
programmable logic controller (PLC). In the subsection, the 
system physical model of distributed monitoring systems for 
power plants is proposed. And these devices and equipments 
are regarded as three-layer structure as follows. And Fig.1 
illustrates the system physical model. 
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Control layer including 6kV, 400V subsystem, generator&transformer 
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Fig.1. System physical model 
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1) Control layer includes main protection devices, automatic 
devices, 400V low voltage systems, 6KV auxiliary power 
protection and so on. Main protection devices include 
generator protection, main transformer protection and 
start-up&stand-by transformer protection. Automatic 
devices consists of automatic regulator voltage (AVR), 
automatic transfer switch (ATS) and automatic 
synchronization systems (ASS) and so on. 400V low 
voltage systems usually include automatic change-over 
device, intelligent motor protector, automatic breaker and 
so on. And 6KV auxiliary power protection includes 
feeder protection devices, auxiliary transformer 
integrative protection devices, high-voltage motor 
integrative protection devices and so on. Furthermore, 
DCS and FCS are widely used in power plants. And they 
can make basic operation and control functions. Though 
DCS including data process unit (DPU), electrical 
workstation and so on is the most important system in 
power plants. For hard cable and limited information, it is 
impossible to complete some complex operations for 
DCS. FCS has been paid more and more attention, whose 
communication rate, communication distance and 
operation capability has greatly exceeded that of DCS 
[5][6]. 

2) Communication layer includes communication interfaces, 
communication devices and so on. In the distributed 
monitoring system, all kinds of devices and subsystems 
have their communication models. According to the 
description above, there are four kinds of subsystems as 
follow: 400V subsystem, 6KV subsystem, 
generator&transformer protection subsystem and AVR 
subsystem. In the system, they can be directly connected 
into superior system by communication controllers and 
IPC devices. Or they can be integrated into FCS and DCS 
that are connected to superior systems by serial ports and 
industrial Ethernets. For electrical interlock and 
reliability, hared cables are usually used for 
communication between DCS and field devices. 

Generally, FCS and DCS can provide several serial ports 
such as RS232 to communicate with the distributed 
monitoring system. And parts of them in electrical 
systems have utilized TCP protocol for communication in 
Ethernet model. 

3) In our systems, a novel communication device is defined   
as OPC (OLE Process Control) services gates. OPC 
services gate consists of micro-processors, buffer and 
communication ports including serial ports and Ethernet 
ports. According to the requirements of field devices, it 
classifies electrical monitoring information, provides 
direct communication interfaces between superior 
systems and subsystems, and collects real-time data for 
electrical field decision-making. And the implement and 
the key technology of it are introduced in section 3. 

4) Management layer consists of the servers for real-time   
information system (RTS), management information 
system (MIS), and Web service. Data storage systems of 
intranets can provide information to servers and clients. 
Also the layer owns some specific workstation including 
power plant safety workstation, statistic workstation and 
so on, which can be industrial PCs, PDA and common 
workstations. Management layer mainly provides 
decision information, statistic data and real-time data for 
power plant managers. Furthermore, it can connect power 
plants to Internet. Managers can remotely and on-line 
view all kinds of information through Internet, which can 
help them make exact and scientific decisions. 

 
2.2 System Logical Model 
Similar to system logical model, the system logical model of 
the distributed monitoring system for power plants is defined as 
a three-layer structure including data integration layer, 
operation&transmission layer and presentation layer. Different 
to system logical model, these layers are distinguished by their 
respective logical characters. System logical model is 
illustrated as figure 2. System logical model and some key 
technologies are discussed as follows. 
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1) Data integration layer consists of real-time monitoring     
subsystem, information data collection subsystem and data 
access interface. Since there are different monitored signals 
and all kinds of power electronic devices in power plants, 
data integration layer can integrate the data coming from 
different field equipments and provide uniform format 
interface to distributed monitoring systems.  

 
2) Real-time monitoring subsystem can monitor the field 

signals including voltage, current, pressure and heat 
coming from different field ends and equipments. 
Real-time monitoring subsystem consists of several kinds 
of hard wares and software, which include IPC, PLC (field 
control), AD (analog signal data acquisition), DA (analog 
signal output) and communication&control software 
corresponding to them. Real-time monitoring subsystem 
displays real-time state, real-curve, fault-signals and 
real-time trend figure to distributed monitoring systems. 
Furthermore, alert examination, on-line fault diagnosis 
operations and calculations are executed in the subsystem. 
Then information data collected by the subsystem is 
transmitted to superior layer and data collection subsystem 
by data access interface.  

 
3) Data collection subsystem is based on real-time database 

technology. Different to common disk database, real-time 
database mainly operates in system memory. And it 
achieves high real-time by several kinds of buffer and 
real-time scheduling algorithms classified by data with 
different real-time requirements. Furthermore some 
configuration information and frequent-access data are 
storaged in data collection subsystem. Instead of 
downloading from superior system, electronic field ends 
and equipments can directly achieve these information 
from data collection subsystem. 

 
4)  Data access interface consists of communication devices 

and equipments including RS232/422/485, Ethernet. Also 
TCP/IP communication protocol for Ethernet and 
MODBUS protocol for serial port communication are 
included for communication software. It is difficult to 
connect all kinds of electronic field devices employing 
different communication modes for an integrated system. 
In our system, OPC service gates are employed to solve the 
problem. And it is discussed in section3. 

 
5) Operation&transmission layer employs data coming from 

data integration layer to severe for the distributed 
monitoring system. Generally, the layer consists of a series 
of function units. Main function units include real-time 
data transmission, alert&event monitoring, report display, 
data scheduling and some configuration tools. Different to 
data integration layer, operation&transmission layer deals 
with both real-time and unreal-time information. And 
unreal-time information such as historical power records, 
historical current curves and client configuration data can 
be storage in disk databases. In the layer, real-time data 
coming from data integration layer is classified to transmit 
for superior layer and to storage in historical database. By 
historical databases, many reports such as monthly power 
quantity, fault alert records and so on can be displayed and 
printed for power plant managers. What is more, electronic 
engineers and managers can set configuration data for field 
ends and devices by configuration tools. Also, OPC 
technology is utilized to simplify system structure, 
encapsulate logical function units, provide data access 
interface and so on. 

6) Presentation layer consists of RTIS, MIS and Web service 
systems proposed above. In the layer, clients including 
engineers and managers can access real-time information, 
query for specific data and make decisions by GUI 
(Graphic User Interface). Since power plant information is 
storaged in operation&transmission layer and data access 
interfaces have been provided, different applications such 
as Win32 applications, Web services and C/S databases 
can conveniently be realized, which communicate with the 
operation&transmission layer through LPC (Local Process 
Call), RPC (Remote Process Call) and Socket. Also 
HTML, Script, ActiveX and COM technologies are utilized 
in the layer with the recent development of the 
Internet/Intrant/Infrant. In B/S (Browse/Server) mode, Web 
servers offers the information services to clients with the 
processed data in the form of Web pages by accessing 
databases. And clients can view the information of power 
plants with a Web browser instead of many complicated 
applications. For example, an electric power engineer 
requesting the rotate speeds of some motors opens the 
homepage for the subject by Internet Explorer and inputs 
the requests to send to Web servers. Then Web servers for 
motors can query from real-time databases and offer results 
to the engineer. 

 
 
3. OPC SERVICE GATE   
 
In order to connect different subsystems, OPC service gates are 
employed in the distributed monitoring system. In the section, 
OPC technology is introduced and the implement and the 
application of OPC service gate are researched. 
 
(1) OPC Technology 

OPC is a kind of technology criterion to solve the 
communication problem between field management and 
process control management [7][8]. And it offers a type 
of standardized communication mechanism for process 
control management ends to achieve field data. What is 
more, OPC technology prevents software from depending 
on specific hardware, which simplifies the development 
process of control systems. 
Based on COM/DCOM technology, OPC adopts 
client/server mode for its architecture. And it defines field 
data acquisition ends as OPC servers and regards other 
ends accessing the data as clients. Furthermore, OPC 
encapsulates the communication criterions of specific 
hardware and offers uniform OPC interface for clients. 
Then the kernel of OPC technology is real-time data 
access interface (RDAI) and it distinguishes 
hypersensitive real-time data from common real-time 
data. OPC formulates a series of criterions such as the 
Alarm&Event Interface for hypersensitive real-time data, 
the Historical Data Interface for trend display, history 
analysis and report, OPC Security criterion, OPC batch 
criterion, OPC Data Exchange criterion and so on. And 
Fig 3 shows the architecture of OPC interfaces. 

 
(2) Service Gate 

According to as above, OPC service gates are researched 
and applied in the distributed monitoring system for 
power plants. Hypersensitive data such as fault 
information, transnormal voltage signals and so on is 
distinguished and transmitted to superior layers by OPC 
service gates. For example, an electrical machine with a 
deviant rotate speed will be transpired through field 
sensors and AD by OPC service gates. Then OPC service 
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gates alarm RTIS and storage alarm&event information 
to real-time databases. 

 
 

 
 

For the transparent position and plug and play properties of 
OPC, the number of OPC servers providing information 
for the system is flexible. When a new device enters into 
the system, OPC service gates enroll it into the object table 
and automatically configure the communication parameters 
of the new object. Then the new device can be certificated 
by the system and it can communicate with others through 
OPC service gates. In the system, the structure of OPC 
service gates consists of server object, group object, item 
object, data storage area including Card ID, Equipment ID, 
Value, quality and so on, and communication interface and 
the structure is illustrated in Fig 4. 
 

 
 
 
4.  KEY TECHNOLOGIES 
 
Except for OPC technology, the distributed monitoring system 
for power plants also employs other technologies to solve 
problems including reliability, real-time and so on. 
 
(1) Real-Time   

In power plants, field signals must be transmitted to 
superior layers and processed in limited periods. In 
Ethernet networks, CSMA/CD communication mode is 
adopted for communication mutual exclusion. Based on 
the communication mode, TCP/IP is ever prevented from 
industrial communication for its long delay and 
randomicity. In the system, system model based on OPC 
technology utilizes two methods to solve the problems. 

One method is virtual token technology, and another is 
multi-thread technology. 
 
In OPC service gates, many server objects is registered in 
a server table. In order to limit the response delay in a 
specific period, the number of registered objects must be 
restricted to guarantee the light load of Ethernet networks. 
Furthermore, a virtual token is employed to permit server 
objects to communicate through communication channels. 
In each OPC service gate, a virtual token scheduler is 
located, which is responsible for sending tokens to 
registered objects in limited delay. When an object 
receives a virtual token, it employs exclusive channels to 
communicate with others. Also multi-thread technology 
is employed to ensure system real-time. OPC service 
gates endow each server object with two threads 
including monitoring thread and receive/send thread. 
Monitoring thread is responsible for waiting for 
information requests coming from others. When a request 
is received, the monitoring thread will transmit it to the 
receive/send threads and wait for the next request. Then 
the receive/send threads insert information data received 
into the data buffer  
area. Fig.5 illustrates the real-time communication model 
with the two methods. 
 

 
 
(2) Reliability 

In the system, Socket programming is employed for 
TCP/IP communication. Socket is classified as two kinds 
including SOCK_STREAM and SOCK_DGRAM. And 
the first is link-based with TCP protocol and the second 
is nonlink-based with UDP protocol. TCP protocol 
communication is based on virtual channel and it can 
prevent data transmission from disorder, repetition and 
loss. What is more, TCP protocol asks both 
communication sides to cooperate with each other to 
make a link, which guarantee the link to be reliable. 
Furthermore, TCP protocol utilizes slide window 
mechanism to ensure transmission efficiency and to 
prevent networks from congestion. For these advantages, 
we employ TCP protocol to connect distributed server 
objects in the system. For example, a device such DCS 
data processor unit is registered in an OPC service gate 
with a TCP link. When the device breaks down, the link 
is destroyed and the OPC service gate can detect the fault 
and give an alarm. It is link-based communication with 
TCP that improves the reliability of distributed 
monitoring systems. 
 

(3) Others 
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In distributed systems, all monitoring nodes have been 
endowed with uniform IP addresses. Though many 
devices are nonEthernet-based, net address transform 
(NAT) technology is widely utilized to translate specific 
addresses into IP addresses through address transform 
tables in OPC service gates. Furthermore, long data 
packages are usually divided into short data frames and 
transmitted in communication networks. In order to 
guarantee the correctness of data, cyclic redundancy 
check (CRC) method is employed to check received data  

 
The quality of services (QOS) is realized to ensure 
real-time and reliability of the system. Each message in 
the system is endowed with a priority according to its 
real-time and requirements. OPC service gates classify 
the messages and transmit them referring to their 
priorities, which guarantee that hypersensitive real-time 
data can be transmitted in time. For example, OPC 
service gates receive the configuration information of 
FCS and the alarm&event message of a DPU. Usually, 
alarm&event messages have high priorities. Then OPC 
service gates reprieve the configuration and transmit the 
alarm&event message immediately. 

 
 
5. CONCLUSIONS 
 
Distributed monitoring systems for power plants integrate 
power electronic technology and 3C technology (Computer, 
Communication and Control technology). And they can 
provide real-time, reliable and exact to field engineers and 
managers. The system presented above is realized with many 
advanced technologies such as OPC technology, token 
technology and so on. Furthermore, it has been working well, 
and plays an important role in power plants. 
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ABSTRACT  
 

In many of the application areas for reasoning about 
knowledge, it is important to reason about the possibility of 
certain events as well as the knowledge of agents. This paper 
presents a graded method for reasoning about knowledge 
which allows us to say that, to what extent an agent knows an 
event at a given point ),( sM .And some properties about this 
type of graded methods are discussed. 
 
Keywords: Reasoning About Knowledge, Kripke Structure, 
Graded Reasoning. 
 
 
1. INTRODUCTION 
 
Reasoning about knowledge has become an active topic of 
investigation for researchers in such diverse fields as 
philosophy[1],economics[2] and artificial intelligence[3] in 
finding natural semantics for logics of knowledge and belief. 
Recently the interest of theoretical computer scientists has 
been sparked, since reasoning about knowledge has been 
shown to be an useful tool in analyzing distributed systems 
(see [4-13]for an overview and references).The standard 
approach to modeling knowledge, which goes back to 
Hintikka[1],is in terms of possible worlds. The intuitive idea is 
that besides the true state of affairs, there are a number of 
other possible states of affairs, or possible worlds. Some of 
these possible worlds may be indistinguishable from the true 
worlds to an agent. An agent is then said to know or believe a 
fact ϕ  if ϕ  is true in all the worlds he consider possible. In 
many of the application areas for reasoning about knowledge, 
it is important to reason about the possibility of certain events 
as well as the knowledge of agents. Fagin and Halpern provide 
a model for reasoning about knowledge and probability 
together[14],the language of the model is powerful enough to 
allow reasoning about high-order probability. Moreover 
Halpern studies the probabilistic algorithmic knowledge which 
characterizes the information provided by a randomized 
knowledge algorithm when its answers have some probability 
of being incorrect[15].  
 
Recently, different methods for graded reasoning in 
propositional logics have been proposed and studied 
(see[16-21] and their references), in this paper, we are going 
to merge some ideas provided in ref.[17] by Wang into 
reasoning about knowledge so as to obtain a graded 
mechanism for reasoning about knowledge. 
 
The rest of this paper is organized as follows. In section 2, we 
review Kripke structure and the axiom system S5n.In section 3, 
we give a graded method for reasoning about knowledge and 
some of its properties are discussed. We conclude in section 4. 

                                                        
 * Supported by the National Natural Science Foundation of China 

under Grant No.10331010 and the Outstanding Youth Foundation 
of Lanzhou University of Technology.  

2. THE STANDARD KRIPKE MODEL FOR 
KNOWLEDGE 

 
In this section we briefly review the standard S5n 
possible-worlds semantics for knowledge. The reader is 
referred to Halpern and Moses[1992] for more details. 
 
In order to reason formally about knowledge, we need a 
language. Suppose we consider a system consisting of n 
agents, creatively named n,,2,1 .For simplicity, we assume 
these agents wish to reason about a world that can be 
described in terms of a nonempty set Φ  of primitive 
propositions, typically labeled ,, 21 pp .These primitive 
propositions stand for basic facts about the world.(For 
distributed systems application, these will typically represent 
statements, such as “The value of x is 0”;in natural language 
situations, they might represent statements of the form “It is 
raining in London.”) We construct more complicated formulas 
by closing off Φ  under the Boolean connectives ¬  , ∧ , 
and the modal operators iK , for ni ,,2,1= (where ϕiK  

is read “agent i  knows ϕ ”). Let )(ΦnL  be the set of 
formulas that can be built up starting from the primitive 
propositions in Φ , using conjunction, negation, and the 
modal operators. For convenience, we define true to be an 
abbreviation for the formula pp ¬∨ , where p  is a fixed 
primitive proposition. We abbreviate ¬true by false. 
 
We give semantics to these formulas by means of Kripke 
structures[Kripke,1963],which formalize the intuition behind 
possible worlds.  
 
Definition 2.1[5] A Kripke structure M  for knowledge(for 
n agents) is a tuple  ),,,,( 1 nS ℜℜπ ,where S  is a set of 

states, )(sπ  is a truth assignment to the primitive 
propositions of Φ  for each state Ss ∈ (i.e., 

∈))(( psπ {true, false} for each primitive proposition Φ∈p  
and state Ss ∈ ),and iℜ  is an binary relation on S ,for 

ni ,,2,1= .The iℜ  relation is intended to capture the 

possibility relation according to i : ∈),( ts iℜ  if in world 
s  agent i  considers world t  possible.  
 
We now define what it means for a formula to be true at a 
given state in a structure. We define the notion ),( sM ╞

ϕ ,which can be read “ϕ  is true at ),( sM ” or “ϕ  holds at 
),( sM ”. The ╞ relation can be defined by induction on the 

structure of ϕ  as follows: 
(i)   ),( sM ╞ p iff ))(( psπ = true.( Φ∈p ). 
(ii) ),( sM ╞ ϕ¬ iff ),( sM |≠ ϕ .             
(iii) ),( sM ╞ ψϕ ∧  iff ),( sM ╞ϕ  and ),( sM ╞ψ . 
(iv)  ),( sM ╞ ϕiK  iff ),( tM ╞ ϕ  for each t  such that 

∈),( ts iℜ . 
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The last clause in the above definition captures the 
intuition that agent i  knows ϕ  in world ),( sM  exactly if 
ϕ  is true in all states that agent i  considers possible. Let 

)(ΦΜ rst
n ( rst

nΜ  for short) be the class of all Kripke structures 
for n agents over Φ  where the possibility relations are all the 
equivalent relations. 
 
Definition 2.2[5] Given a structure 

M = ),,,,( 1 nS ℜℜπ , 
we say that a formula ϕ  is valid in M ,and write M ╞ϕ ,if 

),( sM ╞ ϕ  for every state s  in S ,and say that ϕ  is 
satisfiable in M if ),( sM ╞ϕ  for some s  in S .We say 
that a formula ϕ  is valid ,and write ╞ϕ , if it is valid in all 
structures, and it is satisfiable if it is satisfiable in some 
structure.  
 
We are often interested in characterizing by an axiom system 
the set of formulas that are valid. An axiom system AX is said 
to be sound for a language L with respect to a class  of 
structures if every formula in L provable in AX is valid with 
respect to every structure in . The system AX is complete for 
L with respect to  if every formula in L that is valid with 
respect to every structure in  is provable in AX. We think of 
AX as characterizing the class  if it provides a sound and 
complete axiomatization of that class.It is well known that the 
axiom system S5n consists of the following set of axioms and 
inference rules:  

K1. All instances of propositional tautologies 
K2. ψψϕϕ iii KKK ⇒⇒∧ ))(( . 
K3. ϕϕ ⇒iK .   
K4. ϕϕ iii KKK ⇒ . 
K5. ϕϕ iii KKK ¬⇒¬ . 
R1. From ϕ  and ψϕ ⇒  infer ψ . 

R2. From ϕ  infer ϕiK . 

Where ni ,,1= . 
 
Theorem 2.3[5]  S5n is a sound and complete axiomatization 
with respect to rst

nΜ . 
 
We remark that this axiom system for the case of one agent 
has traditionally been called S5, which has been proved 
particularly useful in distributed systems application. 
 
 
3. METHOD OF THE GRADED REASONING  

ABOUT KNOWLEDGE 
 

In this section, we will introduce the idea of grading 
knowledge and executing approximate reasoning by using the 
graded knowledge.We will capture the graded knowledge by 
introducing the definition of the extent that agent i  knows 
ϕ  at ),( sM . According to the definition of the semantic of 

ϕiK  in section 2, we have that 
),( sM ╞ ϕiK  iff ),( tM ╞ϕ                  (3.1)   

for each t  such that ∈),( ts iℜ .                         

 
That is to say, agent i  knows ϕ  at ),( sM  if ϕ  is true at 
all the worlds that agent i  considers possible in world s .In 

another word, ϕ  is a knowledge of agent i  at the state s  
in the structure M  if ϕ  is true at all the worlds that agent 
i  considers possible in world s . We will introduce the 
notion of “the extent that agent i  knows ϕ ” to capture to 
what extent agent i  knows ϕ .Define 

}),(|{)( ii tsts ℜ∈=ℜ (3.2)             

),(|)({)( tMstT i
s

i ℜ∈=ϕ ╞ϕ }             (3.3)             

 
Remark 3.1 Because in most practical application areas, there 
are only finite many states that agent i  considers possible at 
any given state Ss ∈ ,hence, we only consider, in the 
following, the case that )(siℜ  is a nonempty and finite set 

for every Ss ∈ ,i.e. 
<0

 
| )(siℜ | +∞<                          (3.4)              

Where | )(siℜ | is the cardinality of )(siℜ . 

 
Definition 3.2 Suppose that )(Φ∈ nLϕ , Let 

=)(, ϕω si  | )(ϕs
iT | | )(siℜ |              (3.5)              

)(, ϕω si  is called the belief degree of agent i  w.r.t. ϕ  at 
state s . 
 
Proposition 3.3 Suppose that )(Φ∈ nLϕ then 

(i) 1)(, =ϕω si  if and only if ),( sM ╞ ϕiK , 

(ii) 0)(, =ϕω si  if and only if ),( sM ╞ ϕ¬iK . 

Proof. (i) Assume that ),( sM ╞ ϕiK , i.e. ),( tM ╞ϕ  holds 

for each t  such that ∈),( ts iℜ ,thus )()( sT i
s

i ℜ=ϕ ,it 

follows from (3.5) that 1)(, =ϕω si .Conversely, assume that 

1)(, =ϕω si , by (3.5) we have that | )(ϕs
iT |=| )(siℜ |,therefore 

)()( sT i
s

i ℜ=ϕ ,hence it follows from (3.2),(3.3) and (3.1) that 

),( sM ╞ ϕiK . 
(ii)  ),( sM ╞ ϕ¬iK  iff ),( tM ╞ ϕ¬  holds for each 

t  such that ∈),( ts iℜ  iff ),( tM |≠ϕ  for each t  such 

that ∈),( ts iℜ  iff )(ϕs
iT = { }φ iff | )(ϕs

iT | 0=  iff 

0)(, =ϕω si . 
 
Proposition 3.4 Suppose that )(Φ∈ nLϕ , then 

−=¬ 1)(, ϕω si )(, ϕω si . 

Proof.  Since ),( sM ╞ ϕ¬   iff ),( sM |≠ϕ , so it is easy 
to verify that  

∪)(ϕs
iT )( ϕ¬s

iT = )(siℜ  

 
and 

 ∩)(ϕs
iT )( ϕ¬s

iT = φ .
 

Hence we have that  
| )(siℜ |=| ∪)(ϕs

iT )( ϕ¬s
iT |  

=| )(ϕs
iT | +  | )( ϕ¬s

iT |             (3.6)            

 
It follows from (3.5) and (3.6) that 

−=¬ 1)(, ϕω si )(, ϕω si . 
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Proposition 3.5 Suppose that )(, Φ∈ nLψϕ , then 
)()()( ,,, ϕωψϕωψϕω sisisi =¬∧+∧ . 

Proof. Firstly, it is no hard to prove the following facts by 
using (＊)(iii) and (＊)(ii) respectively: 

)()()( ψϕψϕ ¬∩=¬∧ s
i

s
i

s
i TTT  

and 

)()()( ψϕψϕ s
i

s
i

s
i TTT ∩=∧ ,   

 
∪)(ψs

iT )( ψ¬s
iT = )(siℜ  and ∩)(ψs

iT )( ψ¬s
iT = φ .  

                           
 

Hence we have that 
  )()( ψϕψϕ ∧∪¬∧ s

i
s

i TT  
∪¬∩= ))()(( ψϕ s

i
s

i TT ))()(( ψϕ s
i

s
i TT ∩  

∪¬∩= )(()( ψϕ s
i

s
i TT ))(ψs

iT ∩= )(ϕs
iT )(siℜ  

)(ϕs
iT= ,

                               (3.7) 

   )()( ψϕψϕ ∧∩¬∧ s
i

s
i TT  

∩¬∩= ))()(( ψϕ s
i

s
i TT ))()(( ψϕ s

i
s

i TT ∩  
∩¬∩= )(()( ψϕ s

i
s

i TT ))(ψs
iT  

= φ .
               

                   (3.8) 
 

As can be seen from (3.7) and (3.8) that 
| )( ψϕ ¬∧s

iT |+ | )( ψϕ ∧s
iT |  

=| )()( ψϕψϕ ∧∪¬∧ s
i

s
i TT |- 

| )()( ψϕψϕ ∧∩¬∧ s
i

s
i TT |=| )(ϕs

iT |     (3.9) 

Hence it follows from (3.9) and definition 3.2 that 
)()()( ,,, ϕωψϕωψϕω sisisi =¬∧+∧ . 

 
Proposition 3.6 Suppose that )(, Φ∈ nLψϕ , then 

).()()()( ,,,, ψωϕωψϕωψϕω sisisisi +=∨+∧  
Proof. Since      

),( tM ╞ ψϕ ∧  iff ),( tM ╞ϕ  and ),( tM ╞ψ , 
),( tM ╞ ψϕ ∨  iff ),( sM ╞ϕ  or ),( tM ╞ψ ,  

hence it is easy to see that 
)()()( ψϕψϕ s

i
s

i
s

i TTT ∩=∧   
and  

)()()( ψϕψϕ s
i

s
i

s
i TTT ∪=∨ ,

 
and therefore 

| )( ψϕ ∨s
iT |=| )()( ψϕ s

i
s

i TT ∪ | 

=| )(ϕs
iT |+ | )(ψs

iT |-| )()( ψϕ s
i

s
i TT ∩ |  

=| )(ϕs
iT |+ | )(ψs

iT |-| )( ψϕ ∧s
iT |          (3.10)                                                  

It follows from (3.10) and definition 3.2 that   
).()()()( ,,,, ψωϕωψϕωψϕω sisisisi +=∨+∧  

 
Proposition 3.7 Suppose that )(, Φ∈ nLψϕ , if 

αϕω ≥)(,si , βψϕω ≥→ )(,si ,then 

             1)(, −+≥ βαψω si . 

Proof. Assume that αϕω ≥)(,si , βψϕω ≥→ )(,si ,then it 
follows that 

| )(ϕs
iT | α≥ | )(siℜ |，| )( ψϕ →s

iT | β≥ | )(siℜ |. 

Let =G )(ϕs
iT ∩ )( ψϕ →s

iT , then ⊆G )(ψs
iT .In fact, if 

Gt ∈ ,then both ),( tM ╞ ϕ  and ),( tM ╞ ψϕ →  hold, 
hence ),( tM ╞ψ  holds and therefore ∈t )(ψs

iT .Since 

| )(siℜ | ≥ | )(ϕs
iT ∪ )( ψϕ →s

iT | 

= | )(ϕs
iT | + | )( ψϕ →s

iT |-| G | ,       

hence we have that  
| )(ψs

iT | ≥ | G | 

≥ | )(ϕs
iT | + | )( ψϕ →s

iT |-| )(siℜ |.        (3.11) 

It follows from (3.11) and Definition 3.2 that 
1)(, −+≥ βαψω si . 

 
Corollary 3.8 Suppose that )(, Φ∈ nLψϕ , if 

1)(, =ϕω si , 1)(, =→ψϕω si ,then .1)(, =ψω si  
 
Definition 3.9 Let ϕ  be a formula in )(ΦnL , t  be a state 
in S . We call ϕ  a knowledge-generalized formula with 
respect to t  for agent i  if ),( tM ╞ ϕiK  holds whenever 

),( tM ╞ϕ  holds. 
 
Definition 3.10 Let ϕ  be a formula in )(ΦnL , s  be a 
given state in S , s  is said to be a knowledge-generalized state 
with respect to ϕ  for agent i  if ϕ  is a 
knowledge-generalized formula with respect to each state t  
in )(siℜ  for agent i . 

 
Proposition 3.11 Suppose that )(Φ∈ nLϕ , then 

)(, ϕω isi K )(, ϕω si≤ . 

Proof. It only needs to prove that ⊆)( ϕi
s

i KT )(ϕs
iT .In fact, 

if ∈t )( ϕi
s

i KT , i.e. ∈t )(siℜ  
and ),( tM ╞ ϕiK ,since 

iℜ is an equivalent relation and hence iℜ is reflexive ,so 

∈),( tt iℜ ,then it follows that ),( tM ╞ϕ ,i.e. ∈t )(ϕs
iT ,as 

desired. 
 
Proposition 3.12 Suppose that )(Φ∈ nLϕ , if the state s  is a 

knowledge-generalized state with respect to ϕ  for agent i , 
then  

)(, ϕω isi K )(, ϕω si= . 
Proof. By proposition 3.11, we only need to prove 
that ≤)(, ϕω si )(, ϕω isi K , and it suffices to prove 

that )(ϕs
iT )( ϕi

s
i KT⊆ . If ∈t )(ϕs

iT , then ∈t )(siℜ  
and 

),( tM ╞ϕ .Since s  is a knowledge-generalized state with 
respect to ϕ  for agent i ,hence it follows from Definition 
3.10 and definition 3.9 that ),( tM ╞ ϕiK  holds for each 

∈t )(siℜ ,thus ∈t ),( ϕi
s

i KT as desired.
 

Suppose that Γ ⊆ )(ΦnL , we denote by )(ΓD  the set 
of all −Γ conclusions in the following.

  
Proposition 3.13 Suppose that Γ ⊆ )(ΦnL ,and 

)(, ϕω si α≥  holds for every ϕ ∈ Γ and ψ is a 
−Γ conclusion of length n ,if the state s  is a 

knowledge-generalized state with respect to each ϕ ∈ )(ΓD  
for agent i , then 

        )(, ψω si 1)1( +−≥ αnu ,            (3.12)                
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where nμ  is the n-th term of the Fibonacci sequence, i.e. 

 
nn

nu
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ −
−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ +
=

2
51

5
1

2
51

5
1   ,2,1=n . 

Proof.  A Fibonacci sequence is a sequence 1u , ,2u with 

121 ==uu and satisfying nu + 1+nu = 2+nu ),2,1( =n .In 

case 1=n ,it follows from the fact that either Γ∈ψ  or 
ψ  is an axiom that )(, ψω si α≥ 1)1(1 +−= αu  holds, i.e. 

(3.12) holds for 1=n . Assume that (3.12) holds for 
every kn ≤ ,ψ  is a −Γ conclusion of length 1+n and the 
deduction sequence is .,,...,, 21 ψϕϕϕ k  

It only needs to 
consider the case that Γ∉ψ  and ψ  is not an axiom and 
then we need only to consider the following two cases: 

(i) There exist jϕ  and lϕ  ),( klj ≤ such that ψ  is 

deducted from jϕ  and lϕ  by using rule of Modus Ponens. 

Say  jl <  and ψϕϕ →= lj .It follows from the induction 
hypothesis that 

          
.1)1(1)1()(
,1)1(1)1()(

,

1,

+−≥+−≥

+−≥+−≥ −

ααϕω

ααϕω

kjjsi

kllsi

uu

uu
   

Hence we get from Proposition 3.7 that 

1)1(
1)1()1(

1)()()(

1

1

,,,

+−=
+−+−≥

−+≥

+

−

α
αα

ϕωϕωψω

k

kk

jsilsisi

u
uu  

i.e. (3.12) holds for 1+= kn . 
(ii) There exist jϕ )( kj ≤  such that ψ  is obtained 

from jϕ by using the rule of Knowledge Generalization, i.e. 

jiK ϕψ = . Since the state s  is a knowledge-generalized 

state with respect to each jϕ ∈ )(ΓD  for agent i , it 
follows from Proposition 3.12 and the induction hypothesis 
that  

1)1(1)1(

)()()(

1

,,,

+−≥+−≥

==

+ αα

ϕωϕωψω

kk

jsijisisi

uu

K
 

i.e. (3.12) holds for 1+= kn .This completes the proof of 
Proposition 3.13. 
 
 
4. CONCLUSIONS 
 
The goal of this paper is to provide a graded method for 
reasoning about knowledge which allows us to say: to what 
extent an agent knows an event at a given state s , under a 
given Kripke structure M .we consider the graded reasoning, 
in this paper, only at a given state under a given structure. In 
many practical applications, we need to define the extent that 
an agent i knows an event ϕ  at a given structure M , or 
the extent that an agent i knows an event ϕ ,all these above 
issues we will discuss in the next paper.  
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ABSTRACT 
 

In the identification of the nonlinear subsystem of 
Hammerstein systems, the estimates obtained from the 
conventional polynomial least-squares method cannot have a 
satisfactory result for a small number of data. Especially, the 
results can be very bad at the boundary of the observation 
range. In this paper, we use the spline functions modeling the 
nonlinear subsystem in the Hammerstein system. To identify 
the spline functions, a constrained least-squares algorithm is 
proposed. Finally, to demonstrate the effectiveness of the 
proposed method, simulation results are illustrated. 
 
Keywords: Nonlinear Subsystem, Hammerstein Systems, 
Identification, Spline Function, Subsystem 
 
 
1. INTRODUCTION 
 
The key problem in system identification is to find a suitable 
model structure, within which a good model is to be found. 
Linear system theory is very well developed and there exist 
many results that can be applied to the obtained linear model. 
However, there are no universal models and identification 
methods for general nonlinear systems. In this paper, we 
consider the identification problem of nonlinear Hammerstein 
system. A Hammerstein system is consisted of two subsystems 
connected in cascade: a nonlinear memoryless subsystem 
followed by a linear memory subsystem. 
 
As we known, Conventional identification methods for the 
nonlinear subsystem have many shortcomings [1-3]. To 
overcome those problems, we propose to model the nonlinear 
subsystem using spline functions. For simplicity, we only 
consider the linear and quadratic spline functions. In curve 
fitting, the spline functions are known to be better than the 
polynomials. Thus, we expect that they can also well model 
the nonlinear subsystem in the Hammerstein. A constrained 
least-squares (CLS) identification algorithm is considered, and 
Constrains are imposed to ensure the continuity and 
smoothness of the nonlinear function. Simulations show that 
the proposed method outperforms the existing algorithms 
including parametric or nonparametric one. 
 
First, the proposed methods are presented in Section 2. 
Simulations comparisons for conventional methods are made 
in Section 3. Finally, the conclusions are drawn in Section 4. 
 
 
2. THE PROPOSED ALGORITHM 
 
The estimates obtained from the polynomial LS 
(Least-Squares) method cannot have a satisfactory result for a 
small number of data [2-6]. Especially, the results can be very 

                                                        
* This paper is supported by the Youth Foundation of Logistical 
Engineering University and the Project of the Chongqing Municipal 
Education Commission (No. KJ070409) 

bad at the boundary of the observation range. We propose to 
use the linear and quadratic spline functions modeling the 
nonlinear subsystem in the Hammerstein system. The 
nonlinear function is first divided into several sections. The 
function in each section is modeled by a first or second order 
polynomial. 
 
The nonlinear function is first divided into K sections and the 
function in each section is modeled by a first or second order 
polynomial. Thus, the LS method can be applied to each 
section. To do that, inputs and outputs are classified into the K 
sections. Let the input vector in the ith group be denoted as Xi 
and the corresponding output vector as 

îY . Let 

i iX T X=                      (1) 
Where X is the total input vector and Ti is a grouping matrix 
having the form 

0 1 0 0 0
0 0 1 0 0

i

i

N N

T

×

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

       (2) 

Where N is the order of X and Ni is the number of 
observations in the ith section. Then the output vector of the 
ith section can be represented as [6, 7, 8, 9, 10] 

ˆˆ ( )i i i s i iY T G a X b X c U= + +           (3) 
Thus, the normal equation in for the ith section can be 
presented with ˆ

si iX T G= , ˆ
i iX TGX= , ˆ

i iU TGU= , 

i iY TGY= . 
T T T T

i i si i i i i i i
T T T T

i i si i i i i i i i
T T T T

i si si si i si i si i

Y U X U X U U U a
Y X X X X X U X b E
Y X X X X X U X c

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦   (4) 

Where ai; bi; ci are the coefficients of the ith section. Let Zi 
represent the vector in the left-hand side in Eq. (4), Hi 
represent the matrix in the right-hand side in Eq. (4), Pi 
represent the vector in the right-hand side in Eq. (4). We then 
have 

   i i i iZ H P E= +                 (5) 
The K normal equations like Eq. (4) can be combined to form 
the normal equation of the whole system. 

 
1 1 1

2 2 2

0 0
0

0
0 0K K K

Z H P
Z H P

E

Z H P

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= +
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

   (6) 

Where [ ]1 2
T

KE E E E= . Let Z represent the vector 

in the left-hand side of Eq. (6), H represent the matrix in the 
right-hand side in Eq. (6), P represent the vector in the 
right-hand side of Eq. (6). Then, we have 

Z H P E= +                   (7) 
If the LS for each section is carried out individually, they may 
not be continuous and smooth at the connections. Thus, 
some constraints must be added. We now show an 
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example where K = 4. Let x0; x1; x2; x3; x4 are points 
sectioning the nonlinear function. To make the curve 
continuous, we have to satisfy the following constraints. 

2
1 2 1 2 1 1 2 1

2
2 3 2 3 2 2 3 2

2
3 4 3 4 3 3 4 3

( ) ( )
( ) ( )
( ) ( )

c c x a a x b b
c c x a a x b b
c c x a a x b b

⎧ − = − + −
⎪ − = − + −⎨
⎪ − = − + −⎩        (8) 

To make the curve be smooth, we have satisfied the following 
constraints. 

1 2 1 1 2

2 3 2 2 3

3 4 3 3 4

2 ( )
2 ( )
2 ( )

b b x a a
b b x a a
b b x a a

− = − −⎧
⎪ − = − −⎨
⎪ − = − −⎩             (9) 

Substituting Eq. (8) by Eq. (9), we obtain 
2

1 2 1 1 2
2

2 3 2 2 3
2

3 4 3 3 4

( )
( )
( )

c c x a a
c c x a a
c c x a a

⎧ − = −
⎪ − = −⎨
⎪ − = −⎩              (10) 

From Eq. (9) and Eq. (10), P can be represented as 
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Let D represent the vector in the left-hand side of Eq. (11), F 
represent the matrix in the right-hand side in Eq. (11), P 
represent the vector in the right-hand side in Eq. (11). Then, D 
= FP, and 
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Let M represent the matrix in the right-hand side of Eq. (12), 
C represent the vector in the right-hand side of Eq. (12). Then, 
D = MC. Eq (6) can be rewritten as 

1Z HP E HF MC E QC E−= + = + = +     (13) 
Where 1Q HF M−= . We then obtain a set of linear equations 
and we can estimate C using the standard LS method. 

1ˆ T TC Q Q Q Z
−

⎡ ⎤= ⎣ ⎦              (14) 
The CLS derivation for the linear spline function is similar to 
that for quadratic one. Here, we only are give the results. 
Let ˆ

i iX T GX= , ˆ
i iU T GU= , i iY T GY= . Then the normal 

equation for the ith section can be represented as follows. 

T T T
ii i i i i i

iT T T
ii i i i i i

aY U X U U U
E

bY X X X U X
⎡ ⎤ ⎡ ⎤ ⎡ ⎤

′= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦⎣ ⎦ ⎣ ⎦    (15) 

Where ai; bi are the coefficients of the function in the ith 
section. Let iZ ′  represent the vector in the left-hand side of 
Eq. (15), 

iH ′ represent the matrix in the right-hand side of            

Eq. (15), 
iP ′ represent the vector in the right-hand side of  

Eq. (15), i.e. i i i iZ H P E′ ′′ ′= + . The K normal equations like 
Eq. (15) can be combined to form the normal equation of the 
whole system. 

1 1 1

2 2 2

0 0
0

0
0 0K K K

Z H P
Z H P

E

Z H P

′ ′ ′⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥′ ′ ′⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ′= +
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥′ ′ ′⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

  (16) 

Where [ ]1 2
T

KE E E E′ ′ ′ ′= . Let Z ′  represent the 

vector in the left-hand side of Eq. (16), H ′ represent the 
matrix in the right-hand side in Eq. (16), P ′ represent the 
vector in the right-hand side of Eq. (16). Then 

Z H P E′ ′′ ′= +                (17) 
Adding constraints to ensure the continuity of the estimated 
nonlinear function, we have D ′ ; F ′  [similar to D; F in 
 Eq. (11)] and M ′ ; C ′  [similar to M, C in Eq. (12)]. 
Then 

1( )Z H P E H F M C E Q C E−′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′= + = + = +  
(18) 

Where 1( )Q H F M−′ ′ ′ ′= . Then LS solution for C′  is 

( ) ( )
1ˆ T TC Q Q Q Z

−
⎡ ⎤′ ′ ′ ′ ′= ⎣ ⎦          (19) 

 
 
3. SIMULATION RESULTS 
 
In this section, we carry out simulations to evaluate the 
performance of the proposed method. The polynomial LS 
method, the Legendre orthogonal expansion method, and the 
kernel regression estimate are all compared.  
After the parameters of the Hammerstein are all identified, we 
estimate the system output using the identified parameters for 
100 samples. The output signal to noise ration (SNR) is used 
as the performance measure. The output SNR is defined as 

{ }
{ }

2

2

( )

ˆ[ ( ) ( ) ]

E y n
S N R

E y n y n
=

−             (20) 
The expectation is approximated using averaging. In our 
simulations, the results for 50 runs are averaged. The output 
SNR for different methods versus input observation length is 
shown in Fig.1. This figure shows that the proposed CLS 
algorithm is superior to others. Though the kernel regression 
 
estimate and the CLS perform similar when the number of 
input observation is large, the CLS algorithm performs better 
when the number of input observation is small. The 
performance of Legendre polynomial expansion is poor.  
 
Since kernel regression and the CLS seemed have the most 
similar performance, the comparison of output SNR of kernel 
regression and constrained least square (CLS) versus different 
input SNR in Fig.2 was made. The input SNR is defined as the 
ratio of the input x and the noise z in the Hammerstein system. 
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Fig. 1. Comparison of output SNR of different methods versus 
N=100, 200, 400, 800. 

 

 
Fig. 2. Comparison of output SNR of kernel regression and  

LS methods versus input SNR, N=200 
 
 
4. CONCLUSIONS 
 
In this paper, we consider the identification of Hammestein 
nonlinear systems. A Hammerstein system is a cascade of a 
nonlinear memoryless subsystem and a linear subsystem. 
Conventional parametric identification methods model the 
nonlinear subsystem using high-order polynomials, which 
performs poorly for a short training sequence. We used spline 
functions to solve the problem. To identify the spline 
functions, we proposed the CLS (Constrained Least-Squares) 
algorithm. Simulations have demonstrated the effectiveness of 
our algorithm. 
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ABSTRACT 
 

With the explosive development of the Internet, it provides a 
platform for the realization of remote real-time monitoring of 
large city fires at a low cost. In this article, first the application 
background of the Internet-based fire remote monitoring 
system is introduced. Then the characteristics and the QoS 
requirements (i.e. real time, reliability and security) for the 
system are analyzed. Finally solutions for each QoS 
requirement are proposed and discussed.  
 
Keywords: Internet, Real-time System, QoS (Quality of  
Service),Fire Remote Monitoring System 
 
 
1. INTRODUCATION 
 
With the popularization and development of the Internet, it 
almost extends everywhere over the world, and gradually turns 
into the versatile platform for various interesting and useful 
applications. At the same time, the Internet offers a good 
opportunity for the realization of remote monitoring of large 
city fires at a low cost. However, with the portfolio transmitted 
through Internet becoming larger and larger, the QoS (Quality 
of Service) becomes the key problem which decides whether 
every operation can be transmitted smoothly. The 
Internet-based fire remote monitoring system is also confronted 
with the same problem[1]. 

The basic QoS requirement for the Internet-based fire remote 
monitoring system is real-time, reliability and security. Aside 
from this, according to the characteristics of remote monitoring 
of fires, special QoS requirement might be needed for practical 
applications, which forms the multidimensional QoS. Solutions 
for multidimensional QoS parameters are also to be found out. 
This paper has presented an analysis of the QoS requirements 
for the Internet-based fire remote monitoring system, and 
proposed the correspondent solutions, which would be helpful 
for the design and development of fire remote monitoring 
system based on Internet. 
 
 
2. THE APPLICATION BACKGROUND 
 
Currently fire monitoring systems have been fixed in most new 
buildings throughout China, but most of the monitoring 
systems is based on LAN, and could only be realized in single 
buildings. Some fire monitoring systems get in touch with the 
fire department through special channels. Special channel is 
very expensive, which causes resource waste. 

With the development of Internet and broad band technology, 
it provides a sound communication channel for the fire remote 
monitoring system. In other words, the information of the fire 
remote monitoring system can be transmitted via Internet. The 
system works in such a manner: establish different types of 
communication protocols in the network modules (which are 
embedded in the fire alarm controllers), so that the alarm 
information can be transferred to the Internet in the TCP/IP 

format, and thus real-time monitoring of fire alarm controllers 
through the Internet can be realized. This mode has resolved 
the mismatch problem of equipment protocols from different 
manufacturers, and it also has the advantages of low cost, 
networking convenience, good expandability etc.[2]. 
 
 
3. ANALYZING THE QOS REQUIREMENT 
 
3.1 The Real-time Requirement 
The fire remote monitoring system is an automated installation 
which is mounted in buildings to discover and report a fire in 
an early stage. It is an indispensable component in modern fire 
safety engineering. Incipient alarm of fires is the most effective 
measure to extinguish fires and protect property from damage. 
The earlier the fire is discovered, the more timely the fire is 
suppressed. Otherwise a small fire may spawn a dramatic 
calamity, which is likely to bring about large casualties and 
damages. The mission of the fire remote monitoring system is 
to discover the fire in time, so the real-time requirement is of 
significant importance to the system. 

However, data on Internet is stored and transmitted as data 
packet via virtual connections, which would result in time 
delay. Router is the core of Internet net structure. It transmits IP 
packets according to the principle of first come, first served. 
The reason which causes the delay of IP packets can be 
concluded as two aspects. One is the searching time of the 
router; the other is the queue time of IP packets. Especially 
severe delay will occur when the network is jammed up. 
What’s more, when the queue is full some IP packets would be 
discarded, which would cause the lost of data during network 
transmitting. Therefore, the delay of data transmission on 
Internet must be resolved for the Internet-based fire remote 
monitoring technology. 

Generally speaking, we can define the delay time in the data 
transmitting process as the QoS index. The fire remote 
monitoring system requires that the delay time should not 
exceed a certain upper limit. 
 
3.2 The Reliability Requirement  
In the development of Internet, the reliability of service is 
becoming an increasingly important problem. Owing to the 
great importance of the fire remote monitoring system, the lost 
of fire monitoring information can bring about tremendous loss. 
A general system often requires rather high fault-tolerance. 
Conventional reliability indexes are defined in terms of 
statistical indexes such as the lapse rate, the average lapse time, 
the lapse interval time, the mean time to repair, and the 
malfunction coverage rate, etc. As for the fire remote 
monitoring system, generally the reliability measures such as 
backup numbers, active/passive copy etc, can be used as the 
QoS indexes. 
 
3.3 The Security Requirement 
As the network grows with an explosive speed, the network 
security has been considered of vital importance by network 
administrators and users. In fact, many individual networks 
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have already been forced to retreat from the Internet because 
their security was menaced. In the same way, whether the fire 
remote monitoring system can work normally on the Internet 
isstrongly dependent on the security of the system. 

The securities of network application service have several 
sides. The securities of the Internet-based fire remote 
monitoring system in terms of the QoS index should include 
three aspects as following: 
(1) Security of the network and the application platform. It 

mainly includes the reliability and viability of the network, 
and the reliability and usability of the information system. 
The reliability and viability of the network is guaranteed 
by the environment security, physical security, node 
security, link security, topology security, structure security 
etc. The reliability and usability of the information system 
can refer to that of the computer system. 

(2) Security of the Application Service. It involves the 
usability and controllability of the application service. The 
former is guaranteed by service connection security, 
service anti-attack ability, surveillance of the application 
service by the state etc. The latter is correlated with the 
reliability and the maintenance ability of the network. 

(3) Security of information processing and transmission. It 
consists of the integrality, confidentiality and 
incontestability of information during transmission and 
storage. The integrality of information can be ensured by 
message discrimination mechanism such as Ha-xi 
algorithm. The confidentiality of information can be 
guaranteed by encryption mechanism and cryptographic 
key distribution. The incontestability of information can 
be safeguarded by the digital signature technique. 

 
 
4. QOS SOLUTIONS 
 
4.1 Solutions for Real-time Requirement  
To settle the real-time problem of the fire remote monitoring 
system, the emphasis should be laid on the settlement of the 
time delay problem as the fire information is being transmitted 
on the Internet. The time delay consists of several parts, i.e. 
table-checking delay (by routers), packing delay, transmission 
delay, propagation delay, queuing delay and processing delay. 
Among them table-checking delay, packing delay and queuing 
delay are main factors which cause the time delay on networks.  
 
4.1.1 Reduce The Delay Time of Routers 
The key problem for the system lies in how to reduce the delay 
time of routers. Is it possible to endow the routers with artificial 
intelligence so that the routers could distinguish the type of 
information and allow the urgent information pass through the 
router earlier by jumping the queue?  To realize the 
queue-jump transmission of emergency information without 
affecting the justice of data transmitting, two requirements need 
to be fitted. First the information is small; second the 
transmission frequency is low.  Two methods can be used to 
shorten the time delay of routers. 
A) Method of identification of the IP packet for emergency 

information  
 

IPv4 (Internet Protocol version 4) is the 4th version of the 
Internet Protocol (IP). It is widely applied and running on 
hundreds of millions of computers currently. The field of 
service type in IPv4 header has some parameters which 
are used in certain networks to indicate the required 
services. Some networks will provide services with 
different priority levels. The meaning of each bit in the 
IPv4 header can refers to Table 1. Below the IPv4 protocol 

is used to implement the identification of the IP packet for 
emergency information. As the 7th bit in the service-type 
field of the IPv4 header is left unused, we can use it to 
represent the emergency state of the information. If the 7th 
bit equals 1, the IP packet is emergency information; if the 
7th bit equals 0, then the IP packet is common 
information.  

 
1-2 3 4 5 6 7 

Priority delay throughput reliability reservation reservation

Table 1. The service-type field of the IPv4 header[3] 

 
B) Method of reducing the time delay in routers for the 

transmission of emergency information  
 

Following, we will take the parallel-processing 
exchange-type router as an example, to elaborate on how 
to reduce the time delay in routers for the transmitting of 
emergency information. Two approaches can be used to 
achieve this goal. One approach is to accelerate the search 
speed of routers; the other is to reduce the time delay on 
queuing for the emergency information during rush hours. 
 
With the development of the Internet, the network 
addresses grow more and more, the size of the router table 
becomes larger and larger, and the time expended on 
router search in the whole router table becomes longer and 
longer. As the number of destination addresses for 
emergency information is quite small, a special local 
router table can be established to search for the destination 
addresses of emergency information. In this way the time 
delay would be reduced markedly.  

 
4.1.2 Shorten The TIme Delay of Propagation in Network 

Medium 
As the router could transmit the IP packet of emergency 
information immediately and the possibility of data missing is 
decreased, the last factor influencing the time delay is 
propagation delay. The router table for emergency information 
can be generated off line based on the shortest routing selection 
principle. The shortest routing could be found between any two 
nodes by Floyd algorithm[4], that is, begin from the original 
distance matrix, then consider in turns every node in the 
network as middle node, and update the value of distance 
matrix constantly until convergence. Suppose that there are N  
nodes in the network, U is the distance matrix, jkU  the 
element of distance matrix (denoting the distance between 
node j  and node k ), R  the continuous distance matrix, and 

jkR  the element of R distance matrix, then the Floyd 
algorithm can be implemented in following steps: 

 
Fig.1. Structure of the network 

 
1) Initialization: For ,,,2,1 Nj =  ,,,2,1 Nk =  set 

jkjk dU = , where jkd  is the distance between node 

j and node k . While they are not directly connected, 
set the value of jkd  as ∞ . Set krjk → , while kj = , 
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0→jkr . For the network configured like Fig.2, the 
original distance-matrix is equation (1). 

⎥
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⎥
⎥
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)0(U       (1) 

2) For ,,,2,1 Ni =  go along from the third step to the 
fifth step; 

3) For ,,,2,1 Nj =  and ij ≠ , go along from the fourth 
step to the fifth step; 

4) For ,,,2,1 Nk =  and kj ≠ , ki ≠ , go along the fifth 
step; 

5) Update jkU  and jkr ，  While jkikji UUU <+ , set 

ikjijk UUU +← , and set irjk ← . 

The process of the algorithm begins from )0(U . First set 

jkjk dU =)0( , then take 1=i  as the middle node, )1(
jkU  is 

the shortest routing from j  to k . When node 
N,,2,1  are all the middle nodes, then matrix )( NU  

takes on the shortest routing from j  to k , denoted as 
)( N

jkU . Perform the iterations according to equation (2):  

),min( )1()1()1( −−− += i
jk

i
ji

i
jk

i
jk UuUU        (2) 

Then the distance matrix )(iU  and the follow-up node )(iR  
can be obtained successively.  When the value of the distance 
matrix is converged, then )( NU  will be the shortest routing 
distance-matrix, and )( NR  will be the middle-node matrix 
through which the shortest-distance (between any two nodes) 
router has passed, i.e. the router matrix. 
 
4.2 Solutions for Reliability Requirement 
In the respect of solving the reliability of the Internet service, 
network service providers show more and more enthusiasm for 
the application of network stream-control equipment in the 
redundant structures, i.e. redundancy topology scheme for 
network exchangers. Conventional practice is to configure 
them in the main-standby mode, that is, one server is in 
working state, and the other is on standby. Although such a 
structure can improve the reliability of the network station by 
elimination of single-point failure, providers of network service 
still think that it doesn’t take full advantage of the resources, 
for the standby server keeps in an idle state and will not take 
over the network service unless the working server breaks 
down. 

Presently, providers of network service require that network 
equipment manufacturers build a new redundant structure for 
them. In this new structure, all equipment could deal with 
network fluxes, so that the throughput of the network station 
would be increased and the response time of users shortened. 
Therefore the ITEF has brought forward the concept of Virtual 
Router Redundancy Protocol (VRRP). The VRRP technique 
has provided a highly reliable solution for the application of the 
Internet-based fire remote monitoring system. And it has also 
eliminated single-point failure over the whole system. For 
example, the Alteon switch based on the VRRP technique 
could set up a very sound platform for the system, and could 
cope with various situations such as server load balancing, 
firewall load balancing, etc. Furthermore, the Alteon Switch 
could detect the router fault and switch it in just one second. 
 
4.3 Solutions for Security Requirement 
Currently attacks of network “Hackers” and propagation of 

ruinous virus are the main menaces which threaten the security 
of the network. As for the Internet-based fire remote 
monitoring system, special-purposed virtual network technique 
should be used to ensure the security of the information. With 
the special-purposed network established, the data can be 
transmitted on the Internet via the secured “encrypted route”[5]. 
The operation system for the server and the client should use 
the Windows XP with a higher level of safety. Moreover, 
installation of firewall, invasion detecting system and 
virus-defense software, along with the adoption of access 
control technique and ID verification technique, is also 
necessary.  

A firewall is considered as the first defense barrier in 
protecting private information. To achieve greater security, data 
can be encrypted, and the system can be designed to prevent 
unauthorized access to or from a private network. Firewalls can 
be implemented in both hardware and software, or a 
combination of both. Firewalls are frequently used to prevent 
unauthorized Internet users from accessing private networks 
connected to the Internet, especially intranets. All messages 
entering or leaving the intranet will pass through the firewall, 
and the firewall will examine each message and block those 
that do not meet the specified security criteria.  

In practice, the firewall of the fire remote monitoring system 
should use two or more techniques, such as packet filter, 
application gateway, circuit-level gateway, proxy server etc.  
In addition, in order to ensure the security of the fire 
monitoring system, it is necessary to enhance the network 
management. Appropriate system management can decrease 
the insecurity of the network to a minimum level. 
 
 
5. CONCLUSIONS 
Through reconstruction of the current system at a low cost, the 
Internet-based fire remote monitoring system can resolve lots 
of problems about remote monitoring of fires, and also can 
improve the availability and efficiency of the system greatly. It 
is highly advantageous for the fire department to supervise the 
fire alarm equipment in a unified mode and make judgment of 
the fire situations in the shortest time. It conforms well to the 
developing trends of the fire auto-alarm system, and will enjoy 
a promising market and widespread application in the near 
future. 
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ABSTRACT 
 

The validity and real-time characteristic of alarm analyzing is 
two important factors of IDS. In the paper, an efficient 
algorithm named IDS_ACA (IDS based on Alert Correlative 
Analysis) is proposed which improves the efficiency of 
correlative analysis by three ways. Firstly, the correlative 
border value is increasing by defining an interval time value. 
Secondly, the speed of correlative analysis is improved by the 
way of transferring correlative analyzing to searching analyzing. 
Thirdly, the searching efficiency is improved by two grade 
analyzing approach for correlation. Based on the description of 
the proposed algorithm, experimental results are given, which 
show that this algorithm can analyze the alarms both efficiently 
and accurately. 
 
Keywords: Alarm, IDS, Correlative Analyzing, Hash Table, 
Searching Analyzing 
 
 
1. INTRODUCE 
 
The main function of the firewall technology is to check the 
network communication at the network entrance and refuse 
outside illegal IP address by filtering source address, which 
is an effective way to prevent the unauthorized host from 
visiting so as to minimize the possibilities that the system 
might be attacked. Under the limitation of firewall’s 
capability, it can't provide run-time intrusion detective 
ability, so the association between firewall and intrusion 
detection [1] has become the most effective resolving 
scheme for the current network security. At present, the 
process of the alarm analyzing is performed by following 
ways: (1) According to the similarity of characteristic 
among alarms, the alarms are analyzed by the correlative 
means [2], but the effect of which depends on the validity 
of attributes that the experts choose. As a result, we can not 
find out the cause and effect connections among alarms, 
and to definite the similarities among alarms, and to screen 
out the effective similar characteristic values from these 
attributes. (2)The machine learning method [3] is adopted 
to learn the implicit correlative mode of the alarm data and 
to analyze the newly produced alarm data by the learned 
alarm correlative mode, which can generate alarm 
correlative mode automatically. However, it needs a large 
mount of data training, and it is impossible to analyze the 
correlative mode beyond the training data. Moreover, the 
machine learning method is not very mature, on the one 
hand, the learning results is not very ideal, on the other 
hand, it is very difficult to screen out the training data, so 
we need to include more correlative modes. (3) A result 
analyzing device is adopted[4,5], which is a kind of 
mechanism with hierarchy correlations. Firstly, correlative 
analyzing to alarms can be carried out according to the 
attribute characteristic of alarms, and the correlative alarms 
can be analyzed by the certain correlativity between 
pre-defined alarm and other alarms. This way is similar to 
the detective mechanism of IDS misused characteristics. 
But this method can not offer enough information to 

possible correlative alarms and can not judge the course 
that the attackers organize the entire movement of attack. 
As a result, it is rather difficult to choose the correlative 
characteristic information, and to define the relations 
among the alarms because of not foreseeing the whole 
attacking course. 

 
Otherwise, the correlative technology has achieved quite 
great progresses as the best optimized combination of the 
overall network security strategies, although by associate 
technology we can not guarantee absolute safety, the 
firewall can monitor the visit activities from external 
networks to internal networks completely, take detailed 
note and educe the suspicious attack by analyzing the note. 
So in the paper an efficient IDS algorithm based on alarm 
correlative analysis, which improves the speed of alarm 
analysis by defining an interval time value, and transferring 
correlative analyzing to searching analyzing, and two grade 
analyzing approach for correlation. 

 
The paper is organized as follows：In section 2, we discuss 
the existing main problems of alarm correlative analysis. In 
section 3, we propose our new scheme and analyze the 
reasons and ways to improve efficiency in detail, the 
experimental results to assess the performance of the 
proposed algorithm are presented in section 4, and some 
characteristics and discussions are highlighted, and finally 
concluding remarks are given in section 5. 

 
 

2. THE EXISTING PROBLEMS OF 
TRADITIONAL IDS CORRELATIVE 
ALGORITHM 

 
During the process of association between IDS and the 
firewall, the firewall is the correlative centre and it 
provides the interfaces to IDS for transferring. However, 
whether adopting the association or adopting what kind of 
association depend on the IDS itself. Therefore, the current 
existing problem of IDS affects the associating of IDS. At 
present there are several problems in the course of IDS 
associating as follows: 
 

(1) Lack of a standard correlative protocol. Some of the 
current used protocols of the association are all doing 
things in their own way and haven’t become the 
standard or criterion in the industry. 

(2) The association happens mainly between one IDS and 
a firewall, though some IDS may associate with a 
firewall at the same time, but there is no connections 
among these IDS which lack of corporation.  

 
At present, because of high false-report rate of IDS, IDS 
may send wrong correlative information to the firewall. On 
the one hand, the non-harmful data may make the firewall be 
over loading, on the other hand, it may make the firewall 
take wrong action and affect user’s normal work. 
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Because of the limitation of IDS itself, the faulty detective 
mechanism is apt to cause failing to report, which brings the 
problem of realizing the correlative function. 

 
 

3. THE EFFICIENCY ANALYSIS OF 
IDS_ACA ALGORITHM 

 
3.1 The Definition of HyperAlert 
Definition 1: HyperAlert type is a ternary array T =( fact, 
prerequisite, consequence). 
 
Where fact is a group of attribute names. Each attribute has 
its certain value range. Prerequisite, whose freedom 
variables are all included in fact, is a logical formula of a 
group of predicates which is used for a predicate description 
to the essential condition of that type of successful attacking; 
consequence ,whose freedom variables are all included in 
fact, is a logic formula of a group of predicates, too. This 
attack type has an effect on the latter attack, which is 
described by the group of the logic formula. 

 
Every HyperAlert type provides a description to a kind of 
attack type. Fact provides some attribute information of 
attack detected. The value of the logic formula of predicate 
is true, which is the essential condition of successful 
attacking provided by prerequisite .The successful attacking 
having effect on the latter attacking, which is described by 
consequence, is that the value of the logic formula of 
predicate is true. 

 
3.2 The Efficiency Analysis of The Proposed Algorithm 
The main problem of correlative analysis is the efficiency of 
analyzing. This paper dissertated how to improve the 
efficiency of correlative analysis from the following three 
respects. 

 
 Increasing the correlative border value. 

The purpose of HyperAlert correlative analysis is that as to 
every HyperAlert instance produced, HyperAlert 
correlative analysis can analyse whether or not another 
HyperAlert instance is prepared for its producing, namely 
the essential condition . Consequently,it is needed to 
compare one HyperAlert instance with another. In this way, 
if a large number of HyperAlert instances are produced ,the 
analyzing expenses will be very large. If the number of 
HyperAlert is n, it will need to compare n *n time, such 
analyzing efficiency will inevitablely be very low. 
 
Therefore, in order to improve the efficiency, we have made 
the following definition: If the HyperAlerts are produced in 
very close time, there will be correlative relationships among 
them, otherwise, no relationship exist. We define an interval 
time value T, if the time interval between two HyperAlerts 
is within T, we will deal with them correlatively. But the one 
that is needed to pay special attention to is that the value of 
T should be moderate. If the value is partially big, the 
efficiency of correlative analysis will be low; if the value is 
partially small,it will be not easy to find the correlations of 
the alarm. 
 

 Transferring correlative analyzing to searching 
analyzing 

It is one aspect that we adopt time interval value to improve 
the speed of correlative analyzing for HyperAlert, however, 
it can't solve the efficient problem. According to the data 
type characteristics of HyperAlert, we can improve the 

analyzing efficiency by transferring correlative analyzing to 
searching analyzing. 

 
As in the establishment of knowledge database, we have add 
all the cause and effect correlative relations among the 
HyperAlert types into it. So with the help of the knowledge 
database we can correlate all the correlative HyperAlert 
instances. So long as we compare that whether the first 
generated consequence of HyperAlert has the same 
predicate logic as the latter prerequisite of HyperAlert or 
not, (the first and latter one means that the end_time of 
HyperAlert should be smaller than the begin_time of 
prerequisite in HyperAlert instances) we can assert that 
whether the two HyperAlerts have cause and effect 
correlative relations or not. 

 
As the IDS alarm that the IDS analyzing center receives 
comes from each IDS, so it is necessary to synchronize the 
time among each IDS. Therefore, we define that the 
reporting and transmitting of IDS alarm is divided by the 
generating time sequences, that is to say that the HyperAlerts 
are ordered by the timing ascending sort . So we needn’t 
consider about the time order of HyperAlert when making 
correlative analyzing. 

 
 Two grade analyzing approach for correlation 

When analyzing if two kinds of HyperAlert instances have 
related relations on the basis of finding the analyzing 
arithmetic, we should analyze whether these two types of 
HyperAlert have related relations in the knowledge base at 
first, that’s to say analyzing whether the consequence’s 
predication of one HyperAlert are the same as the 
prerequisite’s predication of the other HyperAlert or not, 
and if they are different with each other, we can recognize 
that they are not correlative, otherwise, we may consider 
further that whether their parameter are the same with each 
other or not, if they are, then they are correlative, it will 
improve the searching efficiency with this correlative 
method. 
Based on the design of the alarm analyzing arithmetic above, 
we design the two level hash data structure to perform the 
correlative analyzing and storage for the alarm. 
 
The first level hash is build on the predication of predicative 
logic, which is to locate the storage location of the alarm for 
the first time, as the predication is static and the number of 
them are limited, so the length of the first level hash table 
are equal to the kind count of the predictions, besides, the 
first level hash has chain address which is pointed to a hash 
pail of the second level. 

 
The second level hash is to be built on the parameter of 
predicative logic, which is to locate the storage location of 
the alarm for the second time according to the parameter 
value of the predicative logic. The second level hash adopts 
hash pail to realize it, the length of it are defined according 
to the concrete conditions, as to the width of the hash pail, 
we usually set it three. When computing the hash value of 
the parameter of predicative logic, alarms who have the 
same hash value are located these three place by the 
sequence, every layer of the hash pail has a chain address 
which pointed to a hash pail whose dynamic generated 
length equals one. 
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4. SIMULATION  
 
In order to verify the performance of ACA_IDS, various 
tests were performed between it and the algorithm of Lane 
T.[6] with data KDD CUP99. Table1 list the comparative 
results: 

 
Table 1. the result of the different algorithm 

Size of 
Data set 

Comparative 
attribute IDS_ACA Lane T.’s

Run time 10 second 90 second
True alarm 60％ 20% 1000 
False alarm 0.2% 0.8% 
Run time 25 second 210 second

True alarm 90％ 85% 2000 
False alarm 0.35% 0.4% 
Run time 40second 450second

True alarm 91％ 89% 3000 
False alarm 0.2% 0.8% 

 
From table 1, we can see that the performance of the 
proposed algorithm is much better than other algorithm. The 
accuracy and speed of true alarm and false alarm analysis is 
improved evidently. By comparison with Lane T.’s 
algorithm, the run-time is improved almost 10 times. The 
two major reasons are as follows: On the one hand this 
system builds the knowledgebase, which can describe the 
causality of the alerts. By means of correlating all the alerts 
of IDS linked with firewall, the false alerts of the IDS can be 
eliminated and decreased, which will improve the accuracy 
of the linkage system. On the other hand, because this 
system uses two-level hash structure to correlate alerts of 
IDS, Its highly punctuality ensure that the alert can be 
correlated in time. 

 
 

5. CONCLUSIONS  
 
A novel IDS algorithm based on alarm correlative analysis is 
proposed in the paper. It not only has virtue as well as 
traditional IDS correlative algorithm, but also improves the 
alert analysis, including frequency and trend by three means. 
By IDS_ACA algorithm, administrators can make quick 
response for each anomaly situation. The experiments have 
proven its effectiveness also.  
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ABSTRACT  
 

The edge recombination crossover is firstly put forward by 
Whitley. This kind of crossover operator mainly emphasizes the 
adjacent relationship among the genes (cities) on chromosome 
(return route). However, it only considers adjacent relationship 
and ignores the quality of such adjacency. Thus a modified 
edge recombination crossover is put forward in this paper. By 
recombining the shortest edge, the edge recombination 
crossover (ERX) is changed into the short recombination 
crossover (SERX), which can transmit the adjacent relationship 
of good quality to the next generation. The SERX shows its 
better convergence and optimization performance. 
 
Keywords: Genetic Algorithm；Traveling Salesman Problem；
Short Edge Recombination Crossover  
 
 
1. INTRODUCTION 
 
TSP is an NP complete problem, its solving has a great value in 
computation theory and practical application, and presently, 
genetic algorithm is the most effective method of solving TSP. 
Aiming at solving TSP by genetic algorithm, many researchers 
have put forward diverse modified methods: The viewpoint in 
Ref.[1] is  the diversity of groups could be guaranteed by the 
consistency control method. The viewpoint in Ref.[2] is that 
generating of the outstanding model and speed of the algorithm 
convergence rate should be accelerated by the immune genetic 
algorithm. The viewpoint in Ref.[3] is that a crossed, variant 
parallel processing control method is instructed according to 
the contradiction between the speed of convergence and the 
diversity. 
 
Aiming at solving TSP, various genetic algorithms always rely 
on coding of the problem and genetic operation operator. The 
crossover of genetic operators is taken as the key for the 
development of genetic algorithm because of its great effect on 
the algorithm’s quality. At present time, the research on 
crossover tends to include illuminating information [1], so the 
son generation can inherit the information of edge in farther 
generation. For example: As Ref.[1] has said, a good effect is 
gained by using the Greedy Crossover(GX). As Ref.[4] has 
shown, the performance of Insert Crossover(IX) is better than 
that of the large scale TSP. As Ref.[5] has shown, the 
performances of both Two-change Illuminating Crossover and 
Three-change Illuminating Crossover are better than that of the 
symmetrical and asymmetrical TSP. However, as Ref.[6] has 
said, the Classic Edge Recombination Crossover embodies a 
great priority at this point, and it has some flaws because its not 
consider the quality of edge information during inheritance. As 
Ref.[7] has said, an Illuminating Edge Recombination is 
designed by combining with Illuminating Crossover and Edge 
Recombination Crossover. According to the flaws of Edge 
Recombination Crossover, this paper puts forward Short Edge 
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Recombination Crossover(SERX), making the Illuminating 
Crossover integrates directly with the operation of Edge 
Recombination Crossover, so it enjoys a better convergence 
and optimization performance. 
 
 
2. TSP DESCRIPTION 
 
TSP can be described as the distances among several cities 
known, a salesman who has to visit all of the cities, and each 
city can be visited only once, at last, he must return to the city 
which he starts his trip. A good arrangement of visiting orders 
for these cities can make the total trip shortest. 
 
Definition 1: Assuming Diagram G= (V,E), V stands for vertex 
set, E stands for edge set, and assuming D stands for the 
distance matrix formed by distances between vertex i and 
vertex j, so D can be expressed as (1): 
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Definition 2: Assuming a visiting order ),,,( 21 ntttT "= to 
cities },,,{ 21 nvvvV "= , and ),,2,1( niVti "=∈ , so the 
mathematical model of TSP can be expressed as (2): 
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TSP is the method to find the shortest way that passes all of the 
vertexes and each vertex is passed only one time. 
 
 
3. THE GENETIC ALGORITHM for TSP 
 
Genetic algorithm is based on coding style, this paper adopts 
natural coding style that can be understood and operated easily, 
it’s the order arrangement of each city including in circuit trip 
route. For example, individual coding ),,,,( 21 ntttT "=  
( nti ,,2,1 "= ) means the circuit route starts in city 1t , passing 

nttt ,,, 32 " , and at last back to city 1t . 
 
Fitting degree is the standard for evaluating the quality of 
individuals, the probability of the individual to be inherited to 
the next generation group can be sure according to its value. 
According to the improvement of searching for the shortest 
route, the fitting degree function value is the reciprocal of 
objective function (the length of circuit route). 
 
Option operation is based on the evaluation of individual’s 
fitting degree. This paper adopts Proportional Model, it’s a 
kind of backing random sampling method. 
 
Variation is to change the genes of individual randomly at one 
or many points in minor probabilities. In order to guarantee the 
diversity of group, and avoid premature convergence, this 
paper adopts shift variation crossover to mutate, its basic 
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process is that each individual generates a substring randomly, 
and then inserts it to a random location. 
 
3.1 Crossover  and  It’s Improvement 
The main idea of Edge Recombination Crossover puts 
emphasis on the adjacent characters’ inheritance among the 
genes (cities) in the individuals (routes). But it only considers 
for the adjacent characters’ inheritance between the cities in 
the crossed individuals, it fails to judge the adjacent characters. 
Aiming at this flaw, this paper proposes Edge Recombination 
Crossover which can judge the adjacent characters during the 
operation and choose the adjacent characters of good quality to 
inherit, so it shows its better convergence and optimization 
performance. The implementation procedure of Edge 
Recombination Crossover is as follows: 
 
Step 1: Deciding each city’s adjacent cities table Pk  (right 
adjacent cities table for not symmetrical, and the last city 
adjoins the first one) from circuit route Tx  and Ty , 

nk ,,2,1 "= . 
Step 2: Setting the starting city as ]1[]1[' TxTx =  for the new 
circuit route 'Tx , and setting counter i=1. 
Step 3: Assuming ][' iTxt = , and delete t from all of the 
adjacent city tables ),,2,1( nkPk "= . 
Step 4: Picking one city c from the adjacent city tables 

}{tjPt =  according to t, and making sure ),( ctd  
)},(min{ jttd= ( Pttj ∈ ). If Pt  is null, picking one city c 

randomly from the cities which haven’t been picked, and 
making it be the city ciTx =+ ]1['  which the new circuit route 

'Tx  will visit next. 
Step 5: Modifying counter as 1+= ii . If ni = , the new 
circuit route has been set completely, turning to step f to create 
a new circuit route 'Ty ,Else, turn to step c to decide the next 
city in new circuit route 'Tx . 
Step 6: Substituting Ty  for Tx , and still working from step 
1 to step 5, another new circuit route 'Ty  can be decided 
completely. 
 
A symmetrical TSP which includes six cities is adopted to 
explain the implementation procedure. Assuming the six cities 
named 1,2,3,4,5,6, and distances among them are as table 1. 

 
Table 1. Distances among six cities 

 1 2 3 4 5 6 
1 0 5 3 7 8 1 
2 5 0 5 1 6 4 
3 3 5 0 9 6 7 
4 7 1 9 0 1 3 
5 8 6 6 1 0 2 
6 1 4 7 3 2 0 

 
Two circuit routes Tx  and Ty  are given: 
Tx  =（ 2 4 3 6 5 1 ） 
Ty  =（ 4 1 5 2 6 3 ） 
 
The procedure of using Short Edge Recombination Crossover 
to create son 'Tx is as follows: 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2 Flowchart  of  Serx  Algorithm 
This paper, in order to avoid convergence in local optimization 
during the algorithm which isn’t the global optimization [8], 
has proposed operating genetic procedure circularly in finite 
times, where the initial group is newly created in each 
generation, and the optimization result of each generation is 
picked as the best. The flowchart of the algorithm is as Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Flowchart of the genetic algorithm 
 
 
4. EXPERIMENTS  AND  RESULT 
 
For comparing and analyzing the performance of the SERX 
algorithm, results of the SERX algorithm and the traditional 
ERX algorithm and TSPLIB experiments have been compared, 
and all the experiment data are provided from TSPLIB 
(http://www.iwr.uni-heidelberg.de/groups/comopt/software/TS
PLIB95/tsp/) , and all the algorithms have been programmed 
with C++ language and run in a PC with Pentium 4. 
 
Definition 3: For the sake of doing analysis conveniently for 
simulation experiment, optimal ratioα is defined as (3): 

lt
llt −

=α                                   (3) 

In which, lt  is the optimization provided by [9]. Obviously, 
when 0>α , simulation experiment result is better than the 
optimization provided by [9], and the bigger α  is ,the higher 
optimization it is, When 0=α , simulation experiment result 
equals with the optimization provided by [9],When 0<α , 
simulation experiment result is worse than the optimization 
provided by [9], and the smaller α  is ,the lower optimization 
it is. 

Set circulation times 

End

Begin 

Whether it reaches the 
circulation times 

Genetic procedure 

Update optimization structure 

Deleting 2 in all Pk 2     
selecting 4 from P2={1,4,5,6}

Deleting 4 in all Pk 2 4     
selecting 1 from P4={1,3}

Deleting 1 in all Pk 2 4 1    
selecting 5 from P1={5}

Deleting 5 in all Pk 2 4 1 5   
selecting 6 from P5={6}

Deleting 6 in all Pk 2 4 1 5 6  
selecting 3 from P6={3}

2 4 1 5 6 3
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The examples such as burma14, ulysses16, ulysses22 and 
bays29 are selected in the experiment of this paper. During 
algorithm experiment, the loop iterative times is 200. The 
parameters are set as follows: PopSize=50, Pc=0.80 (cross 
probability) and Pm=0.08 (modified probability). 
 
In Table 2, according to the experimental result of burma14, 
ulysses16, ulysses22 and bays29, the SERX algorithm and 
ERX algorithm and TSPLIB base is shown. It could be found 

that the optimal solution which used by SERX algorithm is 
better than which used by TSPLIB. With the increasing of the 
scale of TSP, the optimizing rate is trend to drop, while that of 
SERX is hold between 0～0.02. The optimization searching 
capability of Short Edge Recombination Crossover is obviously 
better than that of the traditional Edge Recombination 
Crossover. 

Table 2. Experimental results of burma14, ulysses16, ulysses22 and bays29 

ERX SERX 
Example 
name 

TSPLIB 
(Ref.[9]) Optimal 

solution 
Optimal 
rate α  

Optimal 
solution 

Optimal 
rateα  

burma14 — 33.14 — 30.88 — 
ulysses16 74.10 80.11 -0.0811 73.98 0.0016 
ulysses22 75.67 96.12 -0.2703 75.67 0.0 
bays29 9291.35 15861.88 -0.7072 9143.98 0.0159 

 
 

 
 

Fig.2. Patrol routes of burma14,ulysses16 and ulysses22 
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Fig.3. Comparison between patrol routes according to bays29 

 
In Fig.2, the optimal patrol routes which solved by SERX 
algorithm according to the examples of burma14, ulysses16 and 
ulysses22. According to the examples bays29, the solution 
results which used by 3 kinds of algorithms are compared in 
Fig.3. The patrol routes used by ERX algorithm is shown in 
Fig.3(a). The optimal patrol routes which adopted by TSPLIB 
is shown in Fig.3(b). The patrol routes used by SERX 
algorithm which introduced in this paper is shown in Fig.3(c). 
 
Fig.4 shows the diagrammatic sketch of the convergence rate 
which used by SERX algorithm during solving bays29. It could 
be seen that the acceptable convergence rate is achieved by 
SERX algorithm for this problem. 
 

 
Fig.4. Convergence curve of SERX algorithm for bays29 
 
 
5. CONCLUSIONS 
 
This paper puts forward the improved SERX algorithm based 
on the basic theory of Crossover especially ERX in GA 
algorithm which solves TSP. SERX algorithm has been 
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implemented with a good optimization performance and rapid 
convergence speed, it fully considers the design theory of 
crossover and regards with the genetic characteristic (adjacent 
relationship among the cities) of TSP and the quality of 
characteristic (distances among the cities). 
 
The key of using genetic algorithm to solve TSP is how to find 
the optimization quickly and avoid premature convergence. It 
can be seen form the genetic procedure above, SERX put 
forward by this paper can heighten the convergence speed, and 
the individual can find the optimization quickly, but it would 
decrease the diversity of the group which leads to trapped in 
partial optimization point. In order to make up for it, this paper 
adopts operating genetic algorithm circularly many times, but it 
increases the time consumption. How to combine GA with 
other intelligent algorithms (Simulated Annealing Algorithm, 
Ant Colony Optimization) is the future research problem, 
which is expect to ensure the population avoid the local 
optimization to get the global optimization, and prevent 
premature convergence. 
 
 
REFERENCES 
 

[1] Xie Shengli, Tang Min and so on, “An improved genetic 
algorithm for solving TSP”,Computer Engineering and 
Application, 2002, 38(8):58-60. 

[2] Wang Lei, Pan Jin and so on, Immune algorithm. Acta 
Electronica Sinica, 2000, 28(7):74-78. 

[3] Chen Bing, Xu Huazhong and so on, “An improved 
genetic algorithm and its application in TSP”, “Computer 
Engineering”, 2002, 28(9):90-92. 

[4] Li Dajun, Zhang Jianwen, Guan Yunlan and so on, “A 
kind of inserted crossover for TSP”, Computer 
Engineering and Application, 2003, 39(33):67-69. 

[5] Tang Lixin, “An improved genetic algorithm for 
TSP”,Journal of Northe Astern University(Natural 
Science), 1999, 20(1):40-42.  

[6] Whitley D,et “al.Scheduling Problems and Traveling 
Salesmen:the Genetic Edge Recombination Operator 
“[J],Proc.of 3rd Int.Conf.on genetic Algorithms, 1989: 
133-140. 

[7] Wen Jie, Ni qin, “Improving genetic algorithm for 
solving TSP”, Mathematics in Practice and Theory, 2005, 
35(2):129-132. 

[8] Zeng Hongxin, Bing Hongzan, Zhang Fen, “A kind of 
improved genetic algorithm for multi-variety assembling 
order”,Journal of Huazhong University of Science and 
Technology(Natural Science), 2006, 34(3):39-42. 

[9] http://www.iwr.uni-heidelberg.de/groups/comopt/softwar
e/TSPLIB95/tsp/ 

 



Time-lapse Seismic Attributes Analysis Based on Parallel Genetic Algorithm 

 

194 

Time-lapse Seismic Attributes Analysis Based on Parallel Genetic Algorithm * 
 

Qicheng Liu, Yibin Song 
School of Computer Science and Technology, Yantai University 

Yantai, Shangdong 264005, China 
Email: ytliuqc@163.com   

 
 
ABSTRACT  
 

Reservoir characterization prediction of time-lapse seismic 
data using seismic attributes is an important technique because 
it allows extrapolation of reservoir characterization throughout 
a seismic volume. This study presents a new method for 
choosing the seismic attribute of time-lapse seismic using a 
genetic algorithm approach. The genetic algorithm is a 
desirable method to select the best combination of attributes. 
Attribute selection using genetic algorithm can choose the 
optimal number and type of seismic attributes for reservoir 
characterization prediction. One of the major disadvantages of 
genetic algorithms is that they are very slow. In this paper we 
show how the execution time can be reduced by using a 
commercial shared memory multiprocessor. This work uses 
the processing power of a network of heterogeneous 
computers (PCs, workstations, etc.) for the parallel and 
efficient execution of the genetic algorithms using MPI. 
 
Keywords: Time-lapse Seismic, Attributes Analysis, Parallel, 
Genetic Algorithm 
 
 
1. INTRODUCTION 
 
Time-lapse seismic is a rapidly advancing technology, which 
allows for dynamic reservoir characterization in a true 
volumetric sense. Using multiple 3D seismic surveys, which 
are shot at different calendar times, it is possible to deduct 
valuable information about changes in the reservoir state. The 
reservoir state is characterized by effective pressure, 
temperature, and saturation or pore fluid fill. Currently, the 
main driver for time-lapse 3D seismic is its capability to 
indirectly measure the saturation. Knowing the reservoir’s 
saturation distribution, hence fluid flow behavior adds 
tremendous value to and reduces risk in reservoir management. 
Time-lapse seismic contributes significantly to improved well 
placement and production strategies. Its value is sometimes 
limited by the so-called non-repeatability in the seismic 
experiments. 
 
Time-lapse seismic reservoir monitoring can dynamically 
image fluid flow change. Successful seismic monitoring 
depends on a suit of factors, such as reservoir rock and fluid 
properties, seismic acquisition, processing, and interpretation. 
So the technology framework of time-lapse seismic includes 
feasibility analysis, acquisition, processing, and interpretation 
analysis. 
 
Interpretation analysis begins after repeatability is enhanced 
through processing. The analysis includes qualitative and 
quantitative methods. Now, quantitative interpretation has 
become an active industry research topic. Seismic attribute 
analysis, including pre-stack and post-stack attributes, is used 
in quantitative interpretation. 
 

                                                        
 * Natural Science foundation of Shandong Province, China (Grant No. 

Y2006G22)  

Depending on the reservoir, different attributes may exhibit 
time-lapse behavior. Of these, each attribute may yield 
different time-lapse responses. Because of the large number of 
available attributes, a method to select the best combination of 
attributes is desirable. And an attribute selection method that 
embodies the non-linearity between attribute combinations 
and seismic data is desirable.  
 
Genetic algorithm (GA) is a global optimization method 
derived from the natural process of combination and 
recombination of the chromosomes in a biological system [1]. 
Several researchers have reported on geophysical applications 
of genetic algorithm [2][3][4], but no researchers have 
introduced genetic algorithm to time-lapse seismic attribute 
selection. Here, we propose the use of a genetic algorithm 
time-lapse seismic attribute selection technique. At the same 
time, several researchers have reported on geophysical 
applications of parallel technology [5][6], but no researchers 
have introduced parallel technology to time-lapse seismic 
attribute selection. Here, time-lapse seismic GA feature 
selection uses parallel algorithm for the best attribute 
combination. 
 
 
2. TIME-LAPSE SEISMIC ATTRIBUTES ANALYSIS 
 
Seismic attributes are used in geosciences interpretation and 
analysis of 3D seismic data. The successful use of seismic 
attributes for reservoir characterization is well documented [7] 
[8]. Seismic attributes are obtained directly from the seismic 
data. They help to gain insight from the seismic data. For 
example the “envelope amplitude” represents a measure of the 
reflection strength. 
 
Since the information content in seismic data is incredible rich 
in terms of amplitude, frequency, geometry, many attributes 
have been proposed in the last decade. Seismic attributes 
represent a mature technology. They are used to help 
predicting physical properties (e.g., porosity, lithology, bed 
thickness) of strata being imaged seismically. 
 
Reservoir-based seismic attributes could help delineating 
anomalous areas of the reservoir, where changes from 
time-lapse data are evident. Anomalous data areas, in a 
time-lapse sense, could be indicative of reservoir condition 
changes. The process of visual inspection of time-lapse 
seismic can be improved considerably by analyzing multiple 
attributes simultaneously and by analyzing the resulting 
time-lapse anomalies in three dimensions. Depending on the 
reservoir, different attributes may exhibit time-lapse behavior. 
Of these, each attribute may yield different time-lapse 
responses. Studying attributes in isolation is not only 
time-consuming but may also lead to confusing results. For an 
interpreter it is impossible to study and compare several cubes 
quickly and in great detail.  
 
Until recently, the choice of attributes for seismic property 
prediction has been based on prior knowledge of attribute 
characteristics and cross-plots of one or two attributes versus 
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the seismic property of interest. Because hundreds of attributes 
may be easily calculated today, manual selection of attributes 
is unreasonably time consuming and is not likely to select the 
best combination of attributes for seismic property prediction. 
Consequently, automated attribute selection methods are being 
used to determine an optimal combination of attributes for 
seismic property prediction. 
 
However, because of the large number of available attributes, 
a method to select the best combination of attributes is 
desirable. And an attribute selection method that embodies the 
non-linearity between attribute combinations and seismic data 
is desirable.  
 
In our approach, a genetic algorithm (GA) attribute selection 
technique is employed to combine the different attributes and 
use their information simultaneously. In the case of time-lapse 
object detection, we do not know what kind of relationship 
may exist between attributes and time-lapse anomalies. The 
GA will be used to optimize the difference between the 
time-lapse anomalies and the non-repeatable noise 
 
The first step in the process is attribute generation. We 
generated attributes at certain time intervals for the zone of 
interest. Then, a GA was used to determine the best attribute 
combination for reservoir characterization prediction. Finally, 
Our GA feature selection uses parallel algorithm for the best 
attribute combination. 
 
 
3. GENETIC ALGORITHMS APPROACH 
 
Genetic algorithms (GA) are a class of stochastic global search 
techniques based on biological evolution principles. A GA 
works simultaneously with a group of different strings 
(models) called a population. Each iteration of a GA aims to 
find an optimal model by manipulating this population of Q 
models using a three-stage procedure of selection, crossover 
and then mutation. All three stages are controlled by 
predefined probability values, named probability of selection, 
Ps, probability of crossover, Pc, and probability of mutation 
Pm.  
 
Initially applied to machine learning problems [9], it has been 
applied to many different problems [10] and to a range of 
geophysical problems. Mitchell [1] explains the GA method in 
detail and describes a wide range of GA applications with 
several useful examples. To our knowledge, GA has not been 
applied to feature selection problems in time-lapse seismic of 
geophysical applications.  
 
GA feature selection algorithm can be applied to a number of 
data sets from the machine learning data repository [11]. We 
modified this approach for the seismic attribute selection 
problem.  
 
The GA attribute selection technique requires an initial set of 
attribute combinations. Each attribute combination is termed a 
chromosome and the entire set of attribute combinations is 
designated a population. Each chromosome is characterized by 
a code of zeros and ones with one representing a selected 
attribute and zero representing an attribute not selected. Each 
binary digit in the chromosome is a gene. For example, given 
m total attributes, a population with n chromosomes is 
represented as a binary matrix, where the selected attributes 
are ones and the unselected attributes are zeros. A performance 
index, Pm, and the number of attributes are applied to each 

chromosome to determine the best attribute subset for 
reservoir characterization prediction in the population:  

Pm = (1- Rval)+ γ(As / Aa)               (1)  
Here Rval is the average cross-validation correlation coefficient, 
m is a chromosome in the population, γ is the cost coefficient, 
As is the number of attributes in the subset, and Aa is the total 
number of attributes.  
 
The chromosomes in the population are then compared to each 
other using tournament selection. Tournament selection 
randomly selects a predefined number of chromosome pairs. 
The chromosome with the smallest performance index is 
chosen from each pair. Next, recombination and mutation 
operators are applied to the new population of chromosomes 
chosen by tournament selection. Recombination randomly 
selects a chromosome pair from the new population and mates 
the chromosomes based on a predefined probability of 
recombination. In this study, recombination is accomplished 
with two-point crossover. The two-point crossover method 
randomly selects two crossover locations in a chromosome. 
The information between the crossover locations is exchanged 
between chromosome pairs. Mutation is then applied to each 
gene in all chromosomes. For binary chromosomes the 
mutation operator flips the gene, i.e. if the gene originally was 
a one, the mutation operator flips it to zero. This entire process 
comprises one generation. GA training is stopped when either 
a desired performance index is reached or a maximum number 
of generations have passed. In either case, the GA training has 
likely evolved a chromosome that is well suited to the defined 
problem. In this study, the final chromosome is a subset of 
attributes that best predict reservoir characterization of 
time-lapse seismic data. 
 
 
4. PARALLEL GENETIC ALGORITHM 
 
There are three levels at which the performance of GP may be 
increased by parallelization as following [12]: 
• By fitness case. Every individual in a population is evaluated 
on every processor, but only a subset of the fitness cases are 
evaluated on each processor. 
• By individual. Every fitness case is evaluated on every 
processor, but only for a distinct subset of the population. 
• By run. A problem will most likely require several runs to 
produce an adequate solution. These runs can be simultaneous, 
with each processor evaluating the whole population (for one 
run) on every fitness case. 
 
Biological mating is highly concurrent! In practice, 
individuals mate with little regard to the rest of the population. 
However, many computer simulations of evolution are 
sequential: the simulation proceeds by sequentially creating a 
new population as a sequence of mating. The algorithm 
discussed in this section has been designed for a shared 
memory multiprocessor. The most obvious target for 
concurrency is in the creation of the new population, because 
each mating operation is largely independent of any other. 
Another source of concurrency is the actual mating operation, 
which requires independent manipulation on an individual. 
However, the population size is typically much larger than the 
number of processors available in shared memory machines, 
and thus we need only consider the first source of 
concurrency. 
 
The genetic algorithm can be summarized as follows: 
while number of generations<limit & no perfect individual do 

for each child in the new population do 
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choose two living parents at random from old population 
create an empty child 
for each period of the parents do 

mate corresponding periods 
copy new child period to corresponding position in 
child  

enddo 
repair lost & duplicated labels 
apply mutation to randomly selected period & tuple 
measure fitness of individual. 
if fitness<minimum allowed fitness (based on fitness 

scaling) then 
set child status to born dead 

else 
set child status to living 

endif 
enddo 
old population = new population 

enddo 
The algorithm is viewed from the perspective of the child 
because this allows random selection of parents. The mating is 
performed with a randomly chosen cross-over site within the 
period, and is done for each period of the individual. Mutation 
is performed on randomly selected periods and tuples, and 
occurs with some specified probability. 
 
Creation of each child is by random selection of parents, and 
then random mutation. Instead of one sequential piece of code 
creating all the children in the new population, a number of 
workers are spawned and each is then responsible for a fixed 
number of the children. It is important to minimize 
inter-process synchronization to maximize the speedup. Since 
the parents are used in a read-only mode no synchronization is 
required when the parents are accessed. Further, no 
synchronization is required on creation of children because 
each child is created by only one worker, and the new 
population is only written once within a generation. In a 
shared memory machine it is possible for the workers to 
independently write into pre-allocated slots of the new 
population. Barrier level synchronization is required at the end 
of each generation. 
 
In order to provide a deterministic execution history, each 
worker uses a separately seeded pseudo-random number 
generator. Thus, two executions of the program with the same 
numbers of workers and the same initial seeds, generate the 
same result. 
 
 
5. PARALLEL IMPLEMENTATION VIA MPI 
 
The trend in parallel computing is to move away from 
specialized traditional supercomputing platforms to cheaper 
and general purpose systems consisting of loosely coupled 
components built up from single or multiprocessor PCs or 
workstations. This approach has a number of advantages, 
including being able to build a platform for a given budget, 
which is suitable for a large class of applications and 
workloads. The jobs that can be broken into multiple tasks that 
in turn be handed out to individual workers for simultaneous 
execution, are most suitable for parallel machines.  
Recently, cluster of workstations or network of workstations 
has gained popularity as they provide a very cost-effective 
parallel-computing environment. Most of these clusters use 
MPI (Message Passing Interface) as message passing library. 
MPI calls allow us to communicate and synchronize between 
the processors. In the present study we have used both MPI 

and MPI I/O to improve the performance and efficiency of the 
codes [13], [14]. 
Conceptually, MPI consists of distributed support software 
that executes on participating Windows/ UNIX/Linux hosts on 
a network, allowing them to interconnect and cooperate in a 
parallel-distributed computing environment. MPI offers an 
inexpensive platform for developing and running application. 
Heterogeneous machines can be used in a networked 
environment. The MPI model is a set of message passing 
routines, which allows data to be exchanged between tasks by 
sending and receiving messages. 
 
In the MPI implementation of the modeling codes there is a 
master task and there are a number of worker tasks. The main 
job of master task is to divide the model domain into 
subdomains and distribute them to worker tasks. The worker 
tasks perform time marching and communicate after each time 
step. As demanded by the user the snapshot and synthetic 
seismogram data are collected by the master and written out 
on the disk. 
 
The main code of MPI for the communication between two 
adjacent subdomains as following: 

if(myid>0){ 
MPI_Send(&y1[theStart], 1, MPI_DOUBLE,  

myid-1, myid, MPI_COMM_WORLD); 
MPI_Recv(&y1[theStart-1], 1, MPI_DOUBLE,  

myid-1,myid-1,MPI_COMM_WORLD,&status); 
} 
else if(myid<numprocs-1){ 

MPI_Send(&y1[theEnd-1], 1, MPI_DOUBLE,  
myid+1, myid, MPI_COMM_WORLD); 

MPI_Recv(&y1[theEnd], 1, MPI_DOUBLE,  
myid+1,myid+1,MPI_COMM_WORLD,&status); 

} 
 

 
6. CONCLUSIONS 
 
The selection of seismic attributes for reservoir 
characterization prediction is a critical step in any attribute 
prediction process. The GA attribute selection method 
presented in this study shows that a number of different 
attribute combinations can successfully predict reservoir 
characterization. The variation in GA selected attribute 
combinations is due to random initial populations of the GA.  
Because the genetic algorithms are quite slow to execute, a 
solution was developed for execution on a parallel processor. 
Because the process of breeding is inherently parallel, we 
observed quite good speedups over sequential execution of the 
algorithm. The implementation of using MPI software system 
makes network parallel computing easy to implement without 
knowing the detail of working with a heterogeneous network 
of computers. 
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ABSTRACT 
 

After concise introduction of Software test and its significance, 
An automatic software test toolkits based on network（ATK） is 
presented in details. Its two departments (Test Server and Test 
Driver) are described subsequently. Test Server is made up of 
Test Scripter, Test Data Generator, Test Result Comparator, Test 
Reporter and other Services, which are based on the Base Type 
Service (BTS). And finally its advantages, faults are 
summarized. 
 
Keywords: Software Test, Automatic, Software Test Tool  
 
 
1   INTRODUCTION 
 
Software testing is the process of executing a program in order 
to find errors in its source codes and it’s accepted widely as a 
"best practice" for software development. It has been estimated 
that software testing involves more than 50 percent of software 
development. It’s so expensive, labor-intensive, and times 
consuming that developer often leaves it out. It’s difficult for 
software developers, project managers and advanced managers 
to manage and monitor the quality of software with projects 
becoming more and more complex, and testing consumes an 
ever-increasing amount of time and resources. Although the 
investment of software test can be cut down to the lowest level 
and it can be delayed, the total capital invested will increase in 
the following procedure. So it’s necessary to use automatic 
software test tools to maintain software procedure, reduce the 
cost, and use these tools to promote software development. It’s 
a key point to do research on automatic software test tools. 
Automatic software testing can be an extremely important part 
of achieving software with high reliability. Manual test is a 
slow and labor-intensive way and may be insufficient and 
ineffective. 
 
 
2   AUTOMATIC TEST TOOKKITS BASED ON 

NETWORK 
 
Commercial software testing tools are so expensive that the 
cost of one license maybe be the overall cost of software 
development. It takes testers long time to understand and get 
familiar with these tools. The procedure of these tools should 
be incorporated with the development process. As there are 
varieties of  system environments and developing languages, 
such as WindowsNT,Windows2000,Unix,C/C++,Fortran and 
Pascal, Automatic Test Toolkits(ATK) is designed into two 
departments: Test Server and Test Driver.  
 
Test Server can schedule test cases (or its package) 
automatically and repeatedly, test reporter can collect the 
information of test cases, analyze these results and create a 
reporter and log. The test procedure can be displayed 
dynamically. The architecture of Automatic Test Toolkits (ATK) 
is displayed in Fig.1. 

2.1   Test Server and Test Driver 
Modules of Test server are displayed in Fig.2. It’s made up of 
Result Comparator, Test Scripter, Data Generator, Test Result 
Reporter, Communication service, Log service, Display service 
and the Base Data Type service. 
 
Test Server exchanges data between these tested objects, drives 
these tested objects through the network-based communication 
service. Test Driver pass the test data, which accepted from the 
server，to the tested modules after building the link between test 
server and test driver. One of the powerful features of Test 
Driver is its ability of isolate, reusing. This feature allows user 
saving considerable time in generating the test driver program 
and stub code, which often need for the test. 
 

  
Fig.1. Architecture of Automatic Test Toolkits 

 

   
Fig.2. Modules of Test Server 

 
The test process is scheduled by the main monitor of Test 
Server. At first, test server generates a test case or a test case 
package using the test scripter, which can be created by any 
other text editor. The test case drives the test data generator to 
bring out test data, which will be transferred to the test driver 
by communication service through network. Test driver loaded 
the tested modules and input the accepted data. Output data is 
collected and sent back to test server, which will schedule the 
comparator to finish the comparison between the output data 
and the expected value. The result and vital event will be 
written into the database, which will be prepared for the test 
record and test reporter. 
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2.2  Test Scripter 
Techniques of generating test cases automatically is very 
significant as it can reduce the time and cost of testing. Test 
case’s systematic generation using Test Scripter could be 
automatic. The test case is the description, recorded a test case 
or its a procedure(or package). It’s a text coded by a specific 
defined script language and is generated by the Scripter. The 
Scripter is an independent application, and it’s embedded in the 
Test Server. Any text editor can create a script, the Scripter can 
compile and check it. Test cases are serialized by the test script, 
and these serialized test cases make up of a test package. The 
test package includes the input data, output data and expected 
data.  
 
The following is a test script. It declares an int8 object, 
generates a group of normal input data subsequently, and then 
the object sends the test data to the tested module. 

Int8 var 
var.GeneratNormalData; 
var.SendData; 

 
2.3  Data Generator 
Test data used by test cases is generated by an isolated 
application named Test Data Generator. In order to extend ATK, 
a data generating container is designed in Test Server, which 
contains some data generating strategies. The container is 
maintainable, reusable and extendable. Making a good choice 
of test data is the key factor of effective test case, the scope of 
input parameters is determined after analyzes their values and 
types. The input of these tested units is classified according to 
the principle of equivalent class, every test data represents a set. 
The normal value, exception value and boundary value 
construct the set of input value. The input data enumerate all 
above types of data. Invalidate input data is eliminated and the 
clearing of redundant data makes the test be more efficient. 
 
2.4  Test Result Comparator 
Test result comparator’s main function is getting the difference 
between output and the expected result, it decides whether the 
test case is successful or not. The specific comparator method 
is important to the test system except for these tools operation 
system provided to check the result. The principle of comparing 
is clear when the test result is of simple data type, while the 
comparing principle is complicated as the output data is of 
complicated style. The comparing method container equips the 
existing comparator, which overcast static compare and 
dynamic compare of the simple data type, users can custom or 
reinforce their own comparators. 
 
2.5  Test Reporter 
Test reporter can expediently generate test specification and test 
report after analyzes the collecting test logs, test input/output 
data. It provides some default test report document templates, 
and users can custom their own templates, or develop specific 
test record and report according to test data and these open 
interfaces. Test Reporter can publish two formats files( doc and 
html ). 
 
2.6  Other Services 
The ATK includes others services, such as communication 
service, log service and display service, all of them are based 
on the Base Type Service (BTS). The architecture, data 
description and operations of base type are defined in its parent 
class, which exhibit a series of Methods, Events and Properties. 
The data description of BTS is independent of operation 
systems, which result in that ATK is independent of developing 
languages and operation systems. These services are parts of 

ATK and they make ATK run smoothly. 
 
 
3   CONCLUSIONS 
 
ATK has some merits, such as, it generates test records and 
reports intelligently and automatically, it’s independent of 
developing languages and operation systems, and it can be 
easily integrated into other software platforms to promote the 
implementation of software procedure. Meanwhile, ATK’s Test 
Data Generator can’t meet users’ requirements fully, and the 
tactics and methods of data generation need to emend and 
strengthen.  
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ABSTRACT 
 

In this paper, a modified two-step algorithm is applied to an 
optimization problem in which the objective function is a 
multi-input single-output nonlinear steady-state model an 
on-line searching method for gain-keeping is proposed. The 
simulation results show that the method is effective. 
 
Keywords: MTSA, Gain-Keeping, Steady-State Optimization, 
On-Line, Simulation 
 
 
1. INTRODUCTION 
 
The method of statistical modeling was usually applied in 
industrial processes; nevertheless, such kind of model 
structures could not exactly reflect actual processes and the 
optimal solutions based on them could not be really obtained 
with model optimization techniques. Therefore, a method 
called Twice Step Arithmetic (TSA) was generally adopted. It 
recursively corrects model parameters through optimizing and 
controlling inputs on line. Since the parameter estimation is 
related to the optimization, the model matches up with the 
actual process only by the difference of inputs and the real 
optimal results can be obtained . The problem is that the 
solution is really not satisfactory if the mathematical model of 
an actual process is unknown. To overcome this defect, Roberts 
and Williams proposed a modified twice step arithmetic 
(MTSA) separating the optimal problem from parameter 
estimation; however, where to choose keeping gain K, which is 
obtained in practice, have not be mathematically expressed. For 
the optimal control on line, it is not allowed to choose gain K 
on the spot. This paper proposes a method of searching and 
keeping gain K on line and shows the results of simulation on 
MISO nonlinear steady-state optimization. 
 
 
2.  THE SEARCHING METHOD OF GAIN-KEEP- 
    ING ON-LINE 
 
The information intercommunion diagram of MTSA is as 
shown in Fig1, in which 
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used in actual processes; ε stands for the random error existing 
in the output of system, F* ( V ) , which generally satisfies the 
normal distribution with zero as its average value and σ2 as its 
variance, and the probability density 
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Assume that the estimation of parameter α satisfies  
nxxaxaaYy αε ++++=+= 22110        (3) 

where Y is the real output of the process. Let the true value of 
parameter α be α*and 
 

Keeping      unit
V ( i ) = V ( i - 1) + K[ U ( i - 1 ) – V ( i - 1 ) ]
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modified optimal problem
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Fig.1. Information Intercommunion Diagram Of MTSA 
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where Δα is the difference between α and α*. Substituting Eq. 
(4) into Eq. (3),we have  

εα =Δ nx                                      (5) 
Eq.(5) indicates the linear relationship between Δα and ε, which 
implies that Δα also submits to the normal distribution with 
zero average value and p variance, and its probability density 
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In terms of variance, 
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Assuming that every experiment on them be independent and 
of equal error variance, we have 

2
2

1 σ
nx

p =                                      (8) 

For the parameter estimation to approach the true value, p must 
be minimized [3]. Since xn is a nonlinear function of V and the 
latter is a function of K, p is a nonlinear function of K. 
Consequently, the solution of keeping gain K becomes to solve 
the minimum problem as follow: 
       min  p ( K ) 
       k 
       s.t. Kmin≤K≤Kmax                           (9) 
where [ Kmin , Kmax ] is the gain interval in  which  MTSA 
converges stably. Problem (9) can be solved with 
one-dimension search. 
 
 
3. SIMULATION RESULTS 
 
As an illustration example in this paper, the optimal control of 
formaldehyde is taken as an optimal control model of the actual 
process[4], in which 
y = 179372 – 149623.5E – 75839.16/E + 7613568/T + 
10373.17/E2 - 2.545881*109/T2                      (10) 
The original optimal problem is 
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min   y 
 E.T 

opt    s.t.    635 < T <672 
  0.38 < E < 0.5                        (11) 

The following model is chosen for the above process: 

y  = a1E + a2/E + a3/T + a4/E
2
 + a5/T

2              (12) 
With five pairs of input and output data, the approximate 
estimation of the initial values of each parameter can be 
obtained as 
a1 = - 149378,  a2 = - 75698.75,  a3 = 9531392, 
a4 = 10353.69,  a5 = - 3.173778*109. 
 
Modify parameter a5 by MTSA and meanwhile, add the 
disturbance signal with zero average value and variance of 2.26 
to the output of the object, substitute y for historical y during 
the iteration and solve the original optimal problem. After 18 
iterations, both the optimal input and the objective function are 
reached, as shown in Table 1and Fig 2. 
 

Table 1 Comparison of the Results   
True optimal solution        MTSA  solution  

E = 0.483          E = 0.484 

T = 635.009         T = 635.026 
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Fig.2. The Value Changes Of The Optimal Object Function  

During The Iteration 
 

 
4. CONCLUSIONS 
 
An on-line searching method of keeping gain in MTSA is 
proposed in the paper. It makes MTSA more applicable to 
practice by only modifying a single parameter on line, 
operating simply and actualizing easily. The results of 
simulation indicate that, when the model or structure of the 
process investigated is not certain, the true optimal solution can 
also be obtained. Therefore, it is an effective method of 
steady-state optimization control on line in the production 
process. 
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ABSTRACT 
 

This paper presents a novel distributed technique based on 
the application of InfiniBand technology over the RDMA 
channel Interface to develop a distributed Service Level 
Agreement (SLA) and enforcement solution for the 
generalised mobile messaging infrastructure. The paper 
reports on the construction of a distributed SLA application 
that is able to handle extremely high throughput and still 
provide the required data integrity. We developed an SLA 
quota management model, deployed across distributed 
servers that provide a comparison illustrating the aftermath of 
deploying the SLA enforcement solution over InfiniBand and 
Ethernet technologies respectively. 
 
Keywords: SLA (Service Level Agreement), InfiniBand, 
RDMA (Remote Direct Memory Access), MPI (Message 
Passing Interface), Distributed Systems.  
 
 
1. INTRODUCTION 
 
With the worldwide installed base station of mobile phone 
owners expected to exceed 2 billion people this year and with 
most new mobile phones doubling as portable PCs, internet 
terminals and Telecommunication convergence with IP, 
Telecommunication operators are urgently looking for 
alternative solution to accommodate the expected surge in 
mobile services. There is now a paradigm shift in the 
methods of engaging the problems and complexities of the 
telecommunication domain. Using traditional monolithic 
architectures, the threshold has been reached. Decision 
makers are looking at understanding and integrating 
alternative design concepts. This has led to the investigation 
and adaptation of Parallel Computing, Multi Agent Systems 
and Distributed Systems to the problem of 
Telecommunications. The rationale for such a change is 
firstly because distributed systems provide the flexibility to 
scale performance, e.g. dynamically adding resources to the 
solution. Secondly, it provides robustness and multiple nodes 
redundancy and failover strategies. Thirdly, it provides the 
flexibility to dynamically allocate resources and distribute 
resource consumption for efficiency.  
 
The motivating scenarios for our work are situated within the 
problem realm of the generalized messaging environments. 
This market consists of Telecommunication operators 
wishing to grant subscribers and content providers (or 
consumers) the right to utilise certain resources for some 
agreed-upon time period. These services use different 
collaborations between system resources. In analysing the 
collaborations (resource interactions), we observe that SLA 
issues can arise at multiple levels. Firstly, operators may 
agree to enforce the SLA under which resources are made 
available to consumers [1]. Secondly consumers may want to 
access and interpret SLA statements published by providers, 
in order to monitor their agreements and guide their activities. 
Both providers and consumers want to verify that SLA 
protocols are applied correctly.  

The paper is structured in three sections. The first section 
describes the distributed computing environment, and the 
second section describes the business logic, i.e. the SLA 
counters and conditions. The third section reports on an 
experiment that has been carried out to benchmark SLA 
enforcement procedures over InfiniBand against SLA 
enforcement over Ethernet for distributed systems. 
 
 
2. THE DISTRIBUTED COMPUTING 

ENVIRONMENT 
 
2.1 Infiniband Architecture 
The InfiniBand architecture is switched-fabric architecture 
designed for next generation Input Output systems and data 
centres [2] [3]. The InfiniBand Architecture (IBA) promises 
to replace bus-based I/O architectures, such as PCI, with a 
switched-based fabric whose benefits include higher 
performance, extremely low latency and higher reliability, 
availability, scalability, and the ability to create modular 
networks of servers and shared I/O devices.  With 
InfiniBand Architecture, server clusters can be configured for 
the first time with an industry standard I/O interconnect, 
creating an opportunity for clustered servers to become 
ubiquitous in data centre deployments.  
 
InfiniBand technology works by connecting host-channel 
adapters (HCAs) to target channel adapters (TCAs). The 
HCAs are located near the servers’ CPUs and memory, while 
the TCAs are located near the systems’ storage and 
peripherals. A switch is located between the HCAs and the 
TCAs, directing data “packets” to the correct TCA 
destination based on information that is bundled into the data 
packets themselves (Fig.1). The glue between the HCA and 
TCA is the InfiniBand switch, which allows the links to 
create a uniform fabric environment. One of the key points of 
this switch is that it will allow packets of information (or data) 
to be managed based on variables, such as SLAs and a 
destination identifier. 
 

 
 

Fig.1. InfiniBand Architecture Model 
 
In essence, the HCA provides mechanisms to send messages 
and access a remote node memory in high-speed, low-latency, 
minimum software overhead and direct access from user 
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applications. These capabilities enable the detachment of the 
system elements (CPU, I/O, and Storage) in a way that 
doesn’t affect performance, and achieves clustering and 
linear scalability.  
 
2.2 Software Primitives 
In this study we built the SLA Enforcement prototype using 
MPI-Pro, developed by Verari Systems [4]. MPI-Pro is a 
complete implementation of the MPI-2 library that supports 
functionalities such as dynamic process management, 
one-sided communication, and MPI I/O. The MPI-2 process 
model allows for the creation and cooperative termination of 
processes after an MPI application has started [5]. It exhibits 
the concept of dynamism in distributed communication by 
providing a mechanism to establish communication between 
the newly created processes and the existing MPI application 
[6]. 
 
Remote memory operations have been used in a number of 
applications [7] [8] and MPI extended its communication 
mechanisms in adopting RDMA to allow one process to 
specify all communication parameters, both for the sending 
side and for the receiving side (Fig.2). This mode of 
communication facilitates the coding of some applications 
with dynamically changing data access patterns. Each 
process can compute what data it needs to access or update at 
other processes. However, processes may not know which 
data in their own memory need to be accessed or updated by 
remote processes, and may not even know the identity of 
these processes. Thus, the transfer parameters are all 
available only on one side. Regular send/receive 
communication requires matching operations by sender and 
receiver. In order to issue the matching operations, an 
application needs to distribute the transfer parameters. This 
may require all processes to participate in a time consuming 
global computation, or to periodically poll for potential 
communication requests to receive and act upon. 
 

 
 

Fig. 2. The Mechanism of RDMA 
 
The use of RDMA communication mechanisms avoids the 
need for global computations or explicit polling (Fig.3). 
Message-passing communication achieves two effects: 
communication of data from sender to receiver; and 
synchronization of sender with receiver. The RDMA design 
separates these two functions. Three communication calls are 
provided: MPI PUT (remote write), MPI GET (remote read) 
and MPI ACCUMULATE (remote update). 
 
 
3. THE SERVICE LEVEL AGREEMENT 
 
SLA is a contract between suppliers and clients. In the 
domain of information systems, the operation and 
management  of  SLA  requires data integrity. A model of  

 

Fig.3. MPI Using RDMA 
 
shared basis for statistical calculations to ensure the integrity 
of SLA counters represented by times series instances has 
been reported in [2]. These instances are used as input for 
several statistical metrics. It is a complex and challenging 
problem to manage Service Level Agreement (SLA) within 
an operating environment that comprises of distributed 
participants and utilizing distributed resources [9] [10] [11]. 
Allocation and management of dynamic resources that spans 
across several nodes may become a bottleneck for 
performance, particularly when applied to large scale 
wireless messaging systems. 
 
Under the centralised server solution it is possible to throttle 
message rate for individual clients to prevent system flooding 
or to control the level of service offered to individual clients. 
This is considerably harder to develop on a distributed 
architecture since the client’s messages may be spread over a 
several dispersed nodes. Customers agree for a certain level 
of service from its providers (SLA). An example of an SLA 
is the quota of messages a customer is allowed to submit to a 
system. The quota can be a fixed number (e.g. 1000 messages 
limit) or a throughput limit (e.g. 50 messages per second). 
The aim of the work is to provide a model that addresses the 
problematic of SLA management over a distributed 
architecture.  
 
Typically the distributed architecture consists of a number of 
heterogeneous servers. Individual clients may send messages 
to more than one server. In our case study, there is an 
obligation to manage their quota across all the servers. Since 
the system is distributed, the issue of quota control 
enforcement is more complex; due to the fact that there is no 
single point of reference. A client may have several accounts 
and each account has an ID. When a client submits a message, 
the account ID uniquely identifies the quota limit associated 
to that client. As message is submitted, the number of 
messages (balance) is incremented. The counter is updated on 
all the servers of the distributed systems. This results to all 
nodes having same counter for each accounts. Thus as 
messages are distributed across the nodes the counter keeps 
global tracking of each account/quota.   
 
The distributed SLA solution to enforce a quota management 
policy flooding is illustrated in Fig.4 which gives a general 
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view of how the SLA Enforcement application 
inter-communicates across distributed servers. 
 

 
Fig.4. Distributed SLA Enforcement Model 

 
To use the system a client should start by subscribing to the 
service provider (operator) and opens an account which will 
allow the client to send messages to the message gateway. 
The message gateway will then query the SLA Quota 
Manager to confirm whether the message can be accepted for 
further processing. The SLA Enforcement Manager consults 
a cache to validate the message and sends back the 
appropriate acknowledgement to the message gateway. It 
increments the balance for that particular account (client) and 
distribute the update to its neighbours. Each Message 
gateway on the network receives the update resulting to all 
the SLA Database to be in sync across the distributed servers. 
 
Fig.5 shows state transitions of the methods of each class. 
The point of focus is on the change of state triggered by the 
locking and unlocking mechanism when SLA records are 
accessed vigorously. Using the state chart, we ensure that a 
dead lock situation is not reached.  
 
In the next section, we report on this efficient SLA enforcing 
strategy across several nodes that on the one hand preserve 
data integrity of the SLA counters and on the other hand 
perform at high throughput and very low latency that is based 
on the use of InfiniBand over RDMA channel interface for 
the deployment of the SLA Enforcement. 
 
 
4. IMPLEMENTATION AND TESTING 
 
The test exercises will compare the difference in performance 
and resource consumption in running the SLA Enforcement 
prototype over IB and Ethernet (Fig.6). The keys HP03, 
HP04 are the host names of the test servers, and AGT is the 
Agent which is a series of Java modules specifically 
developed for shared memory tests over transports such as 
InfiniBand and TCP/IP.  The MPI environment of collective 
processes is known as a “World”.  For each AGT node, user 
input can be injected for various testing scenarios. The AGT 
itself consists of a Java Interface (JIN), providing the 
interface and input regulator, and an InfiniBand Adaptor 
(IBA), providing access to the shared data. 
 
In order to test the system the following SLA attributes are 
configured: 

 
Fig.5. State chart model of SLA prototype 

 
 

 
 

Fig.6. Logical view of the test plan 
 
1. Number of Accounts: 1,000 
2. Quota per second per Account: 1,000,000 
During run-time CPU utilisation is recorded for the servers 
and the shared data is checked. The objective is to validate 
the behaviour of the system against predefined goals: 
1) To compare the performance no. of request over time 

against no. of replies over time between using InfiniBand 
VAPI protocol and Ethernet TCP IP (transaction /sec) 
independently. 

2) To compare the CPU usage when executing the SLA 
Enforcement prototype over InfiniBand VAPI against 
Ethernet TCP/IP. 

3) To check the data integrity of the SLA Enforcement 
prototype as the number of nodes (ranks) increases in the 
distributed system. 
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The graph depicted in Fig.7 clearly illustrates that when 
using InfiniBand VAPI, the CPU usage / consumption is 3 to 
4 times less than Ethernet TCP/IP. This is because when 
TCP/IP packets are transported, they are required to go 
through the TCP/IP stack which consumes CPU time. Figure 
7, also compares the performance of the SLA Enforcement 
application when deployed on InfiniBand VAPI and Ethernet 
TCP/IP. The graph addresses the performance as number of 
transactions per second, i.e. the number of request being 
replied and the number of updates being published over the 
shared memory space. 
 
Fig.8 shows a clear gap between TCP/IP and VAPI in terms 
of performance. The latter out performs TCP IP by a factor of 
8. We observe the performance of InfiniBand compared to 
TCP/IP, and agreed that TCP/IP is nowhere near the speed of 
InfiniBand. The next quality attribute to be addressed is data 
integrity which is shown in Fig.9.  
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Fig.7. CPU Usage VAPI Vs. TCP/IP 
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Fig.8. Performance VAPI Vs. TCP/IP 
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Fig.9. Data Integrity Tests Results 

 
A number of tests were carried out to find out level of 
accuracy in updating the SLA counter distributed across 
multiple nodes over a period of time with maximum 
throughput. The accuracy value is determined by comparing 

the intended value of counter over a period of time. e.g. 
counter = 1000 and if the accuracy is ± 0.1%. This means the 
actual value of counter observed is between 990 and 1010. 
We observed that the accuracy index deviates between ± 
0.16% as the number of nodes increases.  
 
In summary, we were able to benchmark the performance of 
the SLA Enforcement prototype over InfiniBand and 
Ethernet. The observation clearly proves that InfiniBand out 
performs Ethernet by a factor of 8. Secondly, since 
performance was not the only quality presented at the 
requirement phase, we exercised the prototype over 
InfiniBand and Ethernet and recorded the CPU usage. As a 
result we proved that the prototype uses 3 times less CPU 
computation when deployed over InfiniBand. Finally, we 
assessed the prototype to check the data integrity of the 
distributed SLA counters. We report a deviation of ± 0.16% 
that lies within the ±5% that normally required for such 
systems. 
 
 
5. CONCLUSION AND FUTURE WORK 
 
The study highlighted the motivation behind the rationale for 
Telecommunication operator to ensure a reliable and robust 
SLA enforcement solution across a distributed architecture 
for real time messaging gateways. The paper described the 
reasons for paradigm shift from monolithic to distributed 
telecommunication solutions. As a result of which the 
complexity of designing distributed messaging solution to 
address the problem of fast yet reliable inter node 
conversation has increased. Consequently, the investigation 
resulted to the proposition of a novel clustering method.  
 
The paper described our work on deploying a distributed 
SLA Enforcement solution using InfiniBand over RDMA 
channel interface. We situated the problem domain in the 
telecommunication arena wherein, performance, data 
integrity and reliability are critical the quality of service. The 
observations from the models, (simulation and prototype) of 
the SLA Enforcement problem prove that the performance of 
the system over InfiniBand was greater than Ethernet by a 
factor 8. With such hyper drive, we are able to compromise 
some of the performance to boost data integrity. We defined 
Data integrity to be the correctness of the SLA counters over 
the distributed servers. As a result data integrity lies at ± 
0.1%, well below the required value. An important aspect of 
the study shows that, with advanced clustering techniques 
using InfiniBand over RDMA concepts, the distributed 
servers act as if they are one single entity, although the 
application is expected to scale very well, further testing for 
scalability will carried out in future work. 
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ABSTRACT  
 

With the internet development and popularization, the demand 
of service gets a rapid growth. As the trunk network is tending 
toward perfection, the bandwidth of access network is 
becoming the bottleneck of service needs. Ethernet Passive 
Optic Network (EPON) is a new technology which is 
considered one of the best solutions of access network. It is 
the best way to achieve FTTH. This paper discussed the 
multicast administration method in FTTH device. The paper 
points out the multicast control and administrator have been 
imported to FTTH, discussed some controllable multicast 
parameter. Finally a multicast administration method of EPON 
is presented. 
 
Keywords: EPON IGMP Proxy IGMP Snooping Multicast 
 
 
1. INTORDUCTION 
 
With the rapid development of optical network, the EPON 
network based on fiber communication technology have 
started an application. EPON breaks the bandwidth of ordinary 
transmission line and can transmit multiple services, such as 
IPTV/DATA/VOICE. It is a novel optical access network 
technology, deploying point to multi-points structure, passive 
transmission on fiber, supplying service on Ethernet. It adopts 
PON technique on physical layer and Ethernet technique on 
data link layer and implements Ethernet access with PON 
structure. The services of multicast have the common 
character of that the single source information can be received 
by multi end station. 
 
However there are some shortcomings of the development of 
multicast service. The key disadvantage is that the multicast 
related protocol ignores the controllable and manageable 
demand from service-supplier, because of the history reason 
that the design of multicast protocol is designed based on 
LAN. But controllable and administrable device is essential to 
device-supplier. So the controllable-multicast has recently 
attracted more and more attentions since it ban be a perfect 
solution to the multicast service-supplier. 
 
The section 2 introduced multicast control and administration, 
include project demand, background, bring forward some 
parameter of controllable multicast. Section 3 discribed a 
detailed controllable multicast scheme in EPON 
system .Section 4 is conclusion and future work. 
 
 
2. BACKGROUND 
 
EPON system is device with high port consistency and high 
reliability. The main structure of EPON is as Fig.1: 

 
 * This work is supported by Hubei Province Natural Science 
Foundation under Grant 2006ABA296. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. EPON System Structure 
 
In EPON system, there are three downstream communication 
ways: unicast, multicast, broadcast. When the network running 
in multicast way, the packet from OLT can only be received 
by onus which is set in advance, other onu will not process the 
information. OLT only need to send a multicast stream, which 
can not only decrease the waste of bandwidth and improve the 
using rate of downstream bandwidth, but also distribute the 
pressure of EPON. 
 
EPON deploys broadcast way in downstream direction. The 
downstream data broadcast to all of the onus. Each onu filter 
packets and receive own one. Both RS layer and MAC layaer 
can filter multicast packets. The difference is like following: 
 
2.1 MAC Filtering 
If multicast filter is on MAC layer, the broadcast LLID can be 
used. (1) Use Default LLID for all traffics with multicast 
MAC address (2) MAC Layer discard frames with unknown 
multicast MAC address. (3) RS Layer does nothing about all 
multicast traffics. (4)RS is responsible for filtering unicast 
packet. MAC is responsible for filtering multicast packet. 
 
When the onu received the packet, all the multicast and 
broadcast LLID can pass the RS layer. Then the unknown 
MAC address which has passed the RS layer will be dropped. 

 
 

Fig.2. MAC Filtering 
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2.2 RS Filtering 
Other method is to filter multicast packet on RS layer A 
multicast LLID must be defined with another mode bit.,RS 
Layer will discard frames which has unknown multicast 
LLID.MAC Layer may not require another filtering for the 
multicast. Mapping the multicast MAC address to the 
multicast LLID has to be defined. The map method can be 
Hash function or direct mapping 
 

 
Fig.3. RS Filtering 

 
There is an obvious shortcoming of this method because it is 
not compatible with. IGMP proxy or IGMP snooping protocol. 
The IGMP protocol family is based on the multicast MAC 
address (01005e******).So the MAC address filter is 
selected. 
 
 
3. MULTICAST SHORTCOMING 
 
IP multicast technology is very important to the novel 
multimedia service apply. IGMP proxy or IGMP snooping are 
the most widely used protocols. IGMP proxy is more 
enhanced than IGMP snooping. IGMP Proxy performs 
different function on the uplink port and downlink port, the 
system load is more than IGMP snooping. The best thing is 
that IGMP Proxy can take the task of query-station when there 
is no router in network. Moreover, if IGMP module to be 
enhanced, IGMP Proxy is more convenient than GIMP 
snooping since it head off the all IGMP protocol packets. 
 
However, there are some problems of multicast service from 
the point of service supplier. The main problems are user 
management and service management. 
 
First, there is no authentication mechanism in multicast 
protocol. The user may join a group or leave it freely. The 
multicast source (multicast service supplier) have no way to 
know the accurate time the user join or leave, and to stat. how 
many users are receiving the multicast stream at a period. 
 
Second, multicast source (multicast service supplier)is lack of 
effective measures to control the direction or area of the 
multicast stream in the network .The multicast source play a 
role of  “video on demand”. It is the key obstacle of the 
multicast source supplier to supply more services. 
 
Third, multicast protocol doesn’t give assure of safty. Any 
user can be regarded as a multicast source to send stream. 
There is lack of control of multicast source. In a network 
supporting multicast service, there may be legal multicast 
sources and illegal multicast sources. 
 
So there is an imperious demand to optimize and improve 
multicast function, make it can be fit for the present running 
network actuality 

 
sending the specifically membership query packets when 
receiving a leave packet. 
 
Presently there is no normal criterion of controllable multicast. 
But the framework is clear gradually. It involves user 
management, source management and user information 
record. 
 
The following is the detail of the parameter. 

 on-line group amount, the multicast address of the group, 
membership of the group and etc. 

 preview information，which means when the host’s 
purview is preview, it can join in a group temporally and 
be forced to leave when timeout. 

 source management: can control the source IP range 
(multicast IP)which connect to the device supporting 
multicast. 

 Authentication of host port. can configure the purview to 
be permit/forbidden/preview. When the host port would 
join a group, it must do authentication first. All the 
operation of the host must be limited to its purview 

 log information, can show the join/leave information of 
host port, include port ID, the multicast address of the 
group ,the time of join/leave. 

 
 
4. A MULTICAST ADMINISTRATION 

METHOD 
 
4.1 Multicast in EPON without Control 
IGMP Proxy can take the task of query-station when there is 
no router in network. Moreover, if IGMP module to be 
enhanced, IGMP Proxy is more convenient than IGMP 
snooping since it head off the all IGMP protocol packets .So 
the scheme we put out is on the basis of IGMP Proxy. 
We give an ordinary IGMP Proxy model first. Fig.4 gives the 
flow. It is the foundation of multicast control & 
administration. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.4. Ordinary IGMP Proxy Model 

 
4.2 Multicast in EPON with Control 
On the basis of the ordinary module，importing the parameter 
we introduced in section 3，we give a controllable multicast 
scheme as the Fig.5 
 
Network management module configure the control 
information of multicast, multicast control module will form 
some access table, such as multicast source table, user table, 
user purview table and etc. When IGMP Proxy module 
process the protocol packet, it must check the access table first, 
and change some ordinary action. In this scheme, the multicast 
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table’s form is not only by protocol packets but also by the 
control module. If a host port is not forbidden to access the 
source, or the source is not legal. (which is configured by 
network management module ),then the join packet in which 
the host port want to join the source will be ignored. 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig.5. Controllable Multicast 
 
4.3 Onu Join the Multicast Group 
When the STB (set-top box) of an onu hope to join the 
multicast group, it will send a join packet to device. Onu 
receive the IGMP join packet, if the host should join a new 
group, onu will send the join packet to OLT. OLT will check 
the administration table to check if the user has rights to get 
multicast stream. If yes ,it will forward it to notify router and 
add this port to the multicast table .If the group have been 
exist, only add this port ,and startup the timer of this port. Else 
if the port has been the membership, only flush the timer. If no, 
the join packet will be dropped. The timer is running. If the 
user’s right is preview, when the timer expires, the port will be 
forced to leave the group and can not received the multicast 
stream any longer. All information will be recorded in the step, 
such as which port, when ,join which group., what is the time 
of start, what is the user’s right, preview. deny or permission? 
All of the information formed log to be viewed by manager. 
 
4.4 Onu Leave the Multicast Group 
When the STB (set-top box) of an onu want to leave the 
multicast group, it will send a leave packet to onu. When 
receive leave packet, the onu will send the packet to OLT. 
OLT send specifically query packet to the user. If not received 
the membership report packet after three query, then delete 
this port from the group. If the group have no member,Delete 
the group and send a leave packet to notify router. Under 
administration, the leave time will be recorded. 
4.5 Membership Query Packets 
When the query packets received from multicast router, OLT 
is responsible for reporting the current group to the router. 
The upper scheme maintains a multicast table, the stream 
forward accruing to the table. From the flow, we know there is 
no control to multicast stream. As long as IGMP protocol 
packets received in the device, multicast table will form, the 
stream will forward. 
 
 
5. CONCULUSIONS 
 
In this paper, we analysis the background of multicast control 

and administration, The paper points out the multicast control 
and administrator have been imported to FTTH, discussed 
some controllable multicast parameter. Finally a multicast 
administration method of EPON is presented. 
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ABSTRACT  
 

QoS Multicast routing has been a very important research issue 
in the areas of network and distributed system. In this paper, we 
propose a new QoS multicast routing algorithm (NQMRA). 
The traditional ant algorithm is improved to be suitable for QoS 
routing problem. Firstly the crossover operation of genetic 
algorithm is used to optimize the solution and quicken the 
convergence. In addition, we modify the state transition rule 
and pheromone updating rule of ant algorithm to effectively 
guide ants’ movement and ensure the feasibility of a solution. 
Simulation results show that NQMRA can find the optimal or 
sub-optimal solution quickly and is a feasible approach to QoS 
multicast routing. 
 
Keywords: QoS, Multicast Routing, Ant Algorithm, State 
Transition Rule, Pheromone Updating Rule 
 
 
1. INTRODUCTION 
 
QoS multicast routing has attracted much interest with the 
emergence of group-based real-time applications that require 
strict quality of service (QoS), e.g., video conferencing, remote 
education, and distributed multimedia service. For group 
communication, multicast is more efficient than unicast, 
because sender only transmits a copy of data to a group of 
receivers instead of sending separate copy to each receiver. 
However, the realization of QoS multicast routing is very 
difficult. Finding a feasible route with two independent QoS 
constraints is NP-complete [1]. The traditional multicast 
routing protocols [1-4] are designed for best-effort data 
delivering, which can not satisfy QoS requirements when 
network resources are scarce. 
 
Some algorithms [5-8], e.g., BSMA [6], KPP [7], provide 
heuristic solutions to the constrained Steiner tree problem, 
which can find the delay-constrained least-cost multicast tree. 
BSMA is based on a search optimization way, which first 
creates a least-delay tree, and then iteratively improves it by 
removing high-cost paths from the tree. KPP applies Prim’s 
algorithm to construct a Steiner tree in a complete graph. These 
algorithms are not suitable for Internet environment because 
they require global network information and have excessive 
computation overhead. 
 
An alternative is to use artificial intelligence (AI) approaches 
such as genetic algorithm [9-10], ant algorithm [11-14] and so 
on. Ant algorithm performs well in solving the Traveling 
Salesman Problem (TSP). Many characteristics of TSP are 
similar to those of QoS multicast routing. Therefore, ant 
algorithm is a viable approach for solving the problem. The 
essential characteristics of ant algorithm include positive 
feedback, distributed computation and greedy heuristic search, 
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which help to solve the NP-hard problem. 
This paper is organized as follows. Section 2 presents the 
network model of QoS multicast routing. Section 3 describes 
the key ideas of algorithm. Section 4 introduces the implement 
procedure. Section 5 is the discussion. Section 6 gives the 
experiment results. Section 7 draws a conclusion. 
 
 
2. NETWORK MODEL 
 
A network can be denoted as a weighted digraph G = (V, E) 
where V is the set of nodes and E is the set of edges. Only those 
digraphs are considered in which there is at most one edge 
between a pair of ordered nodes. Parameters associated with 
each edge represent the current state of the edge. 
 
Suppose T(s, M) denotes a multicast tree, s∈V is the source 
node of the multicast tree, M∈{V-{s}} is a set of destination 
nodes, p(s, t)∈T(s, M) is a path connecting s to t∈M. For 
simplicity, we only consider edges’ QoS constraints and 
assume that all nodes have enough resources. 
 
Definition 1: For any edge e∈E, we define: Delay function 
delay(e), cost function cost(e), bandwidth function 
bandwidth(e), and delay jitter function jitter(e). For T(s, M), 
there are the following relations: 

∑
∈
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Definition 2: Assume that delay constraint of multicast tree is 
DL, bandwidth constraint is BW, and delay jitter constraint is 
DJ. QoS multicast routing is to find a T(s, M), which satisfies 
the following relations: 

DJMsTjitter
BWMsTbandwidth

DLMsTdelay

≤
≥

≤

)),(()3(
)),(()2(

),(()1(
 

Meanwhile, cost(T(s, M)) should be minimal. 
 
 
3. KEY IDEAS OF ALGORITHM 
 
3.1 Data Structure 
To easily realize the algorithm, we devise the data structures of 
ant, edge and node. They are shown in Table 1, Table 2 and 
Table 3. 
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Table 1. Data structure of the ant 
field name Comment 
tabu[] set of nodes passed by the ant 
c cost of the path passed by the ant 
dl delay of the path passed by the ant 
dj delay jitter of the path passed by the ant 

 
Table 2. Data structure of the node 

field name Comment 
bh number of the node 
upnode upstream node of the node 
outdegree out degree of the node 
flag flag denoting whether the node is in tree 

 
Table 3. Data structure of the edge 

field name Comment 
node1 one endpoint of the edge 
node2 another endpoint of the edge 
phero pheromone of the edge 
c cost of the edge 
dl delay of the edge 
dj delay jitter of the edge 
bw bandwidth of the edge 
flag flag denoting whether the edge is in tree 

 
3.2 State Transition Rule 
For ant algorithm, its first task is to choose a neighboring node 
according to the amount of pheromone on edges. To satisfy 
QoS requirements, we modify the state transition rule of ant 
algorithm. The new rule is as follows: 
 
The ant k positioned on node i chooses next node j to move to 
by applying the rule given by Eq. (1) 

⎩
⎨
⎧

=
)1(,

,
otherwiseJ

Rifd
j

k
 

where kd  is the destination node which the ant k is searching, 
J is a random variable selected according to the probability 
distribution given in Eq. (2), R is the following condition 
expression: 
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where ),( kdibw , ),( kdidl  and ),( kdidj  denote bandwidth, 
delay, and delay jitter on edge ),( kdi  respectively, ),( ispk  is 
the path passed by the ant k from the source s to the current 
node i, q is a random number uniformly distributed in [0…1], 
and q0 is a constant. When a neighboring node is the 
destination node and satisfies QoS requirements, the ant k will 
move to the destination node with the probability q0 . 
 
IF R can not be satisfied, the ant k chooses to move to node j 
according to the following probability:  
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where α and β  are two parameters which determine the 
relative importance of pheromone intensity versus heuristic 
information on edge(i, j), ),( jiτ  is the pheromone intensity on 
edge(i, j), ),( jiη  is the heuristic information on edge. We 
set )),(),(/(1),( jidjjidlji +=η . )(iJ k  denotes a set of nodes 
that satisfy the following condition: 
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where ktabu  is the set of nodes that the ant k has visited. 
 
3.3 Pheromone Updating Rule 
For ant algorithm, its second task is to adjust the amount of 
pheromone. In NQMRA, we use the best ant strategy. After all 
ants have completed their paths, the level of pheromone on 
edges along the path visited by the best ant is updated by 
applying the following pheromone updating rule: 
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where ρ (0<ρ<1) is pheromone decay parameter, Q is a 
constant, p(s,t) denotes the path by the best ant from the source 
s to destination node t, ),( jiτΔ  is the pheromone amount left 
on edge(i,j) by the best ant. 
 
How to judge which ant is the best ant? The traditional method 
is that the ant whose path is shortest among all paths is the best 
ant. But the method is not suitable for the multicast routing 
problem. In our algorithm, the best ant can be described as: 

∑
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≤≤ −=
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where m is the number of ants, the path and the multicast tree 
are represented as the set of edges. We take an example in 
Fig.1 to illuminate the idea. 
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Fig.1. An example illuminating the best ant 

 
In Fig.1, the number of nodes and the cost of edges have been 
labeled, and the bold lines denote the multicast tree. Node 0 is 
the source, and 4,9,14 are the destination nodes. Our approach 
of constructing a multicast tree is to find the shortest paths from 
the source to each destination separately by ant algorithm and 
then merge the resulting paths to form a tree. The two paths 
from 0 to 4 and from 0 to 9 have been added into the multicast 
tree. When ants search the destination 14, the path by an ant is 
(0,5,6,11,12,13,14), and the path by another one is 
(0,6,7,12,13,14). The former cost is 64, and the later cost is 66. 
However, the later ant is the best ant. Because the cost 
increment of the multicast tree, i.e. the cost sum of three edges 
(7-12, 12-13 and 13-14), is only 31 when the later path joins 
the multicast tree, and far less than former increment 64. 
 
3.4 Crossover Operation 
In the algorithm, crossover operation belonging to genetic 
algorithm is used to explore new paths and hopefully find 
better paths. In order to perform crossover operation, two 
shorter paths are selected from all paths visited by ants. To 
ensure that the generated paths are still valid, the two paths 
must have at least one common node except the source and 
destination node. If there are many common nodes, one of them 
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will be randomly selected. The chosen node is called crossover 
point. Crossover operation will exchange the first portion of 
path 1 with the second portion of path 2 and vice versa.  
 
It is possible that loops occur after crossover operation is 
executed. Loops can be eliminated by searching the repeated 
nodes along the path and deleting the nodes between the 
repeated nodes. If the results are better, the new paths will 
replace the old paths. 
 
 
4. IMPLEMENT PROCEDURE 
 
Firstly we give some explanations and assumptions as follows. 
Let that there are W destinations, W types of ants, W types of 
pheromones, and every type of ants consists of m ants. We use 
one type of ants to search one destination correspondingly, and 
assume that the properties of pheromone deposited by different 
type of ants are different from one another. T_E and T_N 
denote the set of edges and the set of nodes in the multicast tree 
respectively. 
 
The steps of the proposed algorithm are given as follows: 
Step1: Initialize network nodes. 

Set NC: = 1; (NC denotes a loop counter) 
Initialize every type of pheromone amount on edges; 

Assign initial value to (dl, dj, bw, c) for every edge and 
the constraints (DL, DJ, BW); 

Step2: Initialize multicast tree. 
T_E=φ; 
T_N=φ; 

Step3: From the source node, search a destination node and add 
it into the multicast tree. 
Choose a node d (r) ∈ M randomly with equal 
probability; 
Put the r-th type of m ants to the source node s;  
Every ant puts s into tabu table, and chooses next node j 
by Eq. (1)(2); 
If no node satisfies QoS requirements, the ant will empty 
tabu table, go back to the source node and search again; 
Else the ant moves to j, puts j into tabu table; calculate c, 
dl and dj of the ant k as the following equation: 
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Ants repeat the choice process until all of them reach 
d(r); 
Perform crossover operation; 
Select the best path;  
Update pheromone amount by Eq. (3); 

Step4: check whether all destination nodes have been found. 
M=M-{d(r)}; 
If (M≠φ) then goto step3; 

Step5: merge the best paths from the source to each destination 
to form a multicast tree. 
Suppose that there is a path (s, t1, t2, … , d1) to join. From 
the destination node d1, examine every node along the 
path; 
If NTti _∉ , add node ti and the corresponding edge 
(ti ,ti+1) into T_N and T_E respectively; 

;.1 ii tupnodet =+
 
;deg. ++reeoutti
 

Else if in the multicast tree, the path for s to d1 satisfies 
QoS requirements, then join process ends; else prune a 

branch toward the upstream of the multicast tree until 
the current node 0deg.||_ >∈ reeoutnNTn , and then 
continue the join process from the node ti. 
Compute cost, delay and delay jitter of the multicast tree, 
and save the best result up to now; 

Step6: check stop condition. 
If (NC≤NCmax) 
Then empty tabu table and goto step2; 
Else print the minimum-cost multicast tree; 

 
 
5. DISCUSSION 
 
5.1 Correctness proof 
Theorem 1: The multicast tree found by NQMRA is Loop-free. 
 
Proof: Each ant has tabu table that records the visited nodes, 
and each node has a unique identifier, thus ants do not make 
loop. In crossover operation, the results are examined to ensure 
loop-free by searching the repeated nodes along paths and 
deleting nodes between the repeated nodes. In addition, when 
the best paths join the multicast tree, the pruning operation can 
avoid creating loop; therefore, the generated multicast tree is 
loop-free. The theorem holds. 
 
Theorem 2: The multicast tree found by NQMRA is the 
optimal or sub-optimal tree that satisfies QoS requirements. 
 
Proof: As mentioned before, the ant at current node i will select 
next node j according to the following condition: 
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Thus all paths by ants satisfy QoS requirements. In the merging 
process, the pruning operation ensures the joining path to reach 
QoS requirements. In addition, the paths used by NQMRA are 
the minimum-cost paths; therefore, the constructed multicast 
tree is optimal or sub-optimal. The theorem holds. 
 
5.2 Ant Number 
It is very difficult to determine the needed ant number because 
more ant number can accelerate the convergence of algorithm, 
but will increase the overhead of network. Our algorithm 
ensures that the every path by ants is feasible and avoids a large 
number of useless solutions; therefore, we can set less ant 
number. According to the results of extensive simulation 
experiments, we set ant number m=|V|/5 where |V| denotes the 
number of network nodes. However, many ant algorithms make 
the needed ant number equal the number of nodes in network. 
 
 
6. SIMULATION EXPERIMENTS 
 
The proposed algorithm is implemented and a series of 
simulation experiments are conducted to test the correctness 
and performance of NQMRA. The experiments are conducted 
using a 5×5 mesh network depicted in Fig.2. The parameters 
are set as following: α =1, β = 2,ρ=0.8, m=5, W=5, NC=10, 
q0=0.6. The characteristics of edge can be described by a 
fourtuple (dl, dj, bw, c) where dl, dj, bw, c denote delay, delay 
jitter, bandwidth and cost respectively. The source node is 0 
and the set of destination nodes is {4, 9, 14, 19, 24}.  
 
Suppose delay constraint DL=20, delay jitter constraint DJ=30 
and bandwidth constraint BW=40, the generated multicast tree 
is shown in fig.3 (a). Cost, delay and delay jitter of the tree are 
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129, 20 and 30 respectively. 
Suppose DL=30, DJ=40 and BW=40, the generated multicast 
tree is shown in fig.3 (b). Cost, delay and delay jitter of the tree 
are 122, 26 and 39 respectively. The convergence curves of 
NQMRA are in Fig.4. The figure shows the cost curve of 
NQMRA declines continuously, the optimal solution can be 
found quickly, and the curves of delay and delay jitter vibrate 
slightly. 
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Fig.3. Generated multicast trees 
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Fig.4. Convergence curves of NQMRA 

 
 
7. CONCLUSIONS 
 
We present a new QoS multicast routing algorithm based on ant 
algorithm. The algorithm has the following characteristics: (1) 
NQMRA considers multiple QoS metrics to construct a 
minimum-cost multicast tree. (2)NQMRA can find the optimal 
or sub-optimal solution quickly and has good performance. (3) 

In NQMRA, each node forwards ants only to one neighboring 
node instead of all near nodes, and no routing table is 
exchanged between nodes, therefore, compared with flooding, 
it has very small overhead. 
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ABSTRACT  
 

This paper proposes the Reverse Path Join Multicast protocol 
based on the probability(RPJMPP).The RPJMPP will discover 
some paths which can’t easily reach the target sender. The 
probe message won’t be forwarded from the discovered paths. 
So the flooding is avoided. Using analysis, the complexity of 
RPJMPP is O(n) and the number of probes in the RPJMPP is at 
most the number of probe messages in the directed reverse path 
join (DRPJ)protocol. Through simulation, it is shown that the 
RPJMPP protocol reduces probe messages. 
 
Keywords: Multicast, the Directed Reverse Path Join (DRPJ) 
Protocol, Probability 
 
 
1. INTRODUCTION 
 
Multicast is a selective one-to-many transmission mode [1,2] . 
Only a singe transmission is necessary for sending the same 
information to n receivers, while n independent transmissions 
would be required using one-to-one unicasting. To take full 
advantage of the bandwidth property, it is important to find 
paths that are shared by receivers. The collection of paths forms 
a multicast tree. In a multicast tree, the multicast sender is the 
root and group members are a subset of all the nodes in the 
network. Because multicast membership is dynamic, meaning 
each receiver can join and leave a multicast session at any time ,  
multicast routing is needed to find the best path from a joining 
node to a multicast neighbor node [3,4,5] . The neighbor node 
is currently a part of the multicast tree for the requested 
multicast session. Each receiver initiates the neighbor search to 
find the path whenever it wants to join a multicast session .For 
searching a path, a joining node sends a probe message. The 
intermediate nodes forward all new probe message and discard 
previously forwarded probe messages. So the probe message 
will produce more probe messages. These probe messages will 
traverse the network and record the paths. 
 
One of the most significant problem in current multicast 
protocols is the large messaging overhead to find the best 
multicast neighbor. The high messaging overhead becomes an 
especially serious problem if multicast membership changes 
dynamically. In this paper, a new strategy is proposed to reduce 
overhead. 
 
The remainder of this paper is organized as follows. In Section 
2,existing work in multicast routing is reviewed focusing on the 
Flooding with TTL[6] and the directed reverse path join( DRPJ ) 
protocol[7].In section 3, the new protocol is described .Section 
4 contains a simulation comparision. Section 5 is a conclusion. 
 
 
2. THE FLOODING WITH TTL AND THE DRPJ 

PROTOCOL 
 

                                                        
 * Supported by National Natural Science Foundation of 

China(90104005).  

2.1 The Flooding with TTL 
0         8         16          24       31 

SID 
JID 
MID 

TS CTTL AS list length 
AS1 ID 

… 
ASn ID 

Fig.1. The probe message 
 

The flooding with TTL is the basic protocol and finds paths by 
flooding the probe message. It reduces the overhead by a TTL 
scope. The probe message is shown in Fig.1. The key fields of 
the probe message contain: 
    Sender ID(SID) 
    Joining node ID(JID) 
    Multicast session ID(MID) 
    Timestamp(TS) 

  CTTL 
SID,JID and MID can be IP addresses. They respectively specify 
a sender,  a joining node and a multicast session. Multicast 
group membership is specified by a combination of the sender 
ID and the multicast session ID. Timestamp is a unique 
sequence number which distinguishs the current join request 
from previous requests. According to the timestamp in probe 
messages, the intermediate node will discard the previously 
forwared probe messages. As a probe message traverses a 
network, it records each autonomous system (AS) on its path. If 
a matching (SID, MID) pair is found in the local routing table, 
the intermediate node is a multicast neighbor node of the 
requested multicast group. When a probe message reaches one 
of the multicast neighbor nodes, flooding of the probe message 
is stopped and the list of the propagated intermediate nodes is 
returned directly to the joining node. From this reply 
message,the joining node determines the path to one of the 
multicast neighbor nodes. 
 
The flooding with TTL protocol adds the TTL field (CTTL) to 
limit the flooding area. The TTL field is set to some threshold 
value(usually the hop-count distance from the joining node to 
the sender is used) before the probe message is flooded . On 
each hop, the TTL field is decreased by one.When the TTL 
field reaches zero,the probe message is dropped. 
 
By the flooding with TTL protocol, multiple paths from the 
joining node to neighbor nodes will be found . The joining 
node selects one of the shortest path or the earliest returned 
path from some reply messages. 
 
2.2 The DRPJ Protocol 
The goal of the DRPJ protocol is to have the capability for 
multiple path search without blindly flooding probe messages. 
The DRPJ protocol introduces the concept of Maximum 
Deviation in hop count(DMD).The DMD specifies the maximum
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tolerable extra path length beyond the shortest path . The DMD 
field conveys a joining node’s end-to-end delay requirement to 
all intermediate nodes receiving the probe message. If 
DMD=K,all paths longer than the shortest paths up to K hops 
will be searched .Before the probe message is flooded from 
the joining node , the CTTL field is set as CTTL = Dj+DMD 
where Dj is the shortest distance from the joining node to the 
sender. 
 
The information included in the probe message for the DRPJ 
protocol is the same as the Flooding with TTL protocol. 
Suppose that the shortest distance to every other node is 
known at each node in a network. Pseudocode for the DRPJ 
protocol is shown in Fig.2. 

 
Fig.2. The DRPJ protocol at an intermediate node i 

If there is a matching (SID,MID) pair,a reply message is 
returned to the joining node by the intermediate node.If there 
exists no matching ( SID, MID ) pair , the procedure (line7,8, 9, 
10,11 in Fig3) is performed.The comparision between CTTL 
and Di ensures that a probe message will propagate further 
only if it is within a maximum deviation from the shortest path 
specified by the joining node. 
 
 
3. THE REVERSE PATH JOIN MULTICAST 

PROTOCOL BASED ON THE 
PROBABILITY( RPJMPP) 

 
The DRPJ protocol will produce a lot of probe 
messages(line10 in Fig2) if an intermediate node isn’t the 
neighbor node.The RPJMPP attempts to select a subset from 
all outgoing ports to forward the probe message. 
 
3.1 The Basic Principle of the RPJMPP 
The probe message is to find a path between the joining node 
and the target sender. These paths in these probe messages 
don’t reach the requested neighbor node.When a port receives 
a large number of probe messages for the same multicast 
group , succedent probe message for the same multicast group 
is possibly far away from the sender if they are forwarded 
from the port. 

 
Fig.3. A part of network topology 

For example,Fig.3 shows a part of network topology. The 
node i is a non-neighbor node for the sender s. Suppose that 
both the port3 and the port4 receives a large number of probe 
messages for the target s and m.And the intermediate node i 
records the instance.When port5 receives a probe message P 
for the target s and m , the node i searches the records.Then 
the node i forwards P through port1 and port2.P won’t be 
forwarded through port3 and port4.However, the DRPJ 
protocol will forward P through port1,port2,port 3 and port 4. 

 
3.2 Description of the RPJMPP 
The RPJMPP protocol introduces the probe table and the 
forwarding probability function.Each intermediate node has a 
probe table to record instances.The forwarding probability 
function helps reducing the probe messages and avoids 
missing some paths. 
 
The probe table is a quad-tuple < S, M, PN, N>. s is an SID ( s 
∈S ). m is an MID ( m ∈M ). pn is a port number in an 
intermediate node ( pn ∈PN ). n is a counter(n ∈N), which 
records the number of received probe messages for target s 
and m on the port pn.Part of buffers is reserved to store the 
probe table at every intermediate node.The probe table isn’t 
too large.Its maximum lenghth is limited .By the queue 
rule,the probe table is managed and updated. Because the 
topology changes dynamically,the content of the probe table is 
periodly cleared out. 
 
p(n) is the forwarding probability function(p(n) ∈[0,1]).It 
gives the forwarding probability of received probe messages 
for target s and m through the port pn.The forwarding 
probability function p(n) should be inverse proportional to the 
number of received probe messages according to the example 
in Fig.3.And it can’t fall too fast at the beginning.For 
computing simply,the  p(n) is definded as follows: 
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n is the number of received probe messages for target s and m 
from certain port on the intermediate node i.T is the 
threshold(T∈N,N is the set of the natural number).When the 
number of received probe messages for target s and m is not 
more than T from the port pn,the intermediate node will 
absolutely forward a new probe messages for target s and m 
from the port pn(Because of p(n)=1).If the number of received 
probe messages for target s and m is more than T from the port 
pn, the intermediate node will probably forward the new probe 
messages for target s and m from the port pn.The forwarding 
probability is p(n)(p(n)<1). 
 
If there isn’t a matching record (s,m,pn,*) for certain pn(* 
stands for the wildcard character),a new probe message for 
target s and m will be definitely forwarded from the port 
pn.That is,the forwarding probability is regarded as 1. 
 
Initially the TTL field is set to the hop-count distance from the 
joining node to the sender. Pseudocode for the RPJMPP at 
certain intermediate node i is shown in Fig.4.If there is a 
matching (SID,MID) pair,a reply message is returned to the 
joining node by the intermediate node . If there exists no 
matching (SID, MID) pair , the procedure(line6,7,8,9,10,11 in 
Fig4) is performed. First the CTTL and the record in the probe 
table are updated.If the requested delay can be satisfied,the 
RPJMPP will compute a  forwarding probability p(n) for 
every port except for the one P was received.Then the new 
probe message will be forwarding based on every port’s 
forwarding probability except for the one P was received.The 

3 
4 
5 

2
1 
 i

s 

s     :the sender of multicast session m 
●     :a neighbor node for the target s and m 
〇     :a non-neighbor node for the target s and m 
numbers:the port number of the node i 

1.  Receive a new probe message P 
2.  if  (i is a part of the multicast tree for the sender)  then 
3.   /* a :the address field of the probe message 

iID :the ID of the node i   
Di is the shortest distance between node i and the sender*/ 

4.   R.a=P.a+iID and R.b=Di 
5.   Send a reply message R back tothe joining node 
6.  else 
7.   P.CTTL=P.CTTL-1 
8.   if (P.CTTL>Di) then 
9.    P.a=P.a+iID 
10.   Send P from all outgoing ports except for the one P was received 
11.  end-if 
12. end-if 
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primary difference of the RPJMPP is to forward P from the 
part of ports which is the subset of all outgonging ports except 
for the one P was received .By searching the probe table and 
computing,some ports should be avoided when the probe 
message is forwarded. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4.  RPJMPP at an intermediate node i 
 
3.3 Complexity Analysis 
First of all, an intermediate node is to determine whether it is a 
multicast neighbor of the requested multicast session when it 
receives a probe message.When the RPJMPP finds a matching 
( SID, MID) pair in the local routing table(line 2 in Fig.4) , a 
linear search is required which is in the order of O(n) (n is the 
average of multicast session active at an intermediate node at a 
given time)[9].All other operations require a constant time.It is 
similar to the DRPJ protocol. 
 
3.4 Probe Message Overhead 
When the intermediate node isn’t the neighbor node, the 
RPJMPP forwards P.If the forwarding probability is equal to 1 
for every port except for the one P was received. The RPJMPP 
sends P from all outgoing ports except for the one P was 
received.It’s similar to the DRPJ protocol.If the forwarding 
probability is less than 1 for part of ports, probably some ports 
don’t send P.So the number of the copied probe messages is 
less than that of the DRPJ protocol. Therefore, the number of 
probes in the RPJMPP is at most the number of probes in the 
DRPJ protocol. 
 
 
4. SIMULATION 
 
The DRPJ protocol excels the flooding with TTL[7].We 
program to compare  the DRPJ protocol and the RPJMPP 
using VC++.A network topology including 100 nodes is 
randomly produced.10 multicast trees will be constructed.The 
maximum length of the probe table is 30.The threshold T is 
10.The cycle of clearing is 20 seconds.DMD in the DRPJ 
protocol is set to zero.The result is shown in Fig.5. 
 
In the beginning,the probe table is null and the neighbor nodes 
are few.The number of probes in the RPJMPP is basically 
equal to the number in the DRPJ protocol and rapidly 
increases . After a period, the probe tables are not null and 
some intermediate nodes become the neighbor nodes.The 
number of probes decreased and keeps stably.The number of 
probes in the RPJPMM protocol is less than the number of 

probes in the DRPJ protocol. 
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Fig.6. the time of requests for RPJMPP 

 
The intermediate node forwards probe messages based on the 
probability p(n).In other words, the intermediate node discards 
probe messages based on the probability 1-p(n).So it’s 
possible that a joining node doesn’t receive a reply message. If 
its counter expires, the joining node will repeat the joining 
request. The time of repeating requests is shown in Fig.6 for 
the RPJMPP. Fig.6 shows that the majority of the joining 
nodes send requests only once. 
 
5. CONCLUSIONS 
 
This paper proposes the new RPJMPP protocol. By the probe 
table, it selects a subset from all outgoing ports to forward the 
probe message and reduces probe messages. Evaluation shows 
that the complexity is equal to that of DRPJ protocol .The 
simulation shows that the RPJMPP helps reducing probe 
messages, too. 
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1.  Receive a new probe message P from the port pn 
2.  if (i is a part of the multicast tree for the sender) 
then 
3.   R.a=P.a+iID  and R.b=Di 
4.   Send a reply message R back to the joining node 
5.  else 
6.   P.CTTL=P.CTTL-1 
7.   update the probe table set n=n+1 where (s=P.s & 
m=P.m & pn=pn) 
8.   if (P.CTTL>Di) then 
9.    P.a=P.a+iID 
10.   Computer the forwarding probability p(n) and 
send P from the port based on 

 the probability p(n)for every port except for the 
one P was received 
11.  end-if 
12. end-if 



The Reverse Path Join Multicast Protocol based on the Probability 

 

218 

internetworks and extended LANs,” ACM Transaction 
on Computer Systems, 1990, 8(2): 85~110. 

[7] Fujinoki H, Christensen K.J, “The directed reverse path 
join(DRPJ)protocol: an efficient multicast routing 
protocol,” Computer Communication, 2001, 24: 1121~ 
1133. 

[8] Fujinoki H, Christensen K, “The new shortest best path 
tree (SBPT) algorithm for dynamic multicast tree,” in 
Proceedings of the IEEE 24th Conference on Local 
Computer Networks,1999:204~211. 

[9] Hui Lü, Yanxiang He, et.al, “The Balancing –Flow 
Reverse Path Join Protocol based-on Multicast,” in 
Proceedings of the 17th Conference on Parallel and 
Distributed Computing and Systems, November 
14-16,2005, Phoenix, AZ, USA:   454~458 

[10] YAN Wei-Min, Wu WeiMin, Data Structure, Tsinghua 
University Press,2001. 

 



DCABES 2007 PROCEEDINGS 

 

219

A Path Collection Mechanism Based on AODV Protocol in Ad Hoc Network* 
 

Jiande Lu1, Zhenzhong Wang1, Yuan Guan2 
1Dept. of Computer Engineering, Soochow University 

Suzhou, Jiangsu 215006, P.R.China 
2Dept. of Elementary Education, China Pharmaceutical University 

Nanjing 210009, P.R.China 
Email: 1lujiande@suda.edu.cn, 2peacemay@163.com 

 
 
ABSTRACT  
 

An optimization scheme to AODV protocol through path 
collection is examined and proposed. This mechanism adopts 
the path collection scheme in DSR protocol to improve the 
performance of AODV, meanwhile it avoids being affected 
by the high running overhead and weak scalability of DSR 
protocol. Results obtained by Network Simulation (NS) 
shows that the optimized AODV mechanism performs 
effectively in terms of packet delivery ratio, routing overhead 
and end-to-end delay. 
 
Keywords: AODV, DSR, AODV-PA, Path Collection, Ad 
Hoc Network 
 
 
1.  INTRODUCTION 
 
The ad hoc on-demand distance-vector (AODV) is an 
on-demand dynamic routing protocol. The main advantages of 
AODV are: using the sequence number avoiding route 
looping; supporting intermediate nodes reply making the 
source node find routes fast; not carrying path information in 
the packet header to save network bandwidth; only storing the 
needed routes in nodes to decrease memory occupied; good 
expansibility.[1,2,3,5] 
 
But to a certain extent, AODV’s way of destination-oriented 
route searching limits the ability of finding out routes by the 
source nodes and results in many unnecessary route discovery 
procedures. To solve this problem, the designers of AODV 
proposed a protocol with path collection—AODV-PA[4] 
(AODV with path accumulation). It adopts the path collection 
scheme from DSR[7], and can find out more routes in one 
route discovery procedure and reduce the amounts of route 
requests obviously. This protocol suits for the networks 
whose data transfer requests are frequent. [2] But AODV-PA 
also introduces the disadvantages of DSR including: taking 
additional information in control packets bring larger 
overhead; adding RREQ and RREP processing in each node 
causing the longer processing time and  the response time to 
route requests.  
 
This paper proposes another path collection mechanism based 
on AODV—AODV-PC (AODV with Path Collection) that 
aims for promoting performance of AODV and keeping away 
from the disadvantages of DSR after adopting path collection 
scheme of DSR. This paper, at first, analyses the limits of 
AODV’s ability to search routes and examines the scheme of 
AODV-PA to solve these problems, then illustrates the design 
of AODV-PC in detail, and simulates these three protocols in 
NS2 platform in different scenes. Simulation results show 
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AODV-PC has the best performance and efficiency compared 
to AODV and AODV-PA in packet delivery ratio, routing 
overhead and end-to-end delay. 
 
 
2.  OVERVIEW OF AODV AND AODV-PA  
 
2.1 AODV 
The AODV is an on-demand dynamic routing protocol that 
uses routing tables with one entry per destination. All routes 
will be discovered only when needed. When a source node 
needs sending packets to a destination and there is no route to 
this destination in the source node’s routing table, it generates 
a Route Request (RREQ) message and broadcast it. The 
destination or any other intermediate node that has a current 
route to the destination in its routing table would send back a 
Route Reply (RREP) message to the source node. 
 
When an intermediate node receives a RREQ message, first, it 
will update its routing table for a reverse route to the source if 
necessary, then if the route to the destination exists in its 
routing table, it will generate a RREP message and unicast it 
to the next hop toward the source, otherwise the received 
RREQ message will be broadcasted again. Similarly, the 
forward route to the destination will be updated if necessary 
when an intermediate node receives a RREP message, and the 
RREP message will be unicast to the next hop toward the 
source, as indicated by the reverse route. 
 
In AODV, the nodes maintain local connectivity by 
broadcasting local Hello messages or listening for packets 
from its set of neighbours. If a node does not receive any 
packets from its neighbour for more than one period of time, 
the node should assume the link to this neighbour is currently 
lost, and a Route Error (RERR) will be generated and sent to 
all its precursors that communicate over the broken link with 
the destination. 
 
The AODV on-demand approach minimizes routing table 
information because each node stores only one path per 
destination and obtains just one route in a route discovery 
procedure. However, this potentially leads to a large number 
of route requests being generated. 
 
As an example, consider nine nodes S, A, B, C, D, E, F, G 
and D shown in Fig.1.Node S wants to send data to node D. 
Since S does not have a route to D in its routing table, it 
broadcasts a RREQ message. A receives the RREQ message, 
updates its routing table for the reverse route to S if necessary, 
and forwards the request since it also has no route to D. 
Similarly, the RREQ message is processed by the nodes E, F, 
G, B and C. When a RREP message is generated by a node, 
say node D, it unicasts RREP message to the next hop in the 
reverse route -- node C. Node C receives the RREP message, 
updates its routing table for the forward route to D, and sends 
RREP to the next hop in the reverse route – node B. Similar 
process in the node B, A, G, F and E. When this cycle is 
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completed, the node S, A, B, C, E, F, G and D just obtain the 
route to S and D, but all the routes to the intermediate nodes 
such as A and B can not be obtained by this route discovery 
procedure. To improve the performance of AODV, Sumit 
Gwalani Elizabeth M. Belding-Royer and Charles E. Perkins 
modified AODV and published AODV-PA. [4] 
 

 
 
2.2 AODV-PA 
AODV with Path Accumulation (AODV-PA) modifies the 
AODV to enable path accumulation during the route 
discovery cycle. This method of path accumulation is similar 
with Dynamic Source Routing (DSR) [7]. When the RREQ 
and RREP messages are generated or forwarded by the nodes 
in the network, each node appends its own address on these 
route discovery messages. So the RREQ and RREP packets 
contain a list of all the nodes traversed. Each node also 
updates its routing table with the information of the traversed 
nodes contained in the control messages. So after a source 
node establishes route to a destination node, it also establishes 
routes between the end node and the intermediate nodes. 
 
As shown in Fig.1, for example, the node S broadcasts a 
RREQ message to query node D. When the RREQ message 
passes node A, node A updates its routing table for the reverse 
route to S and appends its own address to the RREQ packet 
and then forwards it. Node B receives the RREQ message, it 
updates its routing table for the reverse route to S and A, 
before forwarding, it appends its own address to the RREQ 
packet. Similarly node C updates the routing table for route to 
S, A and B, while D updates the routing table for route to S, A, 
B and C. The same things occurres with RREP message. 
 
When the source node S has built its route to the destination D, 
it has also learnt the routes to the intermediate nodes. So if the 
source node has the requirements of communication with 
these intermediate nodes, it does not need to start another 
route discovery procedure so as to decrease the number of 
route discovery procedures as compared to basic AODV. This 
design scheme increases the efficiency of AODV. However, 
there are three primary disadvantages of AODV-PA. First, it 
increases the delay of route query. Second, most of the 
discovered routes in a discovery cycle are unidirectional 
routes, just reverse routes. Third, the route request packets 
flooding results in costly MAC layer overhead. 
 
 
3.  OPTIMIZATION DESIGN IN AODV-PC  
 
As the processing in the path collection scheme of DSR, if 
each node, after normal processes of RREQ and RREP 
messages, needs to additionally deal with the intermediate 
nodes information gathering, the scheme will delay the route 
discovery procedure, and the large packets flooding will 

increase the network overhead. Thinking of these problems, 
AODV can be optimized with the path collection mechanism 
in such a way: when AODV completes route discovery 
procedure, a control packet is sent to collect path information. 
With this method, AODV would not delay routing process, 
but also can establish more routes along the optimization path, 
and the control packet gathering path information unicasts and 
this would not increase network overhead as flooding. In this 
optimized scheme, the source node and the destination node 
initialize the route collection procedure respectively and 
establish bidirectional routes between source and destination. 
 
Based on above analysis, this paper proposes another path 
collection mechanism—AODV-PC (AODV with Path 
Collection). The mechanism keeps the control packet types 
and route discovery procedure of AODV and adds the 
following processing: 
 
If the destination node replies a RREP message, after sending 
RREP, the destination node sends a CRREP message to 
source node. Fig.2 shows the packet format of CRREP, the 
additional field is used to gather the information of 
intermediate nodes along the path. The node receiving 
CRREP message updates or creates the routes to the nodes 
between the destination node and itself according to the 
CRREP additional field, and appends itself to the end of the 
additional field. After source node receives RREP message, it 
will also sends CRREP message to the destination node and 
each intermediate node processing is the same. 
 
If the intermediate node replies a RREP message, then the 
source node will sends CRREP message to the destination 
node after it receives RREP from the intermediate node. The 
destination node will also send CRREP message to the source 
node after it receives the unpaid RREP message, and all the 
intermediate nodes processing to CRREP is the same as 
above. 
  

 
 
In order to illustrate AODV-PC mechanism, we take an 
example as the following. As shown in Fig.1, the node S 
broadcasts a RREQ message to query node D. When D 
receives RREQ message it will send back a RREP message 
and a CRREP message to node S along the reverse route, and 
record every intermediate node IP in CRREP. The source 
node also sends a CRREP message to the destination node 
after it receives RREP. Each node receiving a CRREP 
message appends itself to the CRREP’s additional field and 
forwards this CRREP message. When CRREP message goes 
through node B, it adds route to node C into routing table, and 
when CRREP message goes through node A, it will add 
routes to node B and C into routing table, and in the end when 
CRREP goes to node S, it will add routes to A, B and C into 
routing table.  

Type Reserved Hop Count 

Destination IP Address 

Destination Sequence Number 

Path Node IP Address 

Path Node Sequence Number 

(additional path node IP address and sequence number pairs)… 

 
Fig.2. The Format of CRREP 
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Fig.1. A Simple Network Topology 
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In another case, if RREQ broadcasts to an intermediate node, 
say node B, and there is a route to D in B’s routing table, then 
B sends RREP to the source and destination node. After the 
source node receives RREP or the destination node receives 
unpaid RREP, they will send CRREP message. The 
intermediate nodes receiving this CRREP message process in 
the same way as above. After this procedure, the routes from 
node S to node D and to each intermediate node are 
established. 
 
 
4. SIMULATION AND PERFORMANCE 

ANALYSIS 
 
4.1 Simulation Environment And Test Factors 
To Study the performance of AODV-PC, this paper uses the 
NS2 platform to simulate the AODV-PC, AODV-PA and 
AODV, and compares their performances and efficiencies 
based on the simulation results. The standard AODV protocol 
uses the aodv-uu 0.8 source code. (developed by Uppsala 
University), the AODV-PC and AODV-PA source codes are 
developed by modifying the aodv-uu 0.8 code.  
 
The simulation environment is free space module, and there 
are 50 nodes randomly placed on a rectangular 1000 m * 
1000m area. The transmission range of each node is 250 m. 
The max number of connections from source to destination is 
20 and the packet sent rate at source node is 2 packets/s. Data 
streams use TCP or CBR (continuous bit-rate), the packet size 
of CBR is 512 byte. The different five speeds of mobile nodes 
are 0 m/s, 5 m/s, 10 m/s, 15 m/s and 20 m/s in five scenarios. 
Once the destination is reached a position, another random 
destination is targeted after a 30s pause. The total simulation 
time is 500s, and each data point in the follow figures is the 
average of 3 runs with the same scenarios configuration but 
different random seeds. 
 
The factors to estimate the routing protocols’ performances 
are: Routing Overhead which is the number of control packets, 
Packet Delivery Ratio which is the number of packets 
received by all of the nodes divided by the number of packers 
sent by all of the nodes, End-to-End Delay which is the 
average travel time of packets from source to destination. 
 
4.2 Simulation Results Analysis 
• the Routing Overhead  
 

 
 

 
 
Fig.3 and Fig.4 show the comparison of the three protocols’ 
routing overheads under different nodes’ mobile speeds. As 
shown in these two figures, the overheads of the three 
protocols are increased while the nodes’ mobile speeds 
become higher. This is because while the nodes move more 
quickly, the links break more frequently, the probability of 
exiting routes being useless is promoted, so the times of route 
discovery procedures increased. Between the three protocols, 
AODV-PC and AODV-PA are obviously better than AODV. 
Because the path collection scheme lets routing protocols can 
find more route information and reduce times of the route 
discovery procedures, so results in less overhead. 
 
Although the AODV-PA’s control packet size is larger, its 
number of control packets is much less than AODV. The cost 
of lots packets to snatch channels is larger than the cost of 
long packets, [6] so AODV-PA is more efficient than AODV 
in routing overhead factor. Between the two better protocols, 
AODV-PC is better than AODV-PA, this is because 
AODV-PC not only uses CRREP packet to collect route 
information and reduce overhead but also uses unicast way to 
transmit CRREP packet and reduce the routing overhead. 
When data steams uses TCP, the AODV-PC’s advantage is 
more obvious. AODV-PA can find more route information 
than AODV-PC, but the excessive routes established are 
unidirectional routes. When one sender sends TCP segments 
through these routes, the receiver needs to initiate route 
discovery procedure to find the sender, so the routing packets 
of AODV-PA is not less than AODV-PC’s, plus the 
advantage of less packets’ size, AODV-PC is better than 
AODV-PA in routing overhead factor.   
 
• Packet Delivery Ratio  
Fig.5 and Fig.6 show the comparison of the three protocols’ 
packet delivery ratio under different nodes’ mobile speeds. 
While the nodes’ mobile speeds become higher, the links 
break more frequently and packet delivery ratios of the three 
protocols go down. AODV-PC and AODV-PA’s packet 
delivery ratios are better than AODV’s. This is because the 
frequent changing topology results AODV needs more control 
packets to find the broken routes, this increases the failing 
transfer ratio caused by collisions. And AODV-PC is more 
efficient than AODC-PA in packet delivery ratio factor. 
Because AODV-PA uses RREQ and RREP to carry path 
information, this results RREQ packets’ size becoming larger 
continually flood in whole network, make more collisions and 
lower packet delivery ratio.  
 
When data streams uses TCP, the packet delivery ratio is very 
high because of TCP’s reliable data transfer, and the failings 
are just caused by topology changes. AODV-PC is also little 
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better than AODV-PA, because AODV-PA’s control packets 
are not less than AODV-PC’s and AODV-PA’s larger 
packets’ size is easier to make collisions as described in 
previews. 
 

 
 

 
 
• End-to-End Delay  
 

 
 

 

 
Fig.7 and Fig.8 show the comparison of the three protocols’ 
eng-to-end delay under different nodes’ mobile speeds. As 
shown in these two figures, the end-to-end delays of the three 
protocols are increased while the nodes’ mobile speeds 
become higher. This is because while the nodes move more 
quickly, the links break more frequently, the waiting time of 
data transfers is longer, so the end-to-end delay becomes 
longer. Compared to AODV, the efficiency of AODV-PC and 
AODV-PA is better. Because AODV needs more route 
discovery procedures to find new routes and the waiting time 
to deliver data packets is longer. The path collection scheme 
lets AODV-PC and AODV-PA can find more routes in one 
route discovery procedure and some data packets can transmit 
along these route paths, so it shortens the end-to-end delay. 
 
Because of longer time to establish route in AODV-PA than 
in AODV-PC, the waiting time of data packets in senders is 
longer in AODV-PA, so the efficiency of AODV-PC’s 
end-to-end delay is better than AODV-PA’s. As described in 
4.2.1 and 4.2.2, the advantage of AODV-PC is more obvious 
when data using TCP. In end-to-end delay factor this 
conclusion also stands. 
 
 
5.  CONCLUSIONS 
 
This paper proposes a routing mechanism called AODV-PC 
which imports the path collection scheme from DSR protocol 
to AODV protocol, lets AODV establish more routes in one 
route discovery procedure. Simulation results show that this 
paper’s optimized mechanism have better performance in 
packet deliv- ery ratio, routing overhead and end-to-end delay 
than another path collection mechanism—AODV-PA. The 
paper is with a view to promoting performance of AODV, and 
while AODV protocol becoming more and more perfect, it 
will play a more important role in future MANET application.   
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ABSTRACT  
 

Majority of the routing protocols proposed till date are based 
on the hop-count metric. Hop-count based protocols try to 
find a shortest path to destination. However, this metric is not 
fully applicable to the Ad Hoc Networks that Mobile node due 
to topology changes. Around this issue, with the conception 
such as older links more stable which used in ABR, we 
propose a stability based routing protocol SAODV using 
AODV as the basic routing protocol, this protocol use routing 
stability as a metric to select route and the goal is to find a 
longer survival time of route, simulation results show that 
SAODV better than AODV in packet delivery fraction, 
routing load and other aspects. 
 
Keywords: AODV, SAODV, Stability, Routin Protocol 
 
 
1. INTRODUCTION 
 
A Mobile Ad Hoc Network (MANET) [1] is a wireless 
network consisting of mobile nodes, which can communicate 
with each other without any infrastructure support. In these 
networks, nodes typically cooperate with each other, by 
forwarding packets for nodes which are not in the 
communication range of the source node. 
 
Typically, routing protocols are classified according to the 
route discovery philosophy, into either reactive or proactive.  
Reactive protocols are on-demand. Route-discovery 
mechanisms are initiated only when a packet is available for 
transmission, and no route is available. The proposed 
on-demand routing protocols include an ad-hoc on-demand 
distance vector routing (AODV) [2], dynamic source routing  
(DSR) [3], temporally ordered routing algorithm (TORA) [4], 
signal stability routing (SSR) [5], associativity-based routing 
(ABR) [6], and location-aided routing (LAR) [7]. On the other 
hand, proactive protocols are table-driven. Routes are 
precomputed and stored in a table, so that route will be 
available whenever a packet is available for transmission. 
Table-driven routing protocols include destination sequenced 
distance vector routing (DSDV) [8], cluster-head gateway 
switch routing protocol (CGSR) [9,10], wireless routing 
protocol (WRP) [11], adaptive distance vector routing (ADVR) 
[12]. In our work, we see the classification from a different 
perspective.  
 
We classify routing protocols on the basis of metrics 
considered by them. We broadly classify routing protocols 
into hop-count based, and stability based. Each of these 
classes of routing protocols can be either proactive or reactive. 
Majority of the routing protocols proposed till dates are based 
on the hop-count metric. Hop-count based algorithms typically 
try to optimize the length of the route. Another category based 
on link stability is unique to wireless network. Link stability 
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refers to the ability of a link to survive for certain duration. 
The higher the link stability, the longer is the link duration. 
The stability of a link depends on how long two nodes, which 
form that link, remain as neighbors. Two nodes are neighbors 
when they remain within each other’s communication range, 
or the signal strength is above certain threshold. Mobility 
causes link breakage and leads to route recovery. A more 
stable link should therefore be preferred. A crucial issue with 
stability based routing algorithm is that much longer routes 
can be obtained compare to hop-count based routing. 
 
In this paper, we propose a protocol called stability based 
routing protocol SAODV that considers stability metric. 
SAODV uses AODV (which is hop-count based) as the basic 
routing protocol and uses hello message mechanism 
computing link stability. Simulation results show that SAODV 
performs better than AODV.   
 
The remainder of this paper is organized as follows. In Section 
2, we present related work on stability based routing protocol. 
Section 3 describes an SAODV routing protocol in detail. 
Performance evaluation via simulation is presented in Section 
4 and the conclusion is drew in Section 5.  
 
 
2. RELATED WORK 
 
As many popular MANET routing algorithms are hopcount 
based, we will present related work on stability based routing 
protocols in this section. 
 
Path stability depends on the availability of all the links 
constituting the path. A link is available when the radio quality 
of the link satisfies the minimal requirement for a successful 
transmission. Stability based protocols use stability as the 
routing metric. The implicit goal of most stability based 
routing protocols is to find and select the longest lived routes. 
The difference lies in how the stability of a link is estimated 
and how these link estimates can be combined to form 
end-to-end estimates. 
 
Associativity Based Routing (ABR) [6] is probably the first 
protocol in the class of stability based protocols for MANETs. 
In ABR, a new metric called associativity is defined to 
determine link stability. In simple terms, ABR is based on the 
idea that nodes which are neighbors for a threshold period are 
more likely to remain as neighbors for longer time, or less 
likely to move away. ABR assumes that after the threshold 
period, nodes move with similar speeds and directions and 
tend to stay together.   
 
Signal Stability based Adaptive (SSA) [5] is a routing protocol, 
which finds route based on signal strength and location 
stability. In SSA, a mobile node measures the signal strength 
received from other nodes, and this information is used to 
estimate the link stability between them. The location stability 
mechanism is considered only as a supplement to 
signal-strength measurements. Simulation results in [5] shows 
that the performance of SSA with location stability 
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mechanism is not much better than a simple shortest path 
algorithm. 
 
The protocol RBAR[13] is an extension to SSA which assigns 
a threshold to the level of signal-strength and based on this 
threshold choose the routes. This protocol suffers from the 
disadvantage of having to choose the optimal threshold values. 
stability and hop-count based routing algorithm (SHARC) [14] 
is a algorithm which using DSR as the basic routing protocol. 
which finds the most stable route among the set of shortest 
hop routes. The stability of a path is calculated using a simple 
histogram based estimator. Performance evaluation of 
SHARC shows that it performs better than purely stability 
based and purely hop count based algorithms in terms of 
throughput of long-lived flows and response time of short data 
transfers.  
In our work, we use AODV as the basic routing protocol is 
because AODV is a on-demand routing protocol, the 
performance of on-demand protocols are better than 
Table-driven routing protocols and AODV is better than other 
on-demand routing protocols in many aspects. We want to 
find a longest lifetime route among the set of shortest hop 
routes, but the simulation result demonstrate this method is no 
better than the one we proposed.   
 
 
3. AN SAODV ROUTING PROTOCOL 
 
3.1 Data Structures Used in Proposed Protocol 
In order to calculate stability information and select a longer 
lifetime route, the route request (RREQ) packet, route reply 
(RREP) packet, route table entry and neighbor list of AODV is 
modified. Tables 1, Table 2, Table 3 and Table 4 show the 
modified format respectly. 
 
             Table 1. The format of RREQ 

Type Reserved Hop Count 

RREQ ID 

Destination IP Address 

Destination Sequence Number 

Source IP Address 

Source Sequence Number 

RQ_MDS 
 

Table 2. The format of RREP 
Type Reserved Hop Count 

RREP ID 

Destination IP Address 

Destination Sequence Number 

Source IP Address 

Life time 

RP_MDS 
 

Table 3. The format of neighbor list 

Neighbor ID Life time NB_DS 
 

Table 4. The format of route table entry 

Rt seqno Rt_next hop Precursors list Life time Rt _MDS

We add RQ_MDS field in RREQ and RP_MDS field in RREP, 
the RQ_MDS field record the maximum value of stability 
between adjacent nodes the RREQ packet is through, and the 
RP_MDS records the maximum value of stability between the 
nodes the RREP packet is forwarded. The initial value of 
RQ_MDS and RP_MDS is 0. In SAODV, each node maintain 
a route table and a neighbor list, we add a RT_MDS field in 
route table entry, this field record the maximum stability of 
route  which from source to destination. In neighbor list, we 
add a NB_DS field, which store the stability value with its 
neighbors. 
 
3.2 Stability Estimator 
In SAODV, The route to the destination is selected based on 
nodes having periods of stability. Period of stability is an 
interval in which a node is constantly associated with certain 
neighbors over time without losing connectivity with it. Each 
node generates a hello message and periodically broadcasts to 
signify its existence. For each hello message received, the 
NB_DS of the current node with respect to the neighboring 
node is incremented. A high degree of stability may indicate a 
low state of node mobility and vice versa. NB_DS are reset 
when the neighbors of a node or the node itself move out of 
proximity. 
 
The link stability depend on the nodes receive numbers of 
hello message from its neighbor. And the selection of route 
stability based on the link stability, let r(n1, …,nn) is a path 
from n1 to nn, Sr(n1,nn)is the stability of path r(n1, …,nn), for 
any two adjacent nodes ni,nj. Suppose link l(ni,nj) is between 
two adjacent node ni,nj. The stability of l(ni,nj) is Sl(ni,nj). So, 
the stability of r(n1, …,nn) is: 
 
   Sr(ni,nj) = min Sl(ni,nj)   ,  { ni, nj ∈ (n1, …,nn) } 
 
The algorithm to lookup the stability of link(i,j) when i receive 
a hello message from j shown as follow: 
 
Algorithm: loopup_stability (addr)   //addr is address of j 
Initial: nb = nbhead.lh_first. Where nb is a pointer, 
nbhead.lh_first is pointer point to the first neighbor in i’s 
neighbor list.  
WHILE nb is not null 
     IF  address of nb is equal to addr 
        Return  stability for j 
     ELSE  
        nb point to the next neighbor 
     END IF 
END WHILE 
 
3.3 Route Discovery Process 
When a source needs to send a data packet to the destination, 
it will first check its routing table to see if it has an unexpired 
route to destination. If it does, it will send data packets using 
the route immediately. Otherwise it broadcasts generally 
known RREQ packet to find a route to the destination. Figure 
1 depicts an example of the route setup process. In Fig. l(a), 
the source node N1 broadcast a RREQ packet to destination 
N5. N2, N3, N4 and N6 forward the RREQ packet and modify 
the stability value of the link that the packet was received 
from. 
When the Intermediate nodes receive a RREQ packet, it will 
check if it received the same RREQ, if received, free this 
RREQ packet. Otherwise, the nodes will lookup the NB_DS 
of the neighbor that the packet was received from. And 
compare it with RQ_MDS field in RREQ, then store the larger 
one in RQ_MDS field. If a new route is offered to a node, the 
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node compares the destination sequence number for the new 
route to the destination sequence number for the current node. 
The route with the greater sequence number is chosen. If the 
sequence numbers are the same, then the new route is selected 
only if it has a larger stability metric. Except the work 
mentioned above, the intermediate node build the reverse 
route to source node yet,  The reverse is used to forward the 
RREP packet. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In Fig.1(a), node N1 want to send data to N5, if N1 don’t have 
route to N5, N1 will generates a RREQ packet and broadcast it, 
when N2,N3,N4 receive the RREQ packet, check whether 
received same RREQ packet, if not, search the stability value 
for N1 and build or update the route to the N1. If they have 
route to destination N5, they send RREP packet to N1, 
otherwise broadcast RREQ packet. When N6 received RREQ 
packet from N3 and N4, N6 select the route with higher 
stability (there is one route to destination in AODV). When 
N5 receive first RREQ packet, it will wait for a period of time 
to receive other RREQ packet. Finally, two RREQ packets 
arrived at node N5, One path contains <N1, N2, N5> with 
stability value 7 and the other path contains <N1, N4, N6, N5> 
with stability value 10. The destination node N5 selects a path 
<N1, N4, N6, N5> with larger stability value 10 to send RREP 
packet, Figure l (b) is the route reply process. Intermediate 
nodes receive the RREP packet use the same way update the 
route to the destination or establish the route to the destination 
that use to forward data packet.  
 
The algorithm of intermediate node receiving RREQ as 
follow: 
Algorithm: recevrreq( p ) //p is a RREQ packet 
 
IF (( the address of node = source address in RREQ) OR 

(RREQ_ID exist in node’s broadcast list)) 
Discard RREQ 

END IF 
Lookup stability for the RREQ received from 
IF (stability > RQ_MDS) 

RQ_MDS = stability 
END IF 
IF (the node have’t route to source) 

Add a route entry to source in route table 
ELSE 

IF ((route seqno > RREQ seqno) OR ((route seqno = 
RREQ seqno) AND (RT_MDS < RQ_MDS))) 

    Update route entry to source 
END IF 

END IF 
IF (the node is the destination) 
   Wait for a period of time to receive other RREQ 
   Select the route have higher stability send RREP 
ELSE 
   Broadcast RREQ 
END IF 
 
In the course of modify the protocol, we select the average 
stability of nodes, the sum stability of nodes and the maximum 
stability of nodes on the path as the stability of path to 
simulate the protocol, we found that the third one as stability 
of path have better performance than the others. 
 
 
4. PERFORMANCE EVALUATION 
 
To test the performance of SAODV routing protocol, we use 
Network Simulation 2 (NS 2) [15] to conduct the simulation. 
 
4.1 Simulation Environment 
1) Propagation: TwoRayGround 
2) Radio range of a node: 250 m 
3) Channel capacity: 1 Mb/sec 
4) Medium Access Control (MAC) protocol: IEEE802.11       

Distributed Coordination Function (DCF) 
5) Traffic pattern: 50 CBR/UDP  
6) Size of data packet: 512 bytes 
7) Data rate: 4 packet/sec   
8) Simulation area: 600 m × 800 m 
9) Number of nodes:40 
10) Maximum speed: 20m/s 
11) Pause time: 0s, 20s, 60s,150s,300s  
12) Simulation time: 500 seconds 
13) Routing protocol: AODV and SAODV 
 
4.2 Performance Parameters 
We evaluated the performance of SAODV by measuring four 
parameters: packet delivery fraction, normalized routing load, 
throughput and generate RREQ frequency. 
 
(1) Packet delivery fraction: the ratio between the number of    

packets originated by "application layer" CBR sources 
and the number of packets received by the CBR sink at 
the final destination. Packet delivery ratio affects the 
maximum throughput that the network can support. This 
metric characterizes both the completeness and 
correctness of the routing protocol. 

(2) Normalized routing load: the ratio between the total 
numbers of routing packet transmitted during simulation 
and the number of packets originated by "application 
layer" CBR sources. For packets sent over multiple hops, 
each transmission of a packet over a hop counts as one 
transmission. Protocols that generate large amounts of 
routing overhead increase the probability of packet 
collision and data packet delays in network interface 
queues. 

(3) Throughput: the ratio between the bps received by the 
CBR sink at the final destination and the simulation time.  

(4) Generate RREQ frequency: the ratio between the 
numbers of RREQ generated by all source and the 

Fig.1. Route Discovery Process 
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simulation time. It means the number of RREQ generated 
by all source per second.  

 
4.3 Result and Analysis 
Fig. 2 demonstrates the relationship of packet delivery fraction 
(pdf) and the node’s pause time. As the pause time increases, 
packet delivery fraction in SAODV and AODV all increase, 
and increased value is dramatically. Simultaneously the packet 
delivery fraction of SAODV better than AODV. We will find 
that, when the node in high mobile environment (the pause 
time of node arrive a destination is short or it always in mobile 
state), the packet delivery fraction of SAODV is much higher 
than AODV. the route to the destination in SAODV is a 
longest survive time path, which more stable than the shortest 
path in AODV, when node transmits data packet under mobile 
environment, the numbers of discovery route in SAODV is 
less than AODV and SAODV will transmit more data packets 
than AODV.  
 

 
Fig.2.Packet Delivery Fraction 

 
Fig. 3 shows the relationship of normalized routing load and 
the node’s pause time. From Fig.4, normalized routing load 
decrease with the increase of node’s pause time and the 
normalized routing load of AODV is higher than SAODV. in 
same environment routes become invalid more easily with 
AODV, thus AODV need more RREQ packet and RREP 
packet to discovery route, it will increase the network load. 
 

 
Fig.3.Normalized Routing Load 

 
Fig.4 demonstrates the relationship of throughput and the 
node’s pause time. As the pause time increases, throughput in 
SAODV and AODV all increase, we also see that, in high 
mobile environment, the throughput of SAODV is much 

higher than AODV, it is the same because stable route have 
longer lifetime than the short route. The packet delivery 
fraction is a important factor lead SAODV have higher 
throughput than AODV. 

 
Fig.4.Throughput 

 
Fig.5 demonstrates the relationship of generate RREQ 
frequency and the node’s pause time. In Fig.5, the generate 
RREQ frequency of two protocols is decrease as the pause 
time increases. With the pause time decreases, much more 
available routes will be broken, and the number of route 
discoveries will increase rapidly. The generate RREQ 
frequency of SAODV is less than AODV 2~3 times per 
second. This is because SAODV select longest lifetime route 
in route discovery process, the number of available paths is 
more than AODV. Of course, it is more frequent for AODV to 
initiate route discovery.  
 

 
Fig.5.Generate RREQ Frequency 

 
 
5. CONCLUSIONS  
 
In this paper, we presents a stability based routing protocol 
SAODV, SAODV is a protocol which modified the RREQ 
packet, RREP packet, neighbor list, route table entry and route 
discovery process of AODV. The SAODV use hello message 
to calculate link stability, the stability used to find a longest 
survive time route in route discovery process. We introduce 
NS2 to simulate the protocol. Which evaluate performances of 
the packet delivery fraction and normalized routing load. As a 
result, the SAODV could enhance the packet delivery fraction 
and reduce the normalized routing load. In future work, more 
information of node and network will be added into protocol 
in order to fit the real MANET environment 
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ABSTRACT  
 

Two distributed particle filters for improving the passive 
tracking performance and balancing communication amount in 
wireless sensor networks (WSN) are proposed and compared 
with other schemes. Based on dynamic clustering, the 
information particle filter (IPF) receives observations from 
child nodes (CN) and formulates local estimates on head nodes 
(HN), which act as the processing center. On a HN, the parallel 
particle filter (PPF) divides the particle set into several subsets, 
which are distributed to CNs in the cluster, and processes of 
sub-particle filters run parallel using particle subsets. Computer 
simulations are conducted to compare tracking performance 
and to analyze communication amount overhead. Simulation 
results show that the IPF and the PPF have better tracking 
performance than the scheme based on the extended Kalman 
filter, and that two distributed particle filters balance and 
reduce communication amount overhead due to the distributed 
data exchange. 
 
Keywords: Distributed Computing, Target Tracking, Passive 
Tracking, Maneuvering Target, Sensor Networks. 
 
 
1. INTRODUCTION 
 
Wireless sensor networks (WSN) technology is a key 
technology for the future, and recent advances in electronic and 
wireless technologies have greatly improved processing and 
communication capacities of WSN [1]. One of the most 
important application in WSN is target tracking. In military 
applications, stealthy operations require sensor nodes of WSN 
to obtain the bearings information passively. However because 
of the energy constraint of micro sensors, traditional tracking 
algorithms must be adapted to deal with special problems in 
WSN. 
 
It is well known that particle filters (PF) are very suitable for 
non-linear and/or non-Gaussian applications [2]. Hence, high 
accuracy state estimates can be obtained by the PF applied in 
the passive tracking. However, if the PF is used directly in a 
fusion centre to process all observations from other nodes in 
WSN like the centralized particle filtering (CPF) algorithm, 
unbalanced communication and computation will cost the 
limited energy of the central node quickly, which will lead to 
power failure [3]. Distributed particle filters can balance the 
energy cost and improve the performance of passive tracking in 
WSN [4, 5]. 
 
In this paper, two distributed particle filtering algorithms are 
proposed and compared for tracking a target maneuvering 
through WSN. Based on the structure of dynamic clusters, head 
nodes (HN) receive observations from their child nodes (CN), 
and the information particle filter (IPF) is used to obtain local 
estimates on HNs. The particle set is divided into subsets 
                                                        
 * This work was supported in part by the National Defense Funds of 

China under Contract No. 513040303.  

processed by the parallel particle filter (PPF) on CNs in the 
cluster distributively. Positions of HNs change according to the 
position of the target, and local estimates are transmitted 
between HNs. The goal of these two particle-filtering 
algorithms is to perform high-accuracy, distributed estimation 
of target states on multiple sensor nodes, whilst attempting to 
balance communication overhead and to reduce computation on 
the central node. Computer simulation results have shown that 
not only the tracking accuracy is improved but also the average 
energy cost is balanced by the IPF and the PPF in WSN. 
 
 
2. DISTRIBUTED DYNAMIC CLUSTERING 

SCHEME 
 
To balance the energy cost in WSN, we propose a new 
dynamic clustering scheme for tracking application. Sensor 
nodes are organized into clusters, in which HNs are elected to 
collaborate with other CNs. HNs are responsible for processing 
data to obtain local state estimates, while other CNs process 
their own observations independently. The dynamic changing 
of clusters can be decided by 

D r R
D r R
D r R

+ <⎧
⎪ + =⎨
⎪ + >⎩

 

where D denotes the distance from the target to the HN, and r 
is the one-hop communication range decided by the energy cost 
of nodes, and R the maximal observable range of sensor nodes. 
As shown in Fig.1, there are two types of virtual circles in the 
tracking scene of WSN. The cluster circle (CC) with radius r 
includes all CNs in the cluster, and the sensing circle (SC) with 
radius R denotes the sensing area of the cluster.  

 
Fig.1. Dynamic cluster generation and destroy 

 
As the target moves with time, dynamic processes of cluster 
generation and destroy are described by 
(1) When a target enters the detection region of a sensor node 

in WSN, the node is triggered by its sensor. Relevant 
information is broadcast to nodes in the immediate vicinity 
within one-hop communication distance. 

(2) When the number of sensor nodes that have detected the 
target reaches the predefined number, at current sample 
time, the node with the most intense signal from the target 

Cluster generation and maintenance  
Critical point of cluster changing 
New cluster creation 
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in its immediate neighborhood is chosen as the local HN. 
(3) As the target moving, all nodes in the distance r from the 

HN are activated as CNs and collaborated with the HN on 
tracking the target. 

(4) When the critical point of cluster changing is met, some 
CNs in the cluster may reach the maximal sensing range R. 
Then, the position of the target at next sample time is 
predicted through the assumed state evolution equation 

1( | )k kp −x x . 
(5) A new HN is elected based on the closest position to the 

predicted, and a new cluster is created as Step (2). 
(6) Packets of target state estimates are transmitted between 

the old HN and the new one to follow the target movement. 
Then nodes in previous cluster go back to sleep.  

(7) As the target moves, above processes repeat until the 
target leaves the detection region of WSN. 

 
In this distributed structure, the dynamic clustering based on 
the wake/sleep scheme can balance the energy cost of sensor 
nodes. All observations on sensor nodes in the cluster are 
effective, thus redundant computation and communication are 
reduced. Distances between any NH and its CNs are smaller 
than one-hop communication distance, so relay communication 
in multi-hop is avoid largely, which saves limit energy of 
sensor nodes. 
 
 
3. INFORMATION PARTICLE FILTER IN WSN 
 
3.1 Passive Tracking Model 
To describe the state space evolution of maneuvering target 
precisely, the tracking model is constructed by the turn rate [6]. 
Define the state vector as 1( , , , , )k xk xk yk yk kr v r v ε +=x , and 
considering the two-dimensional passive tracking problem, 
discrete state and observation equations are given by 

/ 1 1 1k k k k k− − −= +x x wΦ Γ                       (1) 
1( , ) tan /k k k xk yk kr r−= = +z h x v v               (2) 

where transition matrix is 
1 sin( ) / 0 (1 cos( )) / 0
0 cos( ) 0 sin( ) 0

( ) 0 (1 cos( )) / 1 sin( ) / 0
0 sin( ) 0 cos( ) 0
0 0 0 0 1
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k k
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T T
T T
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− −⎡ ⎤
⎢ ⎥−⎢ ⎥
⎢ ⎥= −
⎢ ⎥
⎢ ⎥
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Φ  

The turn rate kε is assumed velocity-dependent according to 

the following model 2 2/k typ xk yka v vε = + , where typa is the 

typical manoeuvring acceleration, which is modelled as a set of 
three discrete values, having a Markovian switching structure. 
 
3.2 Information Extended Kalman Filter for Passive 

Tracking 
In the distributed passive tracking system, the extended Kalman 
filter can not be used directly to obtain the sensor fusion. Hence, 
with the assumption of Gaussian, Eq. (2) is linearized around 

/ 1ˆ k k −x  by the information extended Kalman filter (IEKF). The 
information matrix /k kU  is the inverse of the covariance 

matrix 1
k k

−=U P . The information vector ku  can be 
computed by the transformation from state to information space 

ˆk k k=u U x .The information propagation coefficient is given by 
1

/ 1 1 / 1 1k k k k k k
−

− − − −=L U UΦ                      (3) 
Predicted information vector and matrix are 

/ 1 / 1 1ˆ ˆk k k k k− − −=u L u                          (4) 
1

/ 1 / 1 1 / 1 1 1 1
T T

k k k k k k k k k k
−

− − − − − − −= +U U Γ Q ΓΦ Φ        (5) 

where 1 1 1E[ ]T
k k k− − −=Q w w . Consider a cluster with N CNs and a 

HN, the sum of information contributions due to N different 
sensors is 

1

1
( ) ( ) ( )

N
T

k k k k
n

n n n−

=

= ∑i H R z                    (6) 

1

1
( ) ( ) ( )

N
T

k k k k
n

n n n−

=

= ∑I H R H                   (7) 

where 1 1E[ ]T
k k k− −=R v v , and kH is Jacobian matrix of kh .The 

updated information vector and matrix are 
/ 1ˆ ˆk k k k−= +u u i                            (8) 

/ 1k k k k−= +U U I                           (9) 
It is computationally easier to implement an IEKF in a WSN 
environment since it is simply sum of individual information 
contributions. However, the first-order approximation to 
nonlinear function can lead to poor performance of the passive 
tracking system. Hence, new distributed nonlinear filters should 
be adopted to improve the tracking performance in WSN. 
 
3.3 Distributed Information Particle Filter 
The PF provides a complete description of probability 
distributions involved in the estimation process and tends to 
improve the accuracy of passive tracking. However, the 
selection of the proposal density distribution is a main problem 
of the PF. If the state transition does not take into account the 
most recent observation, particles drawn from proposal density 
may have very low likelihood, and their contributions to the 
posterior estimation become negligible. Proposal density 
generation algorithms based on the Kalman filter can 
incorporate the most current observation with the optimal 
Gaussian approximation to states. Thus the IEKF is used to 
perform joint estimation using observation from sensors in the 
cluster and to generate the proposal density of the IPF, which 
can be given by 

1 1
0: 1 1: ˆ( | , ) (( ) ,( ) )i i i i i

k k k k k kq N − −
− =x x z U u U         (10) 

where ( )N ⋅  denotes the Gaussian distribution function. We 
assume that observations on individual nodes are independent 
conditioned on states. Hence, combined data likelihood for all 
sensors can be factored into products of data likelihoods on 
individual sensor nodes 

1:

1

( | ) ( | )
N

N n
k k k k

n

p p
=

= ∏z x z x                  (11) 

Thus, particle weights are computed by 

1 0: 1 1:
1

~ ( | ) ( | ) / ( | , )
N

i n i i i i i
k k k k k k k k

n

w p p q− −
=

∏ z x x x x x z  (12) 

Based on the dynamic clustering structure as Section 2, the 
implementation of distributed IPF algorithm is detailed below. 
(1) Initialization. 

A cluster is generated at initial sample time (k=0), and the 
HN draws particles from the prior 0 0~ ( ) 1,...i p i M=x x  

(2) Upload communication. 
At sample time k, observation data from each CN are 
transmitted to the HN. 

(3) Particle updating on HNs. 
As previous particle set 1 1 1{ , , }i i

k k kw− − −x P  is known, each 
particle is updated by the IEKF from Eq. (3) to Eq. (9). 
The new updated information set ˆ{ , }i i

k ku U  is obtained. 
(4) Particle sampling on HNs. 
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The particle i
kx  is sampled from the proposal distribution 

via Eq. (10). 
(5) Weight computing on HNs. 

Importance weights are evaluated by Eq. (12), and the 
normalized process is performed to obtain i

kw . 
(6) Estimation on HNs. 

On the HN, state estimates are computed by 

1:
1

ˆ E[ | ]
M

i i
k k k k k

j
w

=

= ≈ ∑x x z x   1 T

1

ˆ ˆ( )
M

i
k k k k

i

−

=

= −∑P U x x  (13) 

(7) Resampling on HNs. 
If the effective particle number gets lower than a given 
threshold, the particle set is resampled by  

{ } { }, ,1/i i i
k k kw M→x x                        (14) 

(8) Particle exchange. 
When a previous cluster is destroyed and a new one is 
generated (the critical point of the cluster changing is met), 
the particle set needs to be transmitted from the former to 
the latter. To reduce communication cost, the particle set is 
reconstructed by mean and variance using the Gaussian 
mixture model (GMM [7]) on the new HN. 

 
 
4. PARALLEL PARTICLE FILTER IN WSN 
 
In the PPF, the entire particle set is divided into small subsets, 
and N sub-PFs are distributed over CNs, where sub-PFs run 
parallel. jn denotes the particle number on the node j, and 

, ,{ , }i j i j
k kwx  is the i-th particle at sample time k. The 

implementation of the PPF algorithm is detailed below. 
(1) Initialization. 

When the cluster is generated at initial sample time (k=0), 
jn particles are allocated to the j-th CN and spread along 

the detection geometry in x-y space according to 
0 0( | )p x z . 

(2) Particle sampling on HNs. 
At sample time k, particle set at previous time has been 
obtained. States are predicted by the state evolution 
equation ,

1( | )i j
k kp −x x , and the new particle set is sampled 

by 
, , ,

1 1~ ( | , ) ( | )i j i j i j
k k k k k kq p− −=x x x z x x                (15) 

(3) Updating and aggregating on CNs. 
When present observations are available, CNs compute 
weights of particles via 

, , ,
, , , ,1

1 1, ,
1

( | ) ( | ) ( | )
( | , )

i j i j i j
i j i j i j i jk k k k
k k k k ki j i j

k k k

p pw w w p
q

−
− −

−

∝ =
z x x x z x

x x z
  (16) 

Then, each CN computes aggregated data as follows 

,

1

jn
j i j

k k
i

S w
=

= ∑  , ,

1

jn
j i j i j

k k k
i

X w
=

= ∑x                    (17) 

, 2

1
( )

jn
j i j

k k
i

G w
=

= ∑   , , , T

1
( )

jn
j i j i j i j

k k k k
i

P w
=

= ∑ x x            (18) 

where j
kX is the unnormalized local estimate, and j

kS is the 

unnormalized weight. j
kG  and j

kP  are used to compute 
estimation errors and to control degeneration respectively. 

(4) Upload communication. 
Aggregated data ( j

kS , j
kX , j

kG , and j
kP ) are transmitted to 

he HN. 
(5) Estimation. 

State estimates are computed parallel on the HN and their 

CNs. The HN runs state estimation and sums weights from 
its CNs as follows 

1

N
j

k k
j

C S
=

= ∑                                (19) 

State estimates and covariances are computed by 

,
1:

1 1 1

ˆ [ | ] /
jnN N

i j i j
k k k k k k k

j i j
w X C

= = =

= ≈ =∑∑ ∑x x z xE        (20) 

T

1

ˆ ˆ/
N

j
k k k k k

j
P P C

=

= −∑ x x                        (21) 

Then estimates and covariances on the HN are transmitted 
to the sink node at each sample time. Each CN computes 
local state estimates according to ˆ kx  from the HN. 

1: ˆ( | )k k kp ∝x z x                            (22) 
(6) Resampling.  

If the effective number of particles gets lower than an 
advance defined threshold, the flag of resampling is set 
and transmitted to each CN in the cluster. When the set 
flag is received, the CN performs local resampling via 

{ } { }, , ,, ,1/i j i j l j
k k k jw x n→x                     (23) 

However, to maintain the consistency of particles, a global 
resampling is needed periodically by 

{ }, , ,

1

, ,1/
N

i j i j l j
k k k j

j

w x n k sC
=

⎧ ⎫⎪ ⎪→ =⎨ ⎬
⎪ ⎪⎩ ⎭

∑x          (24) 

where C is the cycle time of the global resampling and s is a 
positive integer. The particle exchange of the PPF has the same 
process as the IPF. 
 
 
5. SIMULATIONS 
 
To test the performance of the IPF and the PPF, they are 
compared with the IEKF in the tracking accuracy and the CPF 
in the communication amount. Wireless sensor nodes (N=20) 
consist of a WSN scene for passive tracking. Each sensor node 
is modeled as a passive sensor to get bearing observations of 
the target. Nodes are located randomly between coordinates (0, 
0) and (10000, 10000). Initial conditions of tracking are given 
as follows.  
(1) The maximal one-hop communication distance between 

sensor nodes is r=1000 m, and detection range of the 
passive sensor is R=3000 m. The sampling period is T=10 
s.  

(2) The simulated target performs random coordinated turn 
movement. Original motion parameters of the target are 

0 [5000,8660,10,6]=x . 
(3) Three algorithm based on the PF have the same number of 

particle M=1000. 
(4) Define turn rate sets as [-2, 0, 2] degree/s. The transition 

probability matrix is selected as  
0.98 0.01 0.01
0.01 0.98 0.01
0.01 0.01 0.98

ijP
⎡ ⎤

= ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

In the above simulation scene, the IPF, the PPF, the IEKF and 
the CPF are used to track the target simultaneously. In [8] range 
RMSE (root-mean-square errors) of the IPF, the CPF and the 
IEKF have been analyzed in Fig.2. Tracking trajectories of the 
IPF, the PPF and the IEKF are compared in Fig.3, and range 
RMSE are analyzed in Fig.4. Communication amount is 
counted every 50 s, and the comparison of communication 
amount is made using the IPF, the PPF and the CPF in Fig.5. 
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Fig.2. Tracking comparison of IPF, PPF and IEKF 

 
As shown in Fig.2, we have drawn the conclusion that the IPF 
yielded almost the same accuracy of state estimation as the 
CPF though the IPF utilized fewer observations than the CPF. 
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Fig.3. Tracking comparison of IPF, PPF and IEKF 
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Fig.4. Range RMSE of IPF, PPF and IEKF 

 
Based on above simulations, the following remarks are made. 
(1) From Fig.3 and Fig.4, simulation results show that the IPF 

and the PPF have similar good performance, and that they 
have higher accuracy than the IEKF in tracking the 
manoeuvring target. 

(2) As shown in Fig.5, the average communication amount in 
the CPF is proportional to the number of sensor nodes in 
the scene at each sampling time, so it remains stable 
during the tracking. Communication amount of the IPF 
and the PPF varies with the number of nodes in the 
dynamic cluster. 

(3) Although the IPF and the PPF need HN election and state 
estimate exchange procedure, communication amount of 
two distributed scheme is 50% less than the CPF during 

majority tracking processes.  
(4) If comparing the IPF with the PPF, we can find that the 

average communication amount in the IPF is less than the 
PPF, and that the implementation of the IPF is easier than 
the PPF, thus the IPF is the best distributed scheme for 
passive target tracking in WSN. 

 
Fig.5. Average communication amount per sample time 

 
 
6. CONCLUSIONS 
 
In this paper we proposed and compared two distributed 
particle filter for passive tracking in WSN. Because of the 
dynamic clustering structure, the distances between HNs and 
their child nodes are one-hop. Hence multi-hop communication 
is avoided during the tracking, and communication cost is 
balanced between sensor nodes. At the same time, two 
distributed particle filters improve the tracking performance in 
passive tracking compared with the IEKF. Communication 
amount of two distributed scheme is less than the CPF, and the 
IPF has more less communication cost than the PPF for passive 
target tracking in WSN. 
 
However, these two particle filter schemes still need much 
energy cost between HNs and their children in updating and 
resampling, thus future researches should focus on how to 
reduce communication cost further to realize low-energy 
distributed tracking in WSN. 
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ABSTRACT 
 

Industrial equipment monitoring and control systems are 
increasingly employing Industrial Ethernet structure. 
Industrial Ethernet is concerned by many companies and 
different industrial Ethernet protocols are released, for 
example, EtherNet/IP, HSE and PROFINET. The EtherNet/IP 
protocol is a popular industrial Ethernet protocol, which was 
originally developed by Rockwell Automation and is now 
managed by the Open DeviceNet Vendors Association 
(ODVA). It is an already well established industrial Ethernet 
communication system with good Real-Time capabilities. In 
the industrial fans monitoring and diagnosis system, an 
embedded EtherNet/IP gateway and data sampling unit based 
on 32bit high performance microprocessor AT91RM9200 
have been implemented in order to connect Fieldbus with 
Ethernet. EtherNet/IP protocol stack is realized for the 
connection between DeviceNet and Ethernet. Besides, ARM 
Linux and BOA are ported for setting up a web server. User 
can monitor the status of industrial fans through web browser 
designed by CGI technique. 
 
Keywords: AT91RM9200, EtherNet/IP, Data Acquisition, 
BOA, CGI 
 
 
1. INTRODUCTION 
 
In accordance with the layout of the structure, industrial 
equipment monitoring and fault diagnosis system has gone 
through from manual offline monitoring and diagnosis 
methods, single centralized online monitoring and diagnosis 
systems, to distributed on-line monitoring and diagnosis 
systems. The distributed on-line monitoring and diagnosis 
systems are based on Fieldbus structure. Fieldbus can connect 
industrial devices and build up devices network easily, but 
some enterprises adopt different Fieldbus protocols which are 
incompatible with other enterprises for their own interests, so 
that devices in different bus network communicate with each 
other difficultly. On the other hand, enterprises need to 
connect Fieldbus with office network mostly built on Ethernet 
protocol, but it is difficult and it needs extra costs. Industrial 
Ethernet will be a main orientation of the control system 
network, and it can easily realize the amalgamation between 
devices network and office network[1]. 
 
Industrial Ethernet defines higher layer protocol on the base of 
Ethernet such as application layer and user layer. It makes use 
of TCP/IP protocol to transport messages. All in all, it can 
easily connect with Ethernet, share information, realize 
integrated management and support remote decision-making. 
Nowadays, Ethernet is no longer an option for industrial 
equipment, but it is a requirement in this domain. Ethernet is 
the fastest growing segment of Industrial Networking for one 
reason – The Market (Customers) Loves Ethernet. And the 
most important Industrial Ethernet protocol is EtherNet/IP. 
EtherNet/IP is an Ethernet solution used in the Rockwell 
Automation architecture and the one GM is requiring for 

Robots, Welders and other automation devices[2]. In this 
paper, the industrial fans monitoring and diagnosis system is 
taken for example. Its architecture is shown in Fig.1. The 
embedded EtherNet/IP gateway and data sampling unit is 
implemented, and is called device unit for short. 
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Fig.1. Architecture of the Industrial Fans Monitoring and 

Diagnosis System 
 
 
2. HARDWARE/SOFTWARE DESIGN OF THE 

DEVICE UNIT 
 
2.1 Hardware Architecture Design 
Internet communication via TCP/IP protocol is increasingly 
applied in industrial area. The embedded EtherNet/IP gateway 
and data sampling unit (device unit) is a solution that enables 
DeviceNet networks to be coupled together with the 
Internet/Ethernet, whereby remote monitoring and control is 
possible. The DeviceNet-Ethernet Gateway controls 
communication between different networks and makes a 
transparent DeviceNet-based application interface available to 
the user. The device unit supports a transparent and 
protocol-independent transfer of the DeviceNet messages, 
which allows an implementation into a wide range of possible 
applications.  
 
The device unit consists of AT91RM9200, CAN controller 
SJA1000, CAN transceiver PCA82C250 and extended IDE 
hard disk interface. The AT91RM9200 integrates a lot of 
standard interfaces including USB 2.0 Full Speed Host and 
Device, Ethernet 10/100 Base-T Media Access Controller 
(MAC), which provides connection to an extensive range of 
external peripheral devices and a widely used network layer. 
The AT91RM9200 EMAC connects with Ethernet through 
DM9161E, which is an Ethernet physical layer transceiver 
offered by DAVICOM. The AT91RM9200 connects with CAN 
controller through SPI interface[3].  
 
The AT91RM9200 embeds a Compact Flash Glue Logic that 
can be adapted to support a peripheral IDE hard disk. The 
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External Bus Interface (EBI) integrates circuitry to interface 
with Compact Flash devices using Attribute, Memory and I/O 
modes. Most of these signals can be used to connect a hard 
disk drive to the AT91RM9200. The EBI Compact Flash Glue 
Logic integrates a fourth memory space that can be accessed 
through NCS4. This memory space, True IDE Mode Space, is 
intended to access Compact Flash in True IDE Mode. 
Hardware architecture of the device unit is presented in Fig.2. 
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Fig.2. Hardware Architecture of the Device Unit 
 
2.2 Software Architecture Design 
Software architecture of the device unit consists of bootloader, 
ARM Linux, CAN device driver, EtherNet/IP protocol stack, 
Gateway routing program, massive data acquisition and store 
program, TCP/IP protocol stack, BOA web server and CGI 
web program. They locate in different layers. Lower layer 
supply services for higher layer. Software architecture of 
device unit is presented in Fig.3.  
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Fig.3. Software Architecture of the Device Unit 

 
1) Bootloader  

Bootloader initializes the kernel hardware. It copies 
operation system kernel to RAM from flash memory, and 
executes the kernel. On the other hand, it provides interface 
to send commands to device unit or to inform user the state 
of device unit. Porting u-boot can boot up the device unit 
hardware for loading operation system. U-boot is developed 
by Wolfgang Denk. It supports several architectures such as 
MIPS, PPC, ARM and X86. Its source code can be 
downloaded from http://sourceforge.net. 

2) ARM Linux 
ARM Linux is a successful example of porting the Linux 
Kernel to ARM processor, led mainly by Russell King. It is 
under almost constant development by various researchers 
and organizations around the world. The ARM Linux kernel 
is being ported, or has been ported to more than 500 
different machine variations, including complete computers, 
network computers, hand held devices and evaluation 
boards. ARM Linux operation system is ported to the 
device unit to manage the hardware and support virtual 
machine.  

3) EtherNet/IP protocol stack 
EtherNet/IP encapsulates CIP messages and transports them 
on Ethernet by TCP/IP protocol. All encapsulation 
messages, sent via TCP or sent to UDP port 0xAF12, are 
composed of a fixed-length header of 24 bytes followed by 
an optional data portion. The total encapsulation message 
length shall be limited in 65535 bytes. 

4) BOA web server 
In the embedded system, three type web servers can be 
ported: httpd, thttpd, and BOA. The BOA web server is a 
light weight nearly full featured web server. It has cgi-bin 
and authentication support. It is also a single tasking - not 
spawning of multiple processes to handle simultaneous 
requests. BOA's memory footprint is extremely small (about 
85k when running). 

5) CGI web program 
CGI can be programmed by embedded C code, or be 
embedded with html script. Firstly, the remote web Client 
send request through URL to CGI. Then, the CGI execute it 
to get the buffered information of devices which belong to 
lower DeviceNet network. Finally, the web page with result 
(include the information of industry devices) will be back to 
the remote web Client. 

 
 
3. IMPLEMENTATION OF THE DEVICE UNIT 
 
3.1 Port EtherNet/IP 
EtherNet/IP is a communication system suitable for use in 
industrial environments. EtherNet/IP allows industrial devices 
to exchange time-critical application information. EtherNet/IP 
uses CIP (Control and Information Protocol).The common 
network, transport and application layers also are shared by 
ControlNet and DeviceNet. EtherNet/IP makes use of the 
standard Ethernet and TCP/IP technology to transport CIP 
communication packets. The result is that a common open 
application layer is on the top of highly popular Ethernet and 
TCP/IP protocols[4]. EtherNet/IP protocol stack is presented 
in Fig.4. 
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Fig.4. EtherNet/IP Protocol Stack 
 

The EtherNet/IP example code can be downloaded from 
www.odva.org freely. The example code stack is written in 
order that direct operating system calls are isolated within 
generic operating environment functions and #defines. The 
organization of the OE services has been designed to simplify 
the porting of the example code to different multitasking 
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kernels and hardware platforms. The following operating 
environment files of the example code need to be modified as 
follows to support the ARM Linux operating system[5]. 
1) OE.H  

This file is provided to specify a common and consistent 
operating environment interface definition. The interface 
definitions in the file are external functions defined in ARM 
Linux kernel. Function prototypes given here are used. For 
example, OE_CreateSemaphore() means dynamically 
creating a semaphore at run-time. 

2) OE_LSERV.H  
This file contains all the redefinitions of the standard OE 
services to match the local operating system. To port the 
Example Code to ARM Linux environment, redefinitions of 
the standard OE services are supplied to adapt to definition 
of ARM Linux kernel. For example, OE_CreateSemaphore() 
is redefined as CreateSemaphore(). 

3) OE_LTYPE.H  
This file contains the local redefinitions of data types 
specified in the public interfaces of the operating 
environment example code that need to match the local 
operating system. For example, OE_SemaphoreType is 
redefined as UL (unsigned long). 

 
3.2 EtherNet/IP Gateway Routing Program 
When the gateway receiving CIP messages from EtherNet/IP 
network, it judges whether users locate in the local network or 
remote DeviceNet network. If users locate in the local network, 
the gateway will shield the CIP messages. Otherwise, the 
gateway will repackage the messages and transmit them to 
DeviceNet. Similarly, when receiving CIP messages from 
remote DeviceNet network, the gateway judges whether users 
locate in the local network by id of users. If users locate in 
local DeviceNet network, the gateway will shield the 
messages. Otherwise, the gateway will encapsulates the CIP 
messages into TCP (UDP) /IP messages and transmit them to 
EtherNet/IP network. All these process are presented in Fig.5. 
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Fig.5. EtherNet/IP Gateway Routing 

 
3.3 Massive Data Acquisition and Store Program 
The massive data acquisition program should be running on 
the EtherNet/IP gateway. It is implemented by Visual C++ 6.0 
program Tool. Its function include data acquisition when the 
fan is normally running in the system, sampling data 
acquisition and the forming of alarm hint information and 

history data. The system needs a few data information for 
further use such as basic parameters of the device, real-time 
data, history data, the threshold value and sampling data. The 
basic parameters of the device contain basic parameter of 
channels, sampling frequency and alarm value. The real-time 
data is continuously gotten by data acquisition program, and 
they stand for device status information. The history data is 
gotten after time averaging the original real-time data. The 
threshold value is mainly swing value of the vibration event. 
The sampling data is higher frequency data when vibration 
event occurs using for fault diagnosis and signal analysis.  
 
Besides sampling data, all other data information can store 
into the designed database. As the quantity of acquisition data 
is very large, and it is accumulated day by day, it is not 
appropriate to store them into database. In the system, 
sampling data is stored into the IDE hard disk that is specially 
extended. The adopted format of stored data is text format, 
which is convenient for reading data from the IDE hard disk 
when the fault diagnosis system is working. 
 
The whole process is mainly described as follows: First, data 
acquisition parameters should be initialized, and each state 
eigenvector is set to a lower sampling frequency. Then, data of 
lower frequency are processed. A certain number of data can 
be transformed in memory using FFT method. The 
transformed data will be compared with the threshold value. If 
it is less than the threshold value, there are two processing 
ways to the transformed data. One is storing them into the 
original real time database for on-line supervision. The other 
is that an average of them in certain time should be stored into 
the history database. If it exceeds the threshold value, a 
sampling of lower frequency shall be terminated. At the same 
time, a sampling event of higher frequency must be triggered. 
Higher frequency data could be stored into the IDE hard disk, 
and the sampling event of higher frequency is written into 
sampling database. All these process are presented in Fig.6. 
 
3.4 Port BOA 
First, BOA source code can be downloaded from 
http://www.boa.org. Then, cross compile tool chain 
cross-2.95.tar.bz2 need to be downloaded from 
ftp://ftp.arm.linux.org.uk /pub/linux/arm/toolchain because the 
downloaded BOA is used on AT91RM9200.  
Before compiling the BOA source code, some configuration 
need done. 
1) Compile BOA to kernel 

In order to compile BOA into Linux kernel, the following 
command must be executed: 
make menuconfig 
In the application selection menu, choose BOA under the 
Network Application Volume. 

2) Rewrite boa.conf file 
Under the ARM Linux Operation system, the allocation of 
user application usually is provided by configuration files. 
The content of boa.conf file is rewritten as follows. They 
indicate http homepage location contents. 
ServerName AT91RM9200 
DocumentRoot/home/httpd 
ScriptAlias/cgi-bin/home/httpd/cgi-bin/ 
ScriptAlias/index.html/home/httpd/index.html 
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Fig.6. Flowchart of data acquisition and store program 

 
3) Rewrite BOA makefile 

In BOA makefile, change cc gcc to arm-Linux-gcc and 
change cpp gcc –E to arm-linux-g++ -E for the necessity of 
compiling ARM target binary code. 
 

After above steps, the final binary code can be downloaded 
into the device unit.  
 
3.5 CGI Web Design 
The CGI program is written by c code, and usually compiled 
together with the source code of ARM Linux and BOA. The 
CGI binary code is put under /home/httpd/cgi-bin volume. The 
CGI programs can use GET, POST or Direct URL Parameter 
Passing method to communicate with remote web Client.  
 
Users can view the real-time information (actually it is 
buffered by EtherNet/IP gateway data sampling process) of 
industrial devices on the remote office computer[7]. A fan 
vibration remote monitor page on the device unit is realized. 
The example web page is presented in Fig.7. If an active, 
real-time self-refreshing page is requested, a little flash 
program or java Applet on PC can be designed, which is put 
the file together with embedded html file. Because the flash 
and java applet program are executed on web Client PC after 
downloading web Client from the device unit, the program can 
be only compiled for PC running, not for ARM board, using 
TCP sockets technology to communicate. 
 
 
4. CONCLUSIONS 
 
Compared with the existing Fieldbus, industrial Ethernet is 
more powerful, open, and conveniently integrated with the 
control system. Now it will come to industrial Ethernet times. 
DeviceNet and Ethernet can be relaxed to achieve sampling 
interconnection by porting industrial Ethernet protocol 
EtherNet/IP to the embedded EtherNet/IP gateway and data 

 
Fig.7. Example Web Page 

 
unit. At the same time, the existing DeviceNet structure does 
not need to be amended, so the integration between Fieldbus 
control network and office information network can be easily 
achieved, and the remote monitoring and decision system is 
also supported.  
The embedded EtherNet/IP gateway and data sampling unit in 
the industrial fans monitoring and diagnosis system has the 
following three advanced features. A). Compatible with 
industrial Ethernet protocol, can communicate with 
EtherNet/IP devices and Fieldbus devices on-line. B). Support 
monitoring industrial fans status through web browser. C). 
Support high-capacity data storage, a state of the black box 
monitoring equipment for accident information recourse.  
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ABSTRACT  
 

The study of admission control in mobile Ad Hoc networks is 
attracting more attention recently. Ad Hoc networks are 
unpredictable by nature. Providing any kind of reliability for 
Quality of Service(QoS) in such networks is challenging. Based 
on traditional Admission Control algorithm, the authors had 
improved Adaptive Admission Control(AAC) algorithm for Ad 
Hoc networks. Improved AAC can provide precise resource 
estimation and quality prediction for admission decisions, 
considering inherent wireless multihop communication 
characteristics, carrier sensing and mobility. At last, this paper 
realized it successfully with AODV protocol in NS 2. 
According to the result of simulation, the anticipated outcome 
has been achieved. 
 
Keywords: Ad Hoc, QoS, AODV, Admission Control 
 
 
1. INTRODUCTION 
 
Multimedia applications are very popular in fixed networks. 
The ability to run such real-time application over mobile ad hoc 
networks is very attracting .Unfortunately, most of the routing 
protocols only provide best-effort service[1] which is not 
suitable for multimedia applications in ad hoc networks. 
 
Ad hoc network nodes operate in a very volatile environment 
where any connection could be dropped at any moment. 
Consequently, providing QoS in wireless mobile ad hoc 
networks should be addressed differently. A strategy is required 
to ensure predetermined service performance constraints in ad 
hoc networks. This strategy consists of evaluating, finding, and 
managing resources for different QoS requiring communication 
flows. 
 
This paper had improved the CSMA based adaptive admission 
control(AAC) algorithm[2] which is presented by R.de Renesse. 
Improved AAC algorithm aims to provide precise resource 
estimation for admission decisions, considering inherent 
wireless multihop communication characteristics, carrier 
sensing and mobility. It ensures that any QoS flow is 
transmitted at the requested rate with minimum end-to-end 
delay, by managing the bandwidth efficiently. When QoS 
guarantees can no longer be provided, due to network mobility 
or congestion, Improved AAC informs preselected traffic 
sources and pauses their transmission. Thus wastage of 
resources is avoided and the requested QoS of other on-going 
sessions is respected. At last, the authors realized improved 
AAC algorithm successfully with AODV in NS 2. 
 
 
2. IMPROVED AAC ALGORITHM 
 
CSMA(carrier sensing multiple access) protocols are widely 
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used in wireless communication networks. These protocols use 
carrier sensing, and handshake techniques to reduce collision 
probability, due to the hidden node and the exposed node 
problem. In this environment, each transmitted flow uses 
resources that are shared between nodes within the carrier 
sensing range. Generally, the carrier sensing range is twice the 
size of the transmitting range[3]. Therefore, the transmission 
impacts on nodes beyond the transmitting range. Furthermore, 
when the transmission is done over multiple hops, interferences 
created by the traffic becomes much greater. If nodes, sensing 
range overlap at a maximum of n times over one of the 
intermediate nodes, this node,s available bandwidth decreases 
by a factor of n times the rate of the traffic. Therefore, another 
strategy is needed to precisely predict at each node, how much 
bandwidth is necessary for a specific traffic rate. This effect is 
called intra-flow contention[4]. 
 
Admission control[5] is used to assist the routing protocol in its 
search for the best QoS routes. A call for transmission is 
admitted only if there exists a path with enough available 
resources to carry a flow, with specific service performance 
constraints. 
 
2.1 Estimation of Available Resources 
The bandwidth is the most important factor for QoS guarantees. 
How to estimate the available bandwidth is the key of 
improved AAC algorithm. 
 
2.1.1 Average Bandwidth Calculation 
The average used bandwidth over the period of time T is[2]: 

T
SNbpsBW 8)( ××

=        (1) 

N is the number of packets sent and received by a node over a 
period of time T; S is the size of these packets in bytes. We 
assume that S is known. 
 
The accuracy of the bandwidth calculation depends on the 
interval T, between consecutive measurements. The larger T 
is ,the more accurate the results are. However, T must be small 
enough to be transparent to the channel dynamics. 
 
2.1.2 Available Bandwidth Acquirement 
Assume two nodes are within transmission range of each other. 
The available bandwidth on the link between these two nodes, 
is the minimum of the available bandwidth of all nodes, 
belonging to their sensing range. Improved AAC algorithm 
uses HELLO messages in order to acquire the available 
bandwidth of the 1-hop neighbours only. Therefore, Each node 
sends classic HELLO messages with one extension: Available 
Bandwidth. This corresponds to the available bandwidth of the 
source node sending HELLO message. Each node receiving 
this HELLO message, stores the Available Bandwidth value in 
the cache table. If the available bandwidth of current node is 
less than its 1-hop neighbours,, it would propagate RREQ and 
RREP message. Else it would drop RREQ/RREP message. 
 
2.2 QoS Route Discovery 
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Improved AAC algorithm uses AODV[6] for routing. Before a 
source node sends traffic, a RREQ message is broadcasted into 
the network. Each intermediate node broadcasting the RREQ 
creates a backward pointer towards the source. When the 
destination receives the route request, it initiates a RREP 
message that is delivered to the source node using the 
backward pointer. Thus, a path has been found between the 
source and the destination and the traffic is allowed to start. 
 
A node,

s interference range is more than twice the size of its 
transmission range. In other words, the available bandwidth 
changes of a node interfere with nodes within the 2-hop range. 
In order to provide a good estimation of the expected intra-flow 
contention, the Contention Count has to be calculated, using the 
Hop Count field of the RREQ/RREP packets. 
 
During RREQ/RREP query cycle, The RREQ gives the number 
of hops between the source node and the current node, whereas, 
the RREP gives us the number of hops between the destination 
node and the current node. Let,s call hreq and hrep the number of 
hops respectively given by the RREQ and RREP. Contention 
Count(CC) is defined as the following[2,4]: 

CC = Wreq + Wrep + Wcurr + Wdest            (2) 
Wreq and Wrep correspond respectively to the weight of upstream 
and downstream nodes in terms of interference. Wcurr is the 
weight of the current node transmissions, relative to the traffic. 
Finally, Wdest is the weight of the destination node. 
Every node on the path interferes with, at most, two upstream 
and downstream node, therefore: 
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Wcurr always equals 1 because the current node transmit the 
traffic only once. Therefore: 
        　　　　， 1W =⇒∀∀ currrepreq hh         (4) 

The destination node interference weight depends on the type 
of communication used. Here, we assume unidirectional 
communication. If the destination node is within the current 
node,s sensing range, an interference weight of 1 is included in 
Wrep. This weight has to be subtracted, hence: 

     103 −==⇒≥ destdestrep WelseWh 　　　    (5) 

The CC definition given by equation（2）can be simplified as 
follows: 
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An example is shown on Figure 1. At the current, hreq=3 and 
hrep=4.Here, hreq＞2，hrep＞3，therefore, if we apply equation (6), 
hreq=2，hrep=3，CC = hreq + hrep=5. 
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RREQ
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Current 
Node

Hreq=3

Hrep=4  
Fig. 1. Number of Hops Given by RREQ/RREP 

 
As we need both hreq and hrep, the calculation can be done only 
after the RREP is received. Then, one checks if the available 
bandwidth is large enough to accept a drop of CC×Rate. If the 

check is true, the RREP message is forwarded to the source. 
With this technique, a bandwidth reliable path is set up and 
quality of service is guaranteed. 
 
2.3 Maximum Rate Allowance Scheme 
Since CC values are different for each node on the traffic route, 
the amount of predicted interference that would be created by 
the traffic can be maximized. If the traffic rate combined with 
its maximum CC is greater than the available bandwidth, the 
session is rejected. Thus, a maximum rate allowance scheme 
can be established, depending on the maximum CC value on 
the path. 
 
Let,s call R the rate of the traffic, CC(i) the contention count at 
node i, and, MACovh the Medium Access Control overhead in 
%.the corresponding used bandwidth at this node is: 

)1()()( ovhMACRiCCiBW +××=         (7) 
Hence, the maximum bandwidth used on the route between 
source and destination is : 

))1()((maxmax ovhi
MACRiCCBW +××=

∀
      (8) 

The maximum bandwidth that we can use is limited to BWlim. 
Therefore, one can derive the maximum rate which will be 
allowed by the protocol, depending on the maximum CC on the 
path, thus: 

max

lim
max )1( CCMAC

BWR
ovh ×+

=                    (9) 

A QoS flow could be admitted by AAC when the values of 
traffic rates is less than Rmax, else it would be rejected. The 
maximum allowed traffic rate decreases exponentially, along 
with the number of hops in the path .Therefore, the shorter a 
path is in terms of the number of hops ,the higher the 
achievable bandwidth. 
 
2.4 QoS Flow Management 
Compared to AODV, improved AAC added several extensions 
to the routing tables and RREQ/RREP messages in order to 
provide QoS. 
 
Since AAC focused only on bandwidth requirements, we have 
added two extensions to the Route Request and Route Reply 
packets, which are the session identity number, and the 
requested session rate. we use the term session rate instead of 
minimum bandwidth, because we want improved AAC to 
perform call admission according to the traffic source 
information. For a specific session rate, the bandwidth 
utilization may vary depending on lower layer standards. Each 
node determines whether it has enough resources to carry the 
traffic, based on these extensions. 
 
If there is not enough available bandwidth for the traffic, the 
node simply drops respective RREQs/RREPs. RREQs/RREPs 
passing through the network fulfilling this condition set up QoS 
routes. The session characteristics are stored in the routing table 
of each node belonging to the route, during the RREP 
propagation, if there is still enough available resources. For 
each routing entry, we also added a field containing a list of 
session objects[7]. Each session object is composed of a 
session identity number, a corresponding session rate, and the 
source identity of this session. 
 
All active nodes keep a list of all source nodes whose traffic 
passes through them, along with the requested levels of QoS. 
Therefore, if an active node notices that its available bandwidth 
drops significantly under a specified limit, it initiates a QoS 
LOST packet, containing the address of the destination and the 
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session id of the flow. This packet is sent to the corresponding 
source node. When the source node receives the QoS LOST 
packet, it looks at the destination address contained in the 
packet, finds the corresponding entry in the routing table, 
declares the route in QoS Repair, pauses the traffic, and 
initiates a new route request for the destination node. 
 
 
3. ALGORITHM  REALIZATION 
 
We had modified AODV protocol to realize improved AAC 
algorithm in NS2. Several extensions had been added to the 
routing tables and RREQ/RREP messages. The decision on 
whether to accept a transmission request for a new QoS flow, is 
based on the information provided by the extensions. 
 
3.1 Routing Table Extension 
The following list had to been added to each routing entry: 
(1) Session Identity; 
(2) Session Rate; 
(3) Source Identity; 
(4) Maximum Delay; 
(5) Minimum Available Bandwidth; 
(6) List of Sources Requesting Delay Guarantees; 
(7) List of Source Requesting Bandwidth Guarantees. 
 
3.2 RREQ Extension 
A node appends a QoS Object extension[8] to a RREQ in order 
to discover a path that satisfies the QoS parameters which are 
present in the QoS Object, which is situated within the QoS 
Object extension data. Fig 2 shows QoS Object extension 
format. 

0 7 8 15 16 31

Accumulated Value
Type Length QoS Object (variable)

 
Fig. 2.  QoS Object Extension Format 

 
When a node initiates a RREQ message, it may append a QoS 
Object extension after the RREQ data, optionally followed by 
Accumulated Value extensions according to the specific data in 
the QoS Object extension. Accumulated Value provides 
information about the cumulative value that has been 
experienced by nodes along the path from the source node to 
the node currently processing the RREQ. The Accumulated 
Value extension must be appended to a RREQ by a node 
rebroadcasting a request for a QoS route whenever it is needed 
to measure the accumulated value of the parameter of the type 
given in the QoS Object field. This allows each next 
intermediate node, or the destination, to determine whether the 
path can still meet the required parameter specification within 
the QoS Object data. 
 
3.3 QoS Routing Operation 
Figure 3 is the flow chart of Qos routing discovery and 
maintenance. 
 
3.4 Protocol Modification 
AODV protocol in NS 2 had been modified to realize improved 
AAC algorithm. The main files that were modified were listed 
as following[9]. 
 
(1) ns\aodv\aodv.cc, aodv_rtable.cc, aodv.h, aodv_pachet.h, 

aodv_rtable.h; 
(2) ns\mac\channel.cc, channel.h; 
(3) ns\tools\cbr_traffic.cc, cbr_traffic.h; 
(4) ns\trace\cmu-trace.cc, cmu-trace.h. 

Protocol was named as AAC-AODV when the modification 
were completed. 
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Fig. 3. Flow Chart of QoS Routing 
 
 
4. PERFORMANCE EVALUATION 
 
Simulations have been done using ns version 2.27 under Linux. 
The scenario consists of 30 nodes moving in a 500m×500m 
topology. We chose the Random Waypoint Model provided by 
ns-2, as the mobility model. The traffic models were generated 
for 30 nodes with cbr traffic sources, with maximum 
connections of 10 at a rate of 100kbps. We use the IEEE 
802.11b MAC protocol. The channel data rate is set to 11 Mbps. 
The MAC overhead is set to 45%, the bandwidth interval T 
from 0.8 to 0.4 seconds, and packets size to 1024 bytes. The 
simulation time is 100secs. QoS-AODV[5] and AAC-AODV 
are used as routing protocols. 
 
4.1 Performance Metrics 
Three important performance metrics are evaluated[10]: 
(1) Packet delivery fraction － the ratio of the data packets 

delivered to the destinations to those generated by the CBR 
sources. 

(2) Average end-to-end delay of data packets－This includes all 
possible delays caused by buffering during route discovery 
latency, queuing at the interface queue, retransmission 
delays at the MAC, and propagation and transfer times. 

(3) Normalized routing load－The number of routing packets 
transmitted per data packet delivered at the destination. 

 
4.2 Performance Comparison  
Fig 4 plots the Packet delivery fraction. The packets deliver 
rate of AAC-AODV is higher than QoS-AODV obviously. It 
show that improved AAC algorithm can increase effectually 
packet delivery rate. 
 
Fig 5 plots the Average end-to-end delay of data packets. One 
notices that the delay values of QoS-AODV is much higher. 
QoS-AODV

,s bad delay performances is normal since no 
admission control is performed, thus leaving nodes under 
saturation. 
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Finally, the Normalized routing load results are shown on 
Figure 6. AAC-AODV involve low routing load. QoS flow are 
rejected by admission control when there are not sufficient QoS 
guarantees. Thus some unnecessary route messages are avoided, 
routing load was reduced. 

 
Fig. 4. Packet Delivery Fraction 

 

 
Fig. 5. Average End-to-End Delay 

 

 
Fig. 6.Normalized Routing Load 

 
 

5. CONCLUSION AND FUTURE WORK 
 
We demonstrated, through simulation evaluation, that improved 
AAC algorithm provides reliable QoS guarantees. It uses an 

exclusive combination of strategies which considers intra-flow 
contention, mobility and carrier sensing, along with minimizing 
complexity and control overhead. 
 
We are currently focusing on adapting AAC algorithm for other 
on demand routing protocol(such as DSR and TORA). The 
main aim of our future research is to provide efficient QoS 
routing protocols for ad hoc networks. 
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ABSTRACT 
 

With the development of the IPv6 technology, native IPv6 
backbones are emerging. It’s a hotspot of researches in this 
stage that IPv4 networks interconnect over IPv6 backbones. 
IPv4-over-IPv6 mechanism is regarded as a good scheme for it. 
However, with the IPv6 networks deploying, IPv4-over-IPv6 
mechanism has several limitations. In this paper, we analyzed 
the limitations, and proposed a new kind of IPv4-over-IPv6 
extended mechanism. The new mechanism not only inherits 
advantages of the IPv4-over-IPv6 mechanism, but also solves 
the problem that IPv4 applications in the IPv6 nodes can not 
communicate with the IPv4 nodes. 

 
Keywords: IPv4-over-IPv6, Transition, Interconnection 
Between IPv4 and IPv6 
 
 
1. INTRODUCTION 
 
With the development of the IPv6 technology, native IPv6 
backbones (such as CNGI) are emerging. However, vast 
applications and services still stay in IPv4 network. 
Interconnection of IPv4 and IPv6 networks over pure IPv6 
backbones is required. On the 13th annual meeting of CERNET 
in Nov. 2006, Mr. Ma-Yan, Professor of BUPT, presented the 
deployment of IPv4-over-IPv6[1] [2]  on CNGI-CERNET2. It 
is regarded as a good way for the interconnection of vast IPv4 
networks through pure IPv6 backbone, and first developed by 
the Network Protocol Test laboratory of Tsinghua University. 
In Nov. 2005, Tsinghua University and the International 
research lab paid attention to this mechanism and made a RFC 
draft[3] in Sep. 2006.The idea of this mechanism is as follows: 
nodes in the IPv4 domain of IPv4-over-IPv6 is still 
communicated by IPv4 protocol. When IPv4 packets across the 
IPv4-over-IPv6 edge router from the IPv4-over-IPv6 intra-
domain, the edge router transforms these IPv4 packets into 
pseudo IPv6 packets, and across the IPv6 backbone to reach the 
end IPv4-over-IPv6 edge router. Then the pseudo IPv6 packets 
arrive at IPv4-over-IPv6 edge router from the IPv6 backbone, 
the packets will be transformed into IPv4 packets, and routed to 
the end node by IPv4 routing protocol.  
 
Most importantly, the IPv4-over-IPv6 mechanism doesn’t need 
to upgrade the existing software because that the software of 
IPv4-over-IPv6 intra-domain nodes is still worked under IPv4 
protocol. It can fully perform the function of generating IPv4 
networks through pure IPv6 backbone.   
    
However, the IPv4-over-IPv6 mechanism only meets the needs 
of the interconnection between IPv4 networks via the IPv6 
backbone. It is useless to interconnect the IPv4 nodes and pure 
IPv6 networks (the communication using IPv6 protocol only in 
the network) through this mechanism. The detailed analysis is 
in section 3.2 of this paper. 

In this paper, an extended mechanism of IPv4-over-IPv6 
method is proposed in order to solve the above problems. This 
mechanism inherits the merit of IPv4-over-IPv6 method and 
realizes the transparent communication of nodes in pure IPv6 
network and IPv4. 
 

   
2. THE IPV4-OVER-IPV6 MECHANISM 
 
2.1 The principle of IPv4-over-IPv6 mechanism 
IPv4-over-IPv6 mechanism is shown in Fig.1. 
 

 
Fig.1. Principle of Ipv4-over-Ipv6 mechanism 

 
R1, R2, R3, R4 are edge routers. Through the IPv4-over-IPv6 
edge router, IPv4 clouds can connect with the IPv6 clouds. IPv4 
protocol is used for communication in IPv4-over_IPv6 intra-
domain. Packets will reach the IPv4-over-IPv6 edge router 
through the IPv4 routing protocol. And the packets will be 
transformed into pseudo IPv6 packets by the IPv4-over-IPv6 
edge router. Based on the IPv6 router protocol, the pseudo IPv6 
packets will be routed to the end IPv4-over-IPv6 edge router 
which then reverted to the IPv4 package and routed to the end 
node by IPv4 routing protocol. 
 
2.2 The Rule of the Ipv4-Over-Ipv6 Address Mapping 
Address mapping is the premise to realize the mutual 
transformation of the IPv4 and IPv6 packets and routing 
messages conveniently. The rule of IPv4-over-IPv6 address 
mapping is as follows: 4over6prefix:IPv4 
Address::/v6Len+v4Len, 4over6prefix is the prefix of the IPv4-
over-IPv6 mapping address. There are two definitions of IPv4-
over-IPv6 mapping prefix nowadays: the first is assigned by 
IANA, like the 2002::/16 in 6to4; the second is to assign a IPv4-
over-IPv6 prefix 2001:250::/32 independently in an 
autonomous domain shown in the following table. 
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Table 1. An example of IPv4-over-IPv6 address mapping 
IPv4Address Assigned by 

IANA 2004::/16 
Assigned by AS1 

2001:250::/32 

 
202.201.32.0/28 

 
2004:CAC9:20::/44 

2001:250:CAC9:20::
/60 

 
202.201.32.30 

 
2004:CAC9:201E:: 

2001:250:CAC9:201
E:: 

 
2.3 The Process of Packet Transformation 
In this section, the transformation of IPv4 and IPv6 packet is 
analyzed in detail. At present, there are two methods of the 
packets transformation: packets translation and packets 
encapsulation. Packets translation[4] [5] is just to translate the 
IPv4 packet header into IPv6 packet header according to the 
SIIT [4]principle. Then the IPv4 packet will be translated to 
IPv6 packet. Packets encapsulation[6][7] is to keep the original 
packet header and to add a new IPv6 packet header. Then the 
original IPv4 packet will be transmitted as payload of the new 
IPv6 packet. 
 
Packets encapsulation can ensure the transparent transition for 
any operation end to end. But its efficiency is low and the cost 
of the network is large. Packets translation has  less cost and  
higher efficiency. However it loses information when 
translating the IPv4 packets header into IPv6 packets header, 
like IPv4 fragments and IPv4 option information, it may lead to 
a few special services unavailable.  
 
Both the methods have advantages and the network manager 
can choose different methods. 
 
2.4 Ipv4-Over-Ipv6 Router Mechanism 
The key idea of IPv4-over-IPv6 router mechanism is as follows: 
Firstly, in the intra-domain of IPv4-over-IPv6, each packet is 
routed by the standard IPv4 router protocol, like OSPF and RIP. 
IPv4-over-IPv6 edge router can get the IPv4 routing messages 
easily through the IPv4 routing protocol. Based on the principle 
of address mapping in IPv4-over-IPv6, IPv4-over-IPv6 edge 
router maps the IPv4 routing message into IPv6 and pronounces 
in the IPv6 network. So the IPv4 routing message infiltrating 
the IPv6 backbones becomes possible. 
 
Secondly, when an IPv4-over-IPv6 edge router receives a IPv6 
router message, revert it into IPv4 router message and inform 
that to local IPv4 network through the IPv4 routing protocol. 
Then this process realizes the mutual of IPv4 routing message 
among IPv4 networks through IPv6 backbones. 
 
 
3. THE ANALYSIS OF THE ADVANTAGES AND 

DISADVANTAGES OF IPV4-OVER-IPV6 
TRANSFORMATION MECHANISM 

 
3.1 The Advantages of Ipv4-Over-Ipv6 Transformation 

Mechanism 
Related to the transition previous, IPv4-over-IPv6 mechanism is 
more adapted to the network environment than it was before. It 
realizes the interconnection of vast IPv4 networks via IPv6 
backbone with: 
1. High transparency: don’t need to do any modification to 

the IPv4 or IPv6 networks; all works accomplish on the 
edge router. 

2. Excellent adaptability: can complete the selections of 
adaptability and dramatic router without human interface. 

3. Better extensibility 
 

3.2 The Disadvantages of Ipv4-Over-Ipv6 Transformation 
Mechanism 

However, with the development of the network, when the pure 
IPv6 networks emerge in the IPv6 backbone, some 
communication problems between pure IPv6 nodes and IPv4 
nodes would appear.  
 

 
Fig.2. Ipv4 subnets and pure Ipv6 subnets exist together 

 
The details are as follows: 
(1) The structure of true IPv6 address and IPv4-over-IPv6 

pseudo address is different. The former is composed of 
IPv6 router prefix and 48 bits MAC address together, but 
the latter is mapped by IPv4 address. So the true address 
can not be mapped into IPv4. And the communication can 
not be established between a pure IPv6 node and a IPv4 
node. 

(2) In addition, the pure IPv4 applications call IPv4 socksAPI 
expects to bind an IPv4 address, but there is no valid IPv4 
address in the pure IPv6 node. So they can not 
communicate with IPv4 nodes via pure IPv6 networks. 

(3) According to the IPv4-over-IPv6 mechanism, all the works 
are completed on the IPv4-over-IPv6 edge router. The two 
possible ways (encapsulation and translation) are unified to 
set up by administrator according to requirements. 
However, for IPv6 nodes, there is no unified IPv4-over-
IPv6 edge router. The transformation of IPv4-over-IPv6 in 
pure IPv6 nodes is achieved by themselves and the 
methods of transformation also need defining by users, but 
it is so difficult for users also.    

 
 
4. THE DESIGN OF AN IPV6-OVER-IPV4 

EXTENDED MECHANISM 
 
IPv4-over-IPv6 extended mechanism is a good resolution for 
the limitations of the current IPv4-over-IPv6 mechanism, and it 
meets the requirements of IPv6 networks’ further development. 
 
The design of this mechanism is composed of three parts: the 
reforming of IPv4-over-IPv6 edge router, the design of IPv4-
over-IPv6 negotiation mechanism and the design of IPv4-over-
IPv6 intermediate layer driver based on IPv6 node. 
 
The ideas of this design is as  follows: after encapsulation of 
protocol driver, a package will be made and sent to the IPv4-
over-IPv6 intermediate layer driver. If the package is IPv6 
package, it will be routed to the end via IPv6 networks. If not, a 
negotiation will be established by negotiation mechanism. 
When the negotiation completed, the package will be sent to the 
IPv4-over-IPv6 intermediate layer driver, and transformed into 
IPv6 package by the driver. Then the package will be routed to 
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the end IPv4-over-IPv6 edge router by IPv6 routing protocol. 
When the packet arrives, it will be transformed into IPv4 packet 
again by the stateful transition mechanism, and routed to the 
end nodes by the IPv4 routing protocol. 
 
4.1 The Reforming of Ipv4-Over-Ipv6 Edge Router 
The reforming of IPv4-over-IPv6 edge router solve the problem 
of IPv4/IPv6 address mapping which is the basis of 
interconnection between the IPv4 and IPv6 nodes, describe it in 
section 3.2(1).  

 

 
Fig.3. The principle of 4over6 edge router based on 4over6 

extended mechanism 
 

The specific method is described in Fig. 3: Establish an IPv4 
private address pool which can be routed to IPv4-over-IPv6 
edge router, and an IPv4/ IPv6 address mapping table is 
maintained explicitly. When an IPv6 packet arrives at IPv4-
over-IPv6 edge router, the mechanism will judge whether the 
packet is an IPv4-over-IPv6 pseudo packet or not. If it is, the 
transformation mechanism will be called directly by the router, 
if not, a stateful address transformation mechanism router will 
be called first and then an available address will be taken out 
from the private address pool, and the address will establish a 
mapping relation together with IPv6 packet’s source address, 
the mapping relation will be written in mapping table, then the 
transformation mechanism will be called, and the 
communications start. 
 
4.2 The Design of Ipv4-Over-Ipv6 Negotiation Mechanism 
In the IPv4-over-IPv6 extended mechanism, the design of IPv4-
over-IPv6 negotiation mechanism is important for solving the 
problems of IPv4-over-IPv6 transformation method selecting. 
An IPv4-over-IPv6 extended header will be designed for the 
negotiation mechanism, which is shown in Fig 4.  
 

 
Fig.4. 4over6 negotiation extended header 

 
When an IPv6 node needs to communicate with an IPv4 node, it 
will traverse its cache to find a transformation method. If the 
record is found, the communication would be established. If not, 
the IPv6 node would send a zero-payload packet including an 
IPv4-over-IPv6 requisition extended header to end IPv4-over-
IPv6 edge router. Then the edge router responds a zero-payload 
packet including an IPv4-over-IPv6 announcement extended 
header back. Then the packet will be gotten and the 
announcement will be written to its cache by the IPv6 node, 
then the communication will be established by the IPv4-over-
IPv6 intermediate layer driver which discussed in section 4.3. 

4.3 The Design of Ipv4-Over-Ipv6 Intermediate Layer 
Driver 

In this paper, an IPv4-over-IPv6 intermediate layer driver for 
IPv6 nodes is designed. The driver is a key component of the 
communication between IPv6 nodes and IPv4 nodes. The pure 
IPv4 applications running in the pure IPv6 nodes can be used if 
the intermediate layer driver is designed. The structure is shown 
in Fig 5., and the idea as the following: there is an IPv4-over-
IPv6 intermediate layer virtual interface to be supported by OS, 
as the 6to4 and ISATAP does. Because the IPv4-over-IPv6 
intermediate layer driver is intervenient between the protocol 
driver and the NIC driver, echo package have to pass through 
the driver. If an IPv6 package arrives, the driver does nothing 
but just send it to the NIC driver directly. If not, the driver 
transforms the IPv4 package into IPv6 package, and then sends 
the IPv6 package to the NIC driver. 
 

 
Fig.5. The structure of 4over intermediate layer driver 

 
 

5. MECHANISM SIMULATION AND RESULT 
ANALYSIS 

 
5.1 Mechanism Model Building 
In order to analyze the feasibility of the idea and test the 
validity of the mechanism in this paper, a reforming module of 
IPv4-over-IPv6 based on router and a intermediate layer driver 
module based on IPv6 nodes are designed in OPNET 10. In 
addition, an extended mechanism network model of IPv4-over-
IPv6 is designed for the simulation; the model is described in 
Fig. 6. 
 

 
Fig.6. The model of 4over6 extended mechanism simulation 

 
 In the case of Fig. 6, three core routers named IPv6_ASx are 
set as three autonomous domain nucleuses to simulate IPv6 
backbone. Pure_IPv6_Router is a pure IPv6 edge router 
connected with pure IPv6 networks, Pure_IPv6_node is a pure 
IPv6 node which sets the intermediate layer driver module of 
IPv4-over-IPv6; and ASx_4over6_Router is the IPv4-over-IPv6 
edge router which sets the reforming module of IPv4-over-IPv6; 
IPv4_Route_xxx_xxx_xxx/x is a pure IPv4 router, and 
IPv4_Server is a IPv4 FTP server. In the simulation model, it is 
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interconnected over 1000Mbps among autonomous domains 
and edge routers. Others are interconnected over 100Mbps. 
 
In this paper, IPv4-over-IPv6 routing mechanism was tested by 
the routing protocol simulation and the data transmission test 
was realized by the simulation of File Transport Protocol. 
 
5.2 Simulation and Results Analysis 
 
5.2.1 Simulation of the IPv4-over-IPv6 routing mechanism 
IPv4-over-IPv6 routing mechanism will be tested by the 
methods of routing protocol simulation on Pure_IPv6_Router 
and IPv4_Route_201_100_0_0/6. Figure 7 summarizes the 
results. 
 

 
Fig.7. (UP) The result of Ipv4_202_100_0_0/16 routing 

Protocol simulation 
           (Down) The result of Pure_Ipv6_Router routing Protocol 

simulation 
 

From Fig.7, it could be seen that the  interconnection addresses 
218.99.163.1-2 between the IPv4_Router_202_201_0_0/16, the 
AS2_4over6_Router have already permeated IPv4-over-IPv6 
intra-domain of AS3, and the IPv4 routing message is translated 
into IPv6 pseudo route message, and received by 
Pure_IPv6_Router.  So the function of routing mechanism is 
validated under the IPv4-over-IPv6 extended mechanism. 
 
5.2.2 Simulation of File Transmission 
In this paper, the communication of application layer protocol is 
tested by simulation of File Transmission Protocol. Here, a FTP 
server is set in IPv4-over-IPv6 intra-domain of AS2. The 
address is 202.201.0.2, and other_4over6_IPv4_node is IPv4-
over-IPv6 intra-domain node of AS3, with address 202.100.0.2. 
The gateway is interface address 202.100.0.1 of IPv4_ 
201_100_0_0/6.Pure_IPv6_node is pure IPv6 node. Its address 
is 2001:da8:1404:30c2:a055:ela4:d5fa and the address of 
Loopback is a private address 192.168.0.1. The configuration of 
the Loopback address is not for real communicating, just for 
encapsulating IPv4 packages. The encapsulated IPv4 packages 
will be transformed into IPv6 ones by the intermediate layer 
driver module of IPv4-over-IPv6 based on IPv6 nodes. 
Simulation result can be seen in Fig. 8.  
 
Fig.8 is a TCP flow picture of Pure_IPv6_node and 
other_4over6_IPv4_node. From the figure we can draw the 
conclusion that both IPv4 node and pure IPv6 node can 
communicate with FTP server of IPv4 normally through the 
mechanism mentioned in this paper, thus the correctness of this 
paper’s proposals can be validated. 
 

 
Fig.8. The File transmission simulation of 4over6 extended 

mechanism 
 

 
 

6. CONCLUSIONS 
 
IPv4-over-IPv6 mechanism realizes meets the requirments of 
vast IPv4 sub network via the IPv6 backbone. However, with 
the development of the IPv6 network, the pure IPv6 networks 
should emerg in the IPv6 backbone. In this circumstance, the 
limitations of IPv4-over-IPv6 mechanism will be exposed. 

 
In this paper, an IPv4-over-IPv6 extended mechanism is 
designed. It inherits the merit of 4over6 and realizes the 
transparent communication of nodes in pure IPv6 network and 
IPv4. Thus, not only IPv4 networks but also networks between 
IPv6 networks and IPv4 can be interconnected through the IPv6 
backbone by the mechanism. Above all, the extended 
mechanism can be used in the present and coming stages. 
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ABSTRACT  

 

The paper proposes a QoS routing protocol based on stability 
and bandwidth (QRSB) for mobile ad hoc networks. QRSB 
protocol firstly adopts a bandwidth reservation scheme taking 
the hidden-terminal and exposed-terminal problems into 
consideration. Secondly, to select a path with low latency and 
high stability, QRSB protocol uses a mobile predict method[4]. 
Thirdly, this protocol adopts two-time reply scheme and 
reverse optimization of route to improve the routing 
performance. The location information is provided by global 
positioning system(GPS). This paper is based on AODV. By 
QRSB protocol we can get an effective route with a longer life, 
an enough bandwidth, and a shorter path. 
 
Keywords: MANET, QoS, Routing, Path Stability, AODV 
 
 
1. INTRODUCTION 
 
A mobile ad hoc network (MANET) is an autonomous system 
of mobile nodes to establish temporary communication 
infrastructure for many situations, such as military applications, 
emergency search, rescue operations and so on. For such 
networks, topology changes would occur frequently. If this is 
the case, data must be rerouted quickly, which will introduce 
more overheads and use more resources. Therefore, to 
minimize route breaking, we should select stable routes at the 
beginning that endures a longer time. By taking link stability 
into consideration in routing protocols[1-4], the routing 
overheads can be significantly reduced and the QoS 
performance can be greatly improved. 
 
In addition, the bandwidth is one of the most important 
requirements in MANETs. The time division multiple access 
[1](TDMA) scheme is generally used for bandwidth 
reservation [5-8]. Bandwidth in time-slotted network systems is 
measured according to the number of free slots. To select 
feasible paths that satisfy bandwidth requirement, we have to 
perform a suitable slot assignment strategy. 
 
In this paper, we propose a QoS routing protocol based on 
stability and bandwidth(QRSB) for MANETs. Firstly, QRSB 
protocol adopts a bandwidth reservation scheme taking the 
hidden-terminal and exposed-terminal problems into 
consideration. This paper is based on AODV. The reason for 
selecting AODV is that its route discovery mechanism matches 
the bandwidth calculation scheme very well and is suitable for 
bandwidth constrained routing. Secondly, to select a path with 
low latency and high stability, QRSB protocol uses a mobility 
prediction method[4]. The location information is provided by 
global positioning system(GPS). Thirdly, QRSB protocol 
adopts two-time reply scheme of the destination node and 
reverse optimization of route to further reduce the time of route 
setup and improve the route stability. By QRSB protocol we 

can get an effective route with a longer life, an enough 
bandwidth, and a shorter path. 
The remainder of this paper is organized as follows. Section 2 
presents the preliminaries. The proposed protocol is proposed 
in section 3. Experimental results are given in section 4. Finally, 
conclusions are made in section 5. 

 
 

2. PRELIMINARIES 
 
2.1 Link Stability Measurement 
In this section, we use a mobility prediction method[4] to 
evaluate link stability. This method uses GPS to get the location 
information and the mobile speed and direction of a node. Link 
expiration time(LET) and route expiration time(RET) are two 
parameters to respectively measure how long a link and a route 
can keep connected. The final standard of deciding a route is R, 
which takes both route stability and route length into 
consideration. The value of R equals to the ratio of RET with 
hop number. In this paper, we integrate the idea into our 
protocol. 
 
2.2 Time Slot Information Calculation 
The QoS-AODV protocol is on the basis of MAC TDMA 
protocol[8]. Each MAC TDMA frame consists of two phases, a 
control phase and a data phase. Each phase is divided into 
several slots, and several slots form a frame. The control slot is 
used to transmit control frame. The data slot is used to transmit 
data frame. To avoid hidden and exposed terminal problem, 
each node must keep information about itself and its 1-hop and 
2-hop neighbors' time slots that are used for sending and 
receiving. We call a node a neighbor of another node if these 
nodes are in the transmission range of each other. For a node P, 
if P wants to send packets, P must calculate the slots that P and 
P’s neighbors don’t receive and send packets. The reason of 
taking P's neighbors into account is to avoid hidden and 
exposed terminal problems. If P wants to receive packets, it 
must calculate its free slots that can be used to receive data. 
These free slots aren't used to receive and send packets from P. 
The slot scheduling information is exchanged by AODV Hello 
message. 
 
For a link L, its bandwidth must consider the common free 
slots of the two neighboring nodes. Two neighboring nodes 
want to communicate each other. We let one be a sender and let 
the other be a receiver. The slots that can be used to transmit 
packets using the link is the intersectant slots that the free slots 
that can be used to send for sender and the free slots that can be 
used to receive for receiver.   
 
For a path P, its bandwidth is the minimum link bandwidth of 
all links along the path P. 
 
 
3. OUR ROUTING PROTOCOL 
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Due to the node mobility, the limited bandwidth, and the lack 
of fixed infrastructure, it is very important to develop an 
efficient protocol to support QoS requirements in MANETs. In 
this section, we propose a QoS routing protocol based on 
stability and bandwidth (QRSB ) for MANETs. 

 
3.1 Route Discovery   
3.1.1 How Intermediate Nodes Deal With QRREQ Packets  
The route discovery process is initiated whenever a source node 
wants to communicate with another node, and the route table of 
the source node has no routing information. Our protocol is 
based on AODV. The source node starts to flood QoS route 
request (QRREQ) packets with certain bandwidth requirement 
to its neighboring nodes. When a node has received a QRREQ 
packet, it performs the following operations: 
 
(1) The node checks whether the value of TTL equals to 0 

after the packet arrives at the node and the value of TTL 
is modified. If yes, the node drops the packet. Otherwise, 
turn to (2); 

(2) The node checks whether itself has been in the node list 
of QRREQ packet. If yes, the node drops the packet to 
avoid loop. Otherwise, turn to (3); 

(3) The node checks whether the packet is repeated. If it is 
repeated, the node adopts a reverse optimization of route 
described later to deal with the repeated QRREQ packet. 
Otherwise, turn to (4); 

(4) The node checks whether link bandwidth satisfies the 
required bandwidth in QRREQ packet. If not, it drops 
the QRREQ packet. Otherwise, turn to (5); 

(5) The node checks whether the destination node address in 
the QRREQ packet is its own address. If yes, the node 
no longer forwards the packet and directly receives it. 
Otherwise, the mobile node uses the location information 
in the packet and its own location information to 
calculate the LET[4]. If we can predict the LET along 
each link on the route, we will be able to predict the RET, 
which is the minimum of all LETs along the path. 

 
When the destination node receives a QRREQ packet, it will 
calculate the value of R for each path. Route selection in the 
QRSB protocol is based on the value of R. The maximal value 
of R means a packet is transmitted with a small delay and a 
high stability. 
 
3.1.2 How Destination Node Twice Replies QRREP Packet  
In order to reduce time of routing setup, the destination node 
will immediately send a QRREP packet to the source node as 
soon as it receives the first arrived QRREQ packet, because the 
discovered path in the first arrived QRREQ packet is currently 
optimized. After a period of time, the destination node maybe 
receives more other QRREQ packets that come from the same 
source node. By comparing all discovered routes, the route with 
the maximal value of R is selected to be the best path. If the 
best route is not the first replied route, the destination node will 
reply a QRREP packet again, otherwise it does nothing. The 
two-time reply strategy[3] can reduce time of route discovery 
and find a route with a small delay and a high stability. 

 
Fig.1. Route discovery process 

 

For example, as shown in Fig.1, the values denoted on each 
link represent the value of LET. When a source node S wants to 
transmit data to a destination node D and the routing table of 
the source node S does not have any information on routing to 
destination node D, the source node S will broadcast the 
QRREQ packets to its neighboring nodes A and C. Then the 
destination node D will receive two feasible paths, which are (S, 
A, B, D) and  (S, C, B D). Among the two paths, we assume 
path(S, A, B, D) is the first received, whose value of R is 
min(80,30,60)/3=10. Therefore, the destination node D 
immediately replies a QRREP packet to the source node in the 
reverse direction of (S, A, B, D) path, and the source node S 
starts to send data after it receives the QRREP packet. However, 
after the destination node receives the other route (S, C, B, D), 
it also calculates the value of R, which is min(70,50,60)/3=16.7. 
Having compared the two feasible paths, the destination node 
decides that path(S, C, B, D) is the most optimized. So the 
destination node re-sends a QRREP packet to the source node 
in the reverse of path(S, C, B, D). When the source node 
receives this QRREP packet, it updates relative route table 
entry, and sends subsequent data along the best path(S, C, B, 
D). 

 
3.1.3 Reverse Optimization of Route 
In traditional AODV protocol, the intermediate nodes usually 
drop the repeated QRREQ packets. In our protocol, although 
the intermediate nodes don’t transmit the repeated QRREQ 
packets, they can make use of local route information of the 
repeated QRREQ packet to optimize the local route from the 
source node to the intermediate nodes. When the destination 
node receives the QRREQ packet and replies a QRREP packet, 
the QRREP packet maybe is propagated to the source node not 
along the path that the QRREQ packet comes along. 
 
For example, as is also shown in Fig.1. When the source node S 
floods QRREQ packets to the destination node D, we assume 
the QRREQ packet firstly arrives at the intermediate node B 
along local route (S,A,B). The node B calculates the value of R, 
which is min(80,30)/2=15, and forwards the packet. After a 
while, the QRREQ packet with the same sequence number also 
arrives at node B along local route(S,C,B), and the value R of 
(S,C,B) equals to min(70,50)/2=25, which is bigger than the 
value R of (S,A,B). So the intermediate node B modifies its last 
hop node from A to C, records this change in its route table, and 
drops the repeated packet. When QRREP packet from the 
destination node passes by the intermediate node B, the route 
will be reverse optimized according to the route information of 
intermediate node. So when QRREP packet reaches the source 
node, the path is (S,C,B,D) instead of (S,A,B,D). Therefore, 
data is transmitted along the path(S,C,B,D).  
 
The reverse optimization scheme[3] makes full use of the 
information of repeated packets to improve route stability. But 
it also introduces more calculation for each node, and the 
calculation maybe consumes more power. However, with the 
development of hardware, the cost of battery is more and more 
inexpensive. Whereas the communication quality mostly lies on 
path stability, so more power consumption can be compensated 
by higher stable path. 
 
3.2 Route Maintenance 
Because of high mobility of nodes, links are likely to break, so 
we must adopt a route reconstruction scheme. Routing 
reconstruction is usually classified into overall reconstruction 
and local reconstruction. In this paper, QRSB protocol adopts 
the local reconstruction[3]. The node, which is on the broken 
link and is nearer to the source node, initiates a QRREQ packet 
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to the destination node to reroute, and simultaneously 
temporarily stores data coming from the source node in the 
buffer. When the downstream nodes receive the QRREQ 
packet, they will perform the route reconstruction in the same 
way as the source node initiates a route discovery process. At 
the same time, the node, which is on the broken link and is 
nearer to the destination node, initiates a route-error packet to 
the destination node to release the reserved slots along the local 
route the route-error packet has passed by. In this case, QRSB 
protocol makes full use of existing effective route information, 
and saves route maintenance overheads. 

 
 

4. EXPERIMENTAL ANALYSIS 
 
In this section, we use a network simulator to analyze the 
performance between our QRSB protocol and QoS-AODV[8]. 
 
4.1 Simulation Parameters 
In our simulation environment, we randomly generated 30 
mobile nodes in a 900×900 meters square area. The radio 
transmission range was set to 250 meters and the data 
transmission rate was 2Mb/s. We use CBR as data source. The 
mobile speed was 0~10m/s in random direction. The QoS 
bandwidth requirement was 2 slots, and each slot was 5 ms. 
The source node and the destination node were generated 
randomly. Each simulation time was 800 second. All 
simulation results are average values of multiple experiments. 

 
4.2 Performance Metrics 
The performance metrics mainly include: 
(1) Request success rate: The number of successful route 

requests / the total number of route requests from the source 
node to the destination node. 

(2) Successful transmission rate: The packet number received 
by receiver / the packet number sent by sender.  

(3) Routing overheads: The number of total controlling packets. 
 

4.3 Simulation Results 
As is shown in Fig.2 and Fig.3, the request success rate and the 
successful transmission rate of both protocols fall when the 
mobile speed of nodes increases. But the performance of QRSB 
protocol behaves better. The main reason is that QRSB 
protocol fully takes the path stability into consideration, and 
selects the route with high stability based on the value of R, so 
the possibility of link breaking reduces, and request success 
rate and the successful transmission rate are all improved. On 
the contrary, QoS-AODV doesn’t take path stability into 
account, so its performance behaves worse. In Fig.4, routing 
overheads of both protocols increase with the increasing of 
node mobile speed. However, the routing overheads based on 
QRSB protocol is lower, because it takes path stability into 
account, the path is more stable, and the number of routing 
reconstruction decreases, thus routing overheads 
correspondingly reduces. 
 

 
Fig.2. Comparison of request success rate 

 
Fig.3. Comparison of transmission success rate 

 
Fig.4. Comparison of routing overheads 

 
 
5. CONCLUSIONS 
 
The paper proposes a QoS routing protocol based on stability 
and bandwidth (QRSB) in mobile ad hoc networks. QRSB 
protocol selects route based on stability parameter R, which 
greatly improves path stability and reduces the possibility of 
link breaking. Simultaneously QRSB protocol  adopts 
bandwidth reservation scheme, which further increases the 
request success rate. Simulation results show that QRSB 
protocol can provide better performance. 
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ABSTRACT  
 

The IPv4/IPv6 mixed networks will exist for a long period in 
the course of the transformation of the currently network into 
Next Generation Network based on IPv6. In the full study of 
the feature of the mixed network, an analysis method of users’ 
accessing behaviors is provided over the mixed networks. This 
method extracts the relevant information from the data stream 
in the IPv4/IPv6 mixed networks and analyzes the users’ 
behavior eigenvectors by clustering in data mining. Moreover, 
we design a behavior analyzing model, which provides an 
effective way for discovering normal behaviors and detecting 
abnormal behaviors of the network users. 

 
Keywords: IPv4/IPv6 Mixed Networks, Network Behavior 
Analyzing, Data Streams, Data Clustering, Data Mining 
 
 
1. INTRODUCTION 
 
With the rapid development of the Internet, the TCP/IP 
protocol was a huge success. But as the scale of IP network 
and the number of user continue to growth, the problems 
caused by IPv4 more and more serious such as address space 
exhausting and the expansion of routing table, so the Next 
Generation Network (NGN) based on IPv6 has arisen. 
Replacing IPv4 by IPv6 couldn't be brought to success in one 
night and it will exist within a very long time. In order to 
study the characteristic of traffic or performance and the 
network behavior model, the research on IPv4/IPv6 mixed 
network should be put on the agenda. During the 
transformation of IPv4 into IPv6, the network will be existed 
in the form of mixed network. IETF IPv6 Transition Working 
Group (NGtrans) presented some strategies and technology to 
fulfillment the transition. There are some fairly mature 
technologies[1,2] such as Dual Stack Technology, Tunnel 
Technology and Network Address Translation-Protocol 
Translation. Because of the use of these technologies, the 
networks contain both IPv4 and IPv6 packets. For the mixed 
network will exist for a long time, the analysis for the mixed 
network and its accessing behavior will make the transition 
gradual and smooth. Further more, this analysis will make 
great significance in many areas, such as discovering the 
performance laws of network, forecasting the network 
behavior, utilizing network resources rationally, keeping away 
the network attacking and so on. 
 
 
2. DESCRIPTION OF NETWORK BEHAVIOR 
 
Network behavior is a generalized concept, which indicates 
the law when the users are using the network resources, it can 
be described quantitatively and qualitatively by statistic trait 
or relating relationship of some eigenvector. Analyzing and 
classifying the user's accessing behavior in real time, we can 
know the condition of users' operations, the occupying of the 
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network resource and the accessing of data resource in time. 
All of them can provide feedback information for many tasks, 
such as the consolidated monitoring of the network resource, 
the detecting of the system performance and so on. 
 
The key to the network accessing behavior analysis is to 
establish normal behavior model and to compare the users' 
current behavior with the model. Then we can judge the 
degree of the deviation according to the comparison. However, 
we must describe the behavior efficiently if we want to extract 
a good model from it. In other words, in order to establish 
normal behavior model store for the monitored users, we must 
know the composition of the model store. It means we must 
choose proper attributes and their relationship to describe the 
accessing behavior. So we should select some representative 
attributes from the captured data packets to make them as the 
descriptive information to be analyzed. In this paper, on the 
one hand we analyze the frequent degree to obtain the statistic 
feature of the accessing behavior and on the other hand we 
analyze some important attributes by the method of data 
mining. 
 
In general, we use the vector to describe network users’ 
behavior. A user’s behavior which contains n attributes can be 
described as <attribute1, attribute2, attribute3, …, attributen>, 
which n attributes are n eigenvalues of the behavior. For 
example, a browsing behavior can be described as <ID, IP, 
{URL, Browsing}n> and n>0 is the number of different URL. 
 
In order to describe the formalized network behavior, we use a 
quadruple[3]: {D, T, B, Q}. In the quadruple, 

D represents the destination address or destination site; 
T represents the time when the behavior happened; 
B represents the behavior. We use the corresponding ports 

to describe the different behaviors, such as WWW, FTP, 
CHAT, TENLET, SMTP, POP3 and so on; 

Q represents statistic parameters, such as the size of packet, 
number of packet and so on. 

 
The quadruple can show the basic feature of network behavior. 
But for better description, we use discretization to deal with 
some attributes, by which we will use more abstract data to 
replace the lower level data. For example, if there is a 
behavior record like {211.94.144.100, 2007:04:13:09:00, 80, 
100}, it is difficult to analysis such a record. So we partition 
the continuous attributes into several discrete sections and 
induce the discrete attributes to some different types. For 
example, the time in a day is divided into some time quantum 
{MORNING, FORENOON, NOON, AFTERNOON, NIGHT, 
EVENING}, the sites are generalized according to their topic 
into some types {DOOR, SEARCH, EDUCATION, FUN, 
CHAT, SECURITY, OTHER}, and the concrete network 
behaviors are partitioned based on their destination port into 
some types {MAIL, FTP, SNMP, WWW, TELNET, POP3, 
OTHER}. After the above transformation, we can change the 
foregoing record into {SEARCH, NOON, WWW, 100}. Such 
transformation is beneficial for us to do the statistic and 
clustering analysis later. 
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3. CLUSTING ALGORITHM FOR NETWORK 
BEHAVIOR ANALYSIS 
 

Clustering algorithm is one of the methods of data mining and 
it is the computational task to partition a given input into 
subsets of equal characteristics. These subsets are usually 
called clusters and ideally consist of similar objects that are 
dissimilar to objects in other clusters. The input of cluster 
algorithm is a data set which is composed of one or more data. 
Each data usually expresses with a vector (X1, X2, …, Xp) and 
Xj represents the value of a continuous or discrete variable. 
The outputs of cluster algorithm are several clusters, which 
contains one data at least. A clustering algorithm needs 
usually to compute the distance or similarity to express the 
difference between two data. 
 
Definition 3.1 Suppose Xi, Xj were any two data in n 
dimensional sample space. If function d(i, j) satisfies 
following condition: 
(1) d(i, j)≥0, for all Xi, Xj; 
(2) d(i, j) = 0, if and only if Xi=Xj ; 
(3) d(i, j) = d(j, i); 
(4) Given Xi, Xj, Xk, then d(i, k)≤d(i, j) + d(j, k), 
Then we called d(i, j) is the distance between Xi and Xj. In this 
paper, we use Euclidean distance: 

 
 (3-1) 
 

Definition 3.2 The similar degree between two data or 
samples is called as similarity and the similarity can compute 
through the reciprocal of Euclidean distance[4]: 

     
(3-2) 

 
 

For the partitioning method, we use the k-means clustering 
algorithm [6] which adapts to classifying network data streams. 
The k-means requires the input set to be a set of points in the 
d-dimensional Euclidean space. Its goal is to find k cluster 
centers and a partitioning of the points such that the sum of 
squared distances to the nearest center is minimized. 
 
The k-means algorithm makes the average value of a cluster as 
the center value of this cluster. The concrete steps of the 
algorithm can briefly described as follow: 
(1) Choosing k data C1, C2, …, Ck from the given data set as 

the initial clustering center of each cluster; 
(2) Assigns each data to a set which has the minimum 

distance to it. Each set is represented by the average 
value of all the data of it. For each data Vi, find a center 
Cj to minimize the value of d(Vi, Cj) which represents 
the distance between them. Then assign Vi to cluster j. 

(3) When all the data were distributed in corresponding sets, 
we need compute the center value (the average value) of 
each set again; 

(4) Repeating execute step 2 and step 3 until the partition of 
all the data change no longer. 

Finally, we will get k sets and each set is a cluster. 
 
This algorithm is a heuristic that converges to a local optimum. 
The main benefit of k-means algorithm is its simplicity and its 
foundation on analysis of variances. Also, it is relatively 
efficient. The drawbacks are that the user must specify the 
number of clusters in advance. The algorithm has difficulties 
to deal with outliers and clusters that differ significantly in 
size, density and shape. 
 

4. NETWORK BEHAVIOR ANALYSIS WITH 
CLUSTING ALGORITHM 

 
4.1 Euclidean k-median Method 
We use Euclidean k-median method[7] to design the clustering 
algorithm. The general k-median problem is described as 
follow: given a set N of n points, N = {x1, x2, …, xn}, a 
distance metric space and an integer k. To use Euclidean 
distance to compute the distance of two points, we are to 
choose k members of N as “medians” and assign each member 
of N to its closest median, which the set of these “medians” is 
M = {m1, m2, …, mk}. As before, the assignment distance of a 
point x∈N is the distance from x to the median to which it is 
assigned and the k-medians objective function, which is to be 
minimized, is the sum of assignment distances. The formula of 
the objective function is: 
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Assigning the point and its closest median to a cluster based 
on these k medians, we can accomplish the task and get k 
clusters. 
 
4.2 Acquisition of Analytical Data 
There are usually two sources of data which we use to analyze 
the network accessing behavior. The one is based on host, the 
other one is based on network. The former is come from the 
audit records of operation-system or the server log. In this 
paper, we use the later, which is come from the network data 
stream. The objects of analysis are network packets which 
were captured from real data stream by the technology of 
network monitoring. 
 
The primitive captured packets are not suitable for doing 
clustering analysis, so we need describe the network accessing 
behavior by vector. We can extract useful information from 
the primitive network packets to compose the accessing 
records. Each record represents a TCP/IP connection record, 
which contains several attributes, such as network protocol, 
connection time, destination/source IP address, port number 
and so on. So we can use such record which contains several 
attributes to make up of the vectors for clustering analysis. 
 
There are many types of attribute data in the network 
accessing record, such as numeric data, boolean data, 
enumerate data and so on. In this paper we will compute the 
distance according formula (3-1) for which only the numeric 
data is suitable. So we will do some special changes with such 
data: when a attribute k in data xi and xj is not a numeric data, 
if xik ≠ xjk, we use a constant to replace the value of (xik - xjk)2, 
otherwise set the value of (xik - xjk)2 as zero. 
 
4.3 Analysis of Accessing Behavior 
The user' single behavior often is accidental. In order to get 
the feature of users' behavior we should analyze a mass of 
behavior. In this paper we extract the basic feature of users' 
behavior by statistic method, which include the traffic statistic 
of concrete accessing behavior and concrete visiting sites in a 
period of time. 
 
In section 2 we narrated a quadruple method to describe users' 
accessing behavior. A record represents a visit behavior. If we 
do statistic analysis for several behavior in a period of time, 
we can get the user' traffic feature in this period of time. The 
concrete contents are as follow: 
(1) The total packets length and number of which the 

monitored IP had sent out; 
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(2) The total packets length and number of which the 
monitored IP had sent out to each destination site. Then 
calculates respective percentage according the value of 
step one; 

(3) The total packets length and number of which the 
monitored IP had sent out to each destination port. Then 
calculates respective percentage according the value of 
step one. 

For example, Tab.1 is the statistic result of a user’s behavior 
in thirty minutes. 

 
Table 1. The statistic result of a user’s behavior 

R T Door Search Edu Fun Other N 

1 30m 30% 30% 10% 10% 10% 1200

 
In Tab.1, R is the number of record; T is time and the unit is 
minute; Door is the accessing percentage of the site belongs to 
door site; Search is the accessing percentage of the site 
belongs to search site; Edu is the accessing percentage of the 
site belongs to education site; Fun is the accessing percentage 
of the site belongs to fun site; Other is the accessing 
percentage of the site belongs to other types of site; N is the 
number of packets. 
 
Tab.1 tells us the traffic percentage of each type site has 
occupied in the total 1200 packets in thirty minutes. We 
partition all the sits to these types: Door, Search, Education, 
Fun and Other. 
 
It is very convenient for us to do the clustering analysis after 
the above traffic statistic analysis. 

 
4.4 Data Standardization 
To adopt cluster algorithm, we need to carry on the 
standardization to the attribute value, for there may are many 
differences between the attributes values and moreover they 
use the different unit to measure. For example, the unit of time 
may be second or minute. With the different measure method, 
the influence on the distance between data is also different. In 
order to eliminate the influence on distance caused by the 
different measure method, we needs do the standardization. 
The concrete method is as follow. 
 
At first, compute the value of m and s, which s stands for the 
average value of each attribute and m stands for the average 
absolutely offset of each attribute. 

mi = ( x1i + x2i + … + xmi ) / n        (4-2) 
si = ( | x1i − mi | + | x2i − mi | + … + | xmi − mi | ) / n   (4-3) 

mi stands for the average value of attribute i and si stands for 
the average absolutely offset of attribute i. x1i, x2i, …, xmi are 
the values of attribute i in each data. Then do the 
standardization to every data: 

Zji = ( xji − mi ) / si                (4-4) 
Zji is the value of attribute i of data j. 
 
In fact, this kind of transformation change the data from its 
originally space to a standard space. 
 
4.5 Improvement to k-median Method 
In this paper, we use Euclidean distance as formula (3-1). 
After computing experiment data, we founded a problem that 
some small value but important data were covered by the data 
which have big value in the vectors. For example, there are 
three records which were obtained by using the method 
described in section 4.3, as showed Tab.2. 
 

Suppose record 1 in Tab.1 is a cluster median, now we want to 
compute the distance between 2, 3 and 1 respectively 
according formula (3-1). 
 
Note: in order to compute conveniently, we multiplied the 
percentage data by 100. 
 

Table 2. The example of users’ behavior 
R T Door Search Edu Fun Other N 

1 30m 10% 40% 40% 5% 5% 1200

2 40m 10% 5% 0 80% 5% 1500

3 40m 5% 40% 45% 0% 10% 4200

 
d (1, 2) =                                     

 
       98550=                          (4-5) 

d (1, 3) =                                     
 

       9000200=                      (4-6) 
We can see that d(1, 3) > d(1, 2), which explain that the 
behavior described by record 2 is more similar to the median 
(record 1) than record 2. But after anatomize the three records, 
we can see directly that record 3 is more similar to record 1 
than record 2. Because their accessing sites mainly 
concentrates in education and search sites and the record 2 
mainly concentrates in fun sites, d(1, 3) > d(1, 2). It is because 
the value of the last attribute is very big and its magnitude is 
far bigger than other attributes, which reduced the weight of 
other attributes in the distance. 
 
In this paper we use weighted distance to improve the 
Euclidean distance. The weighted Euclidean distance can 
reduce the influence on distance caused by the different 
magnitude of the attribute. 

22
222

2
111 )()()(),( jpippjiji xxwxxwxxwjid −+⋅⋅⋅+−+−= (4-7) 

(w1, w2, …, wp) is the weight vector. In this example, we want 
to reduce the magnitude of the last attribute, so we set the 
weight of the last attribute w7 = 1/100 and set the weight of 
other attribute wi = 1. After the introduction of weight, we will 
get a new table Tab.3 from Tab.2. 
 

Table 3. The example of users’ behavior with weight 
R T Door Search Edu Fun Other N 

1 30m 10% 40% 40% 5% 5% 12

2 40m 10% 5% 0 80% 5% 15

3 40m 5% 40% 45% 0% 10% 42

 
Then we can get the new distance between these records: 

22222 30754035010)2,1( ++++++=d        
8559=                             (4-8) 

222222 305550510)3,1( ++++++=d  
   1100=                               (4-9) 
We can see that the d(1, 3) > d(1, 2) after using the weighted 
Euclidean distance, so we can conclude that the improvement 
is effective. 
 
 
5. BEHAVIOR ANALYSIS MODEL OF MIXED 

NETWORK 
 
According to the characteristic of IPv4/IPv6 mixed network 
and together with the analysis method narrated above, we 

22222 3000754035010 ++++++

222222 30005550510 ++++++
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proposed a behavior analysis model of mixed network. The 
Fig.1 is the model. 
 
The Data Acquisition module is primary for gathering the 
analysis data. We use the network monitor technology to 
capture the network packets from network data stream. 
 
The Packets Pretreatment module is used for doing the 
standardized processing to the captured data, which will 
discard some data that the users are not interested in. For the 
characteristic of IPv4/IPv6 mixed network, the format of 
packets in data stream are different, so we need do this 
processing to let the packet accord to only one format, which 
will be IPv4 or IPv6. 
 
In order to get the analysis eigenvector, we need to fetch 
information from some fields in the captured packets. 
According to the feature of mixed network, we should treat the 
packets of IPv4 or IPv6 respectively. We may fetch such fields 
as destination IP address, source port number, protocol 
information and so on. Meanwhile we can do the statistic 
analysis. All the above works will be done in these two 
modules: IPv4 Protocol Analysis and IPv6 Protocol Analysis. 
 
The Behavior Analyzer is used for accomplishing the 
clustering analysis. We will use clustering algorithm to 
analysis the information which were obtained by the 
forenamed modules. After analyzing a mass of users' behavior, 
we can construct the user behavior outline. 
 
The Behavior Outline is constructed by analyzing the 
commonness of a mass of users' accessing behavior. We can 
accomplish the discovering of normal behavior and the 
detecting of abnormal behavior by comparing the current 
behavior to the outline. 
 
The Result Treatment module mainly is used for providing 
feedback information for the network monitoring and offering 
reasons for active management for the network. 
 
 
6. CONCLUSIONS 
 
In this paper, we discussed the describing and analyzing 
method of users' behavior based on our research on network 
accessing behavior according to the characteristic of the 
IPv4/IPv6 mixed network. We used Euclidean k-median 
method to do the clustering analysis on users' accessing 
behavior and do some improvement on this method. Moreover, 
we proposed an analysis model of user' behavior, which will 
provide reasons for controlling and active managing the mixed 
network. 
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Fig.1. Behavior analysis model of mixed network 
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ABSTRACT  
 

Due to the hidden terminal, the bidirectional links sometimes 
become the unidirectional links in mobile ad hoc network 
(MANET). The QoS (Quality of Service) routing is the 
process for establishing the path which is from the source to 
the destination with multiple QoS constraints. The paper 
presents a prediction-based QoS routing protocol in mobile ad 
hoc network with unidirectional links (PQRPU).The PQRPU 
attempts to reduce the overhead for reconstructing a routing 
path with multiple QoS constraints by mobile predicting. In 
this paper, the proof of correctness of the PQRPU is also given. 
The simulation results shows that the PQRPU approach 
provide an accurate and efficient method of estimating and 
evaluating the QoS routing stability in dynamic mobile 
networks. 
 
Keywords: Qos, Motion Predicting, Unidirectional Link. 
 
 
1. INTRODUCTION 
 
The mobile ad hoc network (MANET) is communication 
network formed by mobile radio-equipped terminals without a 
fixed infrastructure in such way, that each communicating 
device can serve as a router for the others [1- 4]. All the nodes 
are free to move around randomly, thus changing the network 
topology dynamically [6]. The traditional routing protocol 
used wired networks are not suited for MANET. At present, 
many applications need to provide quality of services (QoS). 
In MANET, QoS routing protocol has been a research hotspot 
and presented by many scholars. These protocols can be 
broadly classified into table-driven and on-demand QoS 
routing protocols [5,8]. The typical QoS routing protocols is 
TBP (Ticket-Based Probing) [5] and CEDAR 
(Core-Extraction Distributed Ad Hoc routing) [7].But these 
QoS routing protocols are used in MANET with full-duplex 
directed wireless communication links. Due to the 
characteristic of MANET (such as hidden station problem, 
environment disturb etc), the bidirectional link sometimes 
becomes the Unidirectional link. In order to solve the problem, 
some scholars have presented the schemes. For example, 
Prakash R and Singhal M present the ARUL [2] scheme. Zang 
w.y. also presents the UAOR [4] method. In these routing 
protocols, the QoS is not taken into account. 
 
Link Status Predicting can discover a Stability routing and 
avoid low quality paths. The basic idea is firstly to find some 
Stability routing paths, and then according to the realistic 
traffic of node maintain routing paths. Therefore, we can 
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guarantee performance with realistic accuracy.In this paper, 
we present a Stability Routing with Link Status Predicting in 
Mobile Ad hoc Network (LSPRP). 
 
This study presents a prediction-based QoS routing protocol in 
mobile ad hoc network with unidirectional links 
(PQRPU).Adopting motion predicting mechanism, the 
PQRPU chooses the most stable routing path which satisfies 
the QoS constraints in mobile ad hoc network with 
unidirectional links. It adopts the on-demand strategy to 
establish and maintain route. The PQRPU reduces the 
overhead for reconstructing a routing path, increases the 
success rate of packet transmission. 
 
The rest of the paper is organized as follows. Section II 
describes the network model and motion predicting 
mechanism. Section III presents a prediction-based QoS 
routing protocol with unidirectional links (PQRPU), 
Simulation results is in section IV. Section Ⅴ describes the 
conclusion. 
 
 
2. NETWORK MODEL WITH QoS DEFINITION 
 
When the routing problem is researched, the network can be 
denoted by the graph with weight—G (N, E), where N is the 
collection of the nodes and E denotes the collection of the 
communicating links. |N| and |E| denote the number of the 
nodes and links, respectively [9]. The network model only 
considers universality, namely there is not more than one link 
between the two nodes. 
 
Definition1.For NnNn ji ∈∀∈∀ , and ji nn ≠  in G(N,E), (i , 

j) denotes the link between in  and jn .In MANET with 

unidirectional  links, for ( ) Eji ∈∀ , ,there exists ( ) Eij ∉,  

or ( ) ( ) EijEji ∉∧∈∃ ,, . 
 
Definition2. The model only takes into account the QoS 
constraints of the links, since the node and the link is 
equivalence. Assume ( )dsp ,  denotes a path form the source 

to the destination, where Ns ∈  and ( )}{sNd −∈ . Assume 
R is the collection of positive real number and R+ is the 
collection of non- negative real number. For Ee ∈ , the 
metrics of QoS is defined by functions as followed: 

( ) REedelay →:  

( ) REet →:cos  

( ) REebandwidth →:  

( ) +→− REejitterdelay :  
Then the QoS of the whole path is defined: 
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( )( ) ( )
( )

∑=
∈ dspe

edelaydspdelay
,

,      (1) 

( )( ) ( ) ( ){ }dspeebandwidthdspbandwidth ,,min, ∈=  (2) 

( )( ) ( )
( )
∑ −=−

∈ dspe
ejitterdelaydspjitterdelay

,
,   (3) 

Definition3. The QoS that has selected the routing path must 
satisfy promissory QoS constraints, namely: 

( )( )
( )( )

( )( ) DJdspjitterdelay
Bdspbandwidth

Ddspdelay

≤−
≥

≤

,
,

,
                      (4)                                       

where D, B and DJ denote the delay constraint, bandwidth 
constraint and delay jitter constraint, respectively. 
 
 
3. PQRPU 
 
Due to the mobile ad hoc network with unidirectional links, 
the design of PQRPU is considered especially. In PQRPU, the 
neighboring nodes use GPS to communicate each other in 
order to obtain a stable routing path by motion predicting 
mechanism. Simultaneity, the routing discovery of PQRPU 
searches a path form the source to the destination with 
multi-constraint QoS. The routing maintenance is to renew the 
path as soon as possible. The correctness proof of PQRPU is 
given in the end. 
 
3.1 Motion Predicting Mechanism 
In mobile ad hoc network, the reliability of a path depends on 
the stability or availability of each link of this path because of 
the dynamic topology changes frequently. It assumes a free 
space propagation model [10], where the received signal 
strength solely depends on its distance to the transmitter. 
Therefore, using the motion parameters of two neighbours 
(speed, direction, and the communication distance), the 
duration of time can be determined in order to estimate that 
two nodes remain connected or not. Assume two nodes i and j 
are within the transmission distance ra of each other. Let (xi, yi) 
and (xj, yj) be the coordinate of mobile host i and mobile host j. 
Also let (vi, θi) be the speed and the moving direction of node i, 
let (vj, θj) be the speed and the moving direction of node j. The 
LET (Link Expiration Time) is predicted by [10]: 

22

2222 )()()(
ca

bcadrcacdabLET a
+

−−+++−
=    (5) 

where  

ji

jii

ji

jjii

yyd

vjvc

xxb

vva

−=

−=

−=

−=

θθ

θθ

sinsin

coscos

  

Note that when vi = vj and θi =θj, LET becomes ∞. In other 
words, if LET is ∞,the link will remain connected at all times. 
On the other hand, if LET is negative, the link is 
disconnection. 
 
3.2 Process of PQRPU 
In MANET with unidirectional links, PQRPU includes two 
phases—routing discovery and routing maintenance. The 
routing discovery searches a path form the source to the 
destination with multi- constraint QoS. When the path is 
disconnection, the routing maintenance is to renew the path as 
soon as possible. The routing request packet includes the 
following options as follows: S-address, D- address, sequence, 
position, speed, moving direction of the mobile host, D, DJ, B. 

The process of routing discovery is following: 
Step1: if the routing table of source node exists the route to the 

destination, the message is directly sent to the 
destination. Otherwise, the source broadcasts for the 
destination by routing request packet. 

Step2: if the received routing request packet is a duplicate, the 
midst-node discards the routing request packet. 
Otherwise, go to step3. 

Step3: if Bebandwidth ≥)(  and the midst-node is not the 
destination, the midst-node forwards the routing 
request packet. Otherwise, the midst-node discards the 
packet. 

Step4: according to step1—step3, the destination can obtain 
the collection of the route from the source to the 
destination. 

Step5: delete some route from the collection which is not 
satisfied ( )( ) Ddspdelay ≤,  

and DJjitterdelay ≤− .  
Step6: if the collection is not empty, the destination selects the 

routing path that has the biggish LET and sends the 
routing replay to the source. (When sending the routing 
replay to the source, if the link is unidirectional, the 
node can broadcast.) Otherwise, the destination sends 
routing- reconstruct information to the source. 

 
Due to the dynamic nature of the network topology and 
restricted resources, the established route often becomes 
invalid. When the link is disconnection, the upriver-node 
sends routing- reconstruct packet to the source. The source 
starts to discovery the route over again. If the source receives 
routing- reconstruct packet and routing reply packet at the 
same time, the source discards the routing reply packet and 
deals with routing- reconstruct packet. 
 
3.3 Correctness Proof of PQRPU 
Theorem 1.In PQRPU, some links of the network model are 
the unidirectional links, denoted by G = (V, E).For 

VnVn ji ∈∀∈∀ , and ji nn ≠ , if in wants to send message 

to jn , in  can obtain the routing path form in  to jn  by 

sending routing request. 
 
Proof: If ( ) ( ) EijEji ∈∧∈ ,, , jn can apparently receive the 

routing request form in .If ( ) ( ) EijEji ∉∧∈ ,, or 

( ) ( ) EijEji ∉∧∉ ,, , jn can receive the routing request 

form in and in  can also receive the routing reply 

form jn because the network graph is a strong connected 

graph. Although the QoS and the link stable predicting are 
involved in routing establish, the correctness of PQRPU is not 
influenced because some information (QoS metrics, 
parameters on motion predicting) are added in the routing 
request packet  
 
Theorem 2.If a certain routing path is invalid in unidirectional 
mobile ad hoc network, the source can receive the routing 
disconnection information in the process of routing 
maintenance. 
 
Proof: If the source is still in the network, the routing 
disconnection information can be always sent to the source 
because the network graph is a strong connected graph. When 
the source is moving in the direction of being close to the 
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disconnection link, the source can receive the routing 
disconnection information. But if the source is moving in the 
direction of being away form the disconnection link and is not 
in the communication range, the source can know the routing 
invalidation although it can not receive the routing 
disconnection information. 
 
 
4. SIMULATION 
 
4.1 Simulation Environments 
The simulation model a network by randomly placing mobile 
nodes within 1000m × 1000m area. The radio propagation 
range for each node is 250 meters. Each simulation is executed 
for 500 seconds of simulation time. A free space propagation 
model is used in the experiments. A traffic generator is 
developed to simulate CBR sources. The size of data packet is 
512 bytes. Data sessions with randomly selected sources and 
destination are simulated. Each source transmits data packets 
at a minimum rate of 5 packets/sec and maximum rate of 10 
packets/sec. In simulation, assume 5.0≤D , 0.1≤DJ and 

HzB 2000≥ . 
 
4.2 Simulation Result 
In order to evaluate the performances of the PQRPU, The 
proposed scheme is simulated in ns-2[11].During the 
experiment, the research PQRPU mainly from the cost of 
control packet, the success rate of data transmission. 
Fig.1 depicts a comparison of data transmission success rate 
for UAOR and PQRPU when the nodes very its movement 
speed. The success rate of data transmission in PQRPU is 
higher than in UAOR, which means it is more suitable for the 
routing choosing under timely data transmission application 
nd dynamic network structure. When the speed of nodes 
increases, the network topology changes faster. In other words, 
owing to the increase of the node’s speed, some route paths 
may become invalid. So it reduces the success rate of data 
transmission. But PQRPU adopts the mobile predicting 
mechanism in order to establish the stable links, provides a 
quick response to changes in the network. The cost of control 
packet is shown in the Fig.2. It proves that the cost of control 
packet reduces because the number of routing request and 
routing replay reduces. 
 
 

 
 
 
 
 
 
 
 
 
 

Fig.1. Success rate of data transmission vs. 
Node’s mobility speed 

 
 
 
 
 
 
 
 

 
5. CONCLUSIONS 
 
This paper discuss the problem of QoS constraint route, deals 
with the delay, delay jitter and bandwidth metrics. It describes 
the networks model with unidirectional links, presents a 
prediction-based QoS routing protocol in mobile ad hoc 
network with unidirectional links (PQRPU).The PQRPU can 
select the stable route form source node to the destination by 
mobile predicting, and this routing path satisfies multiple QoS 
constraints according to the QoS demand. The PQRPU 
provides a quick response to changes in the network, 
minimizes the waste of network resources, produces 
significant improvements in data transmission rate, and 
reduces the overhead for reconstructing a routing path. In the 
paper, the correctness proof of PQRPU is given. The 
simulation results demonstrate the proposed approach. 
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ABSTRACT  
 

Call model is the core in mobile softswitch design. On the 
basis of analyzing existing mobile softswitch call model, a 
distributed MSC-Server call model. is put forwrad. This model 
realized mobile station initiate the forward direction bearer 
establishment call control flow and route selection, This 
call-controlling model realizes the separation of call control 
and medium bearer, and the separation of service logic and 
call control, and itt allows the accessing of multi-protocols, 
making call control indepent of of underlying bearer potocols, 
and thus meeting the needs of the call control in mobile 
softswitch. 
 
Keywords: Call Model, MSC-Server, Route Selection, Mobile  
Softswitch 
 
 
1． INTRODUCTION 
 
The softswitch is the control function entity of the NGN[6][7], 
which is the core device of evolution of network be exchanged 
from the circuit network to the distributed network of beared 
with IP. Satisfied the function of NGN’ real-time request of 
business provide, call control and link control, which is a 
technical core of the NGN. The softswitch is independent on the 
main function of beared protocol in the ground floor, 
completedthe call control, the accessed control of media 
gateway, resources distribution, protocol processing, routering, 
authentication, accounting etc, and could provide all business 
that existed in electric circuit and the diversify third business, 
which has already become the development direction of the next 
generation fixed network, also become the an important 
technique for adopted of the next generation mobile Network. 
Softswitch technique combine with mobile core network have 
numerous superiority technically. But in mobile network, for 
sustaining ambulation under various environment, need 
exploitation the network function in control layer. Especially 
Identify and confirm mechanism、 connection control and 
authorization 、  position management, terminal and the 
distribution and management of contaction address、 sustain the 
management of customer environment、the management of the 
customer capability and access to the management of the 
customer data[5].Increased the difficulty to execute mobile 
softswitch system.This paper put forward a mobile softswitch 
call model based on the distribution MSC electric circuit 
structure. 

 
 

2． THE REQUEST OF CALL MODEL 
 
This model based on the design of softswitch technical, made 
the valid separation of call control and business bear. Realizd 
the connection of all IP inner, Satisfied with the NGN system 
structure and communication network of all IP turn the direction 
development.Aim at its characteristics, build up a fit ambulation 
                                                        
* Gansu Province Programs for Science and Technology 
Development, (2GS047-A52-002-03) 

softswitch call model to need according to the following what is 
requested: 
(1) Interinfiltrate and intercommunication request of network: 

Softswitch need to realize admission of the multi-isomerism 
network and back up many different network protocol.So do 
the mobile softswitch network.If every protocol needs to 
build up independent calling control about itself，it will be 
more complex and discommodious to interinfiltrate. This 
will be opposite to what we want. So we need to abstract the 
feature of the network protocol, build up universal call 
control model on network source layer and realize the 
network co-communication on concentrated controlling 
layer by dealing with the different protocols universally. 
Realizing softswitch needs to back up 
manyprotocols’jointless co-communication such as 
H.248/Megaco、MGCP[4]、H.323、SIP、ISUP、PRI、
SIP-T/SIP-I[1]-[3]. 

(2) Bearer connection control: The main idea of the mobile 
softswitch is realizing the separation of the call controll and 
the bearer. The management of the Connection Bearer is 
more complex than the way of the single switched circuit. 
There are two basic bearer medium in mobile softswitch: 
TDM-based circuit channel with 64 kbit/s and IP-based RTP 
real time media flow. The mobile softswitch must support 
the transition and co-communication of both TDM-based 
and IP-based media flow, it also must support the selection 
of the load supporting media and the selection of the loading 
ways to the calling. So the design of the call model must 
include the independent media load supporting management 
module, complete the management of the media source and 
media circuit, and insure the needs of some affairs about the 
service quality. 

(3)Supporting of the server ability: The design of the mobile 
softswitch must embody the mentality of the server driving. 
Upper layer server has no relation with the isomerous 
network of the bottom layer must be embodied. Provide 
exoteric and mobile server providing system. Realize the 
co-communication relating with present server network such 
as intelligent network. Inherit the present mature 
communication server. Realize all the server of the 
traditional exchanger into the softswitch. At the same time 
provide supporting to data server, multipartite, multimedia 
server ability and the detecting of the server conflict. The 
exoteric server system uses the way of next network server 
providing which is based on API. We have the present 
mature API, such as Parlay [8], JAIN. The design of the call 
model must be convenient to map the API like Parlay and 
supports the intelligence network INAP protocol API.  

 
 
3． CALL SYSTEM MODEL 
 
The call system model is based on distribution system structure 
as Figure1. We produce a kind of mobile softswitch model 
which the sever and controlling are separated. In this model, 
traditional MSC is composed of MSC Server, GMSC Server 
and MGW. MSC Server and GMSC Server provide function of 
call controll and mobile management. MGW provides function 
of media controll and source transaction. MSC Server is 
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composed of CDC(circuit distribution controller) and CS(call 
server). GMSC Server is composed of CMG,, CSG and IP 
network equipments.  

 

 
Fig.1. Distributerd MSC-Server system 

 
Every part communicates with each other by IP network. In the 
mobile softswitch model system, MSC Server is connected to 
the gateway with MGW and AG and completes the traditional 
MSC function of PLMN. Softswitch supports BSSAP by 
SIGTRAN and by connecting AG and BSC. The function of 
CDC is to statistic routing and calling information, to deal with 
the using of circuit source, and to assistant CS to complete the 
connecting control of every server. CS completes the controll 
and management of the circuit, and provides SIG controll 
function and manages other sources. CMG is mainly responsible 
for bearer and the management function relating with relay 
circuit physical state. The system disposes many CS and CMG, 
makes a distributivity system structure. Thinking about the load 
and the management direction, every CS is responsible for 
management of circuit sources in one or more CMG.. As SG 
equipment, CSG is SG proxy equipment which is used to send 
and receive messages in the edge of NO.7singal network and IP 
network. Its function is relay translating and completing 
messages in the gateway of the SG and IP network. 

In function, NGN entity is composed of four layers: sever 
layer, control layer, transaction layer, access layer. In this model, 
function entity like application sever and AAA sever SCP all 
belong to the server function entity in the mobile network 
system. And provide increment server, server exploring plan and 
the third part programmed API function. CS and CDC are 
located in control layer providing functions of call controll and 
connection controll. IP network belongs to transaction layer, it is 
used for load supporting media stream and high bid-width 
grouped network. Both MG and SG belong to media access 
layer, they can realize the connection of access and SG between 
different severs by using different cutover equipments. Thy also 
can realize the transaction of message format. In this system, CS 
and MG can communicate with each other by using the inner 
messages, they can use standard H.248/MEGACO protocol. 
H.323 or SIP can be used among MG.                 
 
 
4． THE PROCESS OF CALL DEALING WITH      

SIGNALING 
 
The call dealing process of circuit exchange system includes call 
clearing and the relating switching and relocation process. Front 
here take the mobile plat initiates to the load bearing 
establishment as an example. The analysis call setup process 
MSC Server principle of work, as well as to moves in the 

softswitch to call controls the flow to carry on the analysis, 
emphasized the system realizes the control and the service 
separation core thought in MSC Server. 

(1) MSC Server builds signaling when receives the call sending 
by the host call mobile plat, after completing the turning on 
of the control, MSC Server sends the signaling back to the 
host call mobile plat, at the same time, it starts to send IAM 
signaling to the next entity. The message of the IAM 
signaling includes first to load bearing establishment 
instruction, possible continuously instruction,bearer 
characteristics and possible media gateway mark. 

(2) MSC Server receives the bearer message and signaling of 
the next point, such as bearer address and binding reference. 
MSC Server sends increasing endpoints instructions to 
mobile media gateway by H.248 protocol, and then ask 
mobile media gateway to build bearing of the directional 
goal migration media gateway and to connect the latter 
bearer by using the Change Trough-Connection. Realizes 
the bearer establishment flow in the migration media 
gateway 

(3) UMTS access to the bearer establishment process: MSC 
Server sends increasing endpoints instructions to mobile 
media gateway by H.248 protocol, and asks the mobile 
media gateway to provide the bearer address binding 
reference of the input endpoints. It requires Backward 
Trough-Connection Bearer by using Change 
Trough-Connection. Though Radio Access Bearer, it 
assigns requests letter command, informs BNC to initiate 
the load bearing establishment and Iu UP initialization 
process. 

(4) Access to the bearer establishment process: MSC Server 
requires the mobile media gateway to remain a TMD circuit 
by H.248 protocol[2][4], and it requires Backward 
Trough-Connection Bearer by using Change 
Trough-Connection. And through after to the assignment 
request letter command informs the BSC execution to 
accessed the bearer assignment. 

(5) Access to the bearer assignment situation in the early time, 
if accessed bearer assignment already to complete, MSC 
Server continuously sends the pitch point instruct 
command. 

(6) After MSC Server accepts address entire message, it sends 
prompt message to the host mobile plat. After receives the 
picking machine letter which calls is made, through the 
H.248 agreement requests the migration media gateway 
bidirectional connects the bearer, and request input end 
point and output end point activation inter working function 
and pronunciation processing function. 

 
 

5． ROUTING SELECTION 
 
Regarding each call, usually defers to the priority hypothesis on 
many routes, for selects the most superior route, in this system 
CDC selects two routing methods: the overflow type and the 
load shares type[5][9], these two methods all are in the 
correspondence commonly used to choose the road strategy. 

The overflow type chooses the road according to each 
route’s priority, after first route is entire busy again, then 
chooses the priority low route. This principle request from goes 
directly route to start to consider each route and check if they do 
satisfy the following three conditions: 
1) This route corresponds DPC to be possible to reach and 

also the users may partial be used. 
2) Chooses CS in this route, this route corresponds in CS 

exists idle electric circuit. 
3) The route corresponds DPC will not congestion. 
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If exits route satisfies above three conditions, then chooses 
the road to succeed and to obtain the corresponding route and 
CS, otherwise chooses the road defeat. Next we will show how 
overflow type chooses the road. 

When CS receives the call dealing request, first obtains the 
direction the multi- strip route through the number analysis, then 
CS will send the route information to issue CDC by call 
choosing road request. After CDC receives the message, judges 
the choosing road way is the overflow type, and then choose 
route and CS according to the follow process. Detailed flow like 
Figure2. shows and each step concrete operation is as follows: 
1) Determine several called certain direction routes 

according to the route information, and choose current 
router as the directly router, then starts from the current 
router to choose the road. 

2) Judges whether also has may choose the router, if, then 
enters step 3, otherwise routing fail. 

3) Inspects the choice of the router corresponding DPC 
whether can't reach or the user part cannot use, if, then 
takes the next router as the current router, returns to step 2 
and choose the next router as the current router, otherwise 
enters the next step 4. 

4) Inspects the choice of the router whether entire 
corresponding CS to be busy, if, then takes the next router 
as the current router, returns to step 2 and choose the next 
router as the current road. Otherwise, the selection has the 
idle electric circuit CS, enters the next step 5. 

5) Inspects the choice of the route DPC corresponding 
whether jams, if, then takes the next router as the current 
router, returns to step 2 and choose the next router as the 
current road. Otherwise, add 1 to the congestion counter, 
increase a level to the congestion condition corresponding 
this route, choose the routing success. 

 
We gives an example to describe this flow simply, supposes 
some character crown correspondence to have two routes, 
respectively named route 1 and route 2, route 1 is the directly 
arrived router. Route 2 is the first circuitous route. When 
chooses the road, first chooses route 1, if the route 1 
corresponds DPC not to be possible to reach or the user part 
cannot use, then chooses route 2. Otherwise, chooses road in 
turns in mechanism in route 1 which corresponds CS, if CS 
entire busy, chooses route 2. Otherwise, inspects route 1 
corresponding DPC whether congestion, if congestion chooses 
route 2, otherwise routing success. 

The load shares type for choosing road shares the 
telephone traffic in each route by the different load proportion, 
establishes a route wheel counter for this, when achieved the 
load shares proportion, choose the next route. It must support 
completely load route in the load shares type, namely according 
to overflow type to choose one or several optimal routes, and 
choose other routes according to the load shares type. Also it 
should support the route to be hot spare, namely according to 
overflow type to choose some routes, chooses the hot spare 
route only after all electric circuits of these routes completely to 
be elected. For example, we can take the directly arrived route 
as the full load route, chooses the circuitous route according to 
load shares type when the directly arrived route is busy entirely. 
The load shares type requests to start from the current route 
according to following three rules to consider in turn each route 
until routing success when it chooses the road: 
1) If exists full load type route, then the overflow type 

chooses the full load type route. 
2) Chooses a non-hot backup route according to the load 

shares ratio. 
3) If exists the hot backup route, then the overflow type 

chooses the hot backup route. 

Explains the application examples about the route round of 
elections counter as follows. Supposes some character crown 
correspondence to have two routes, respectively named route 1 
and route 2, the load shares ratio is 3 and 5. Then in the call 
process, first calls 3 times in the route 1, then calls 5 times in the 
route 2, then calls 3 times again in the route 1, analogizes in turn. 
In this process, uses the route round of elections counter to 
record the number of calls which already carried in the current 
route. 

 

 
Fig.2. Overflowed call routing 

 
 

6． CONCLUSIONS 
 
The connection of softswitch technology and the mobile 
communication technology has the huge superiority, and it 
already became the study hot point of NGN. This paper 
proposes a call model based on the distributed MSC-Server 
which is in the foundation of the mobile softswitch technology, 
and made the detailed research and the analysis to its call 
process of the signaling flow. Along with each kind of new 
service as well as the increment service unceasing increase and 
the request unceasing enhancement, the original MSC call 
controls becomes more and more complex. This distributed 
MSC-Server proposed singaling controlled by CDC, CS and SG, 
the electric circuit state management, service receiving and 
dispatching and the transmission are realized by the MG in this 
paper, it can makes the call control be independent to the bottom 
floor  bearer protocol. Realizes the design requests of the 
mobilized call control in the softswitch. 
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ABSTRACT 
 

The distributed network management system (NMS, the same 
hereinafter) is an important supporting system for a 
communication network. So we should pay more attention to 
its reliability. In reliability research filed of communication 
network, especially in project design, the reliability study on its 
distributed NMS is becoming a hotspot issue. The traditional 
reliability research before aimed mainly at the hardware of 
single equipment and a suit of perfect method has been put 
forward. But the study on system or network (consist of many 
equipments in general) is not enough and the study on software 
system is less too. 
 
A study on the reliability of distributed NMS which is typical a 
software and hardware integrated system is performed in this 
paper and a flowchart of integrated analysis is described. Based 
on the failure criterion, this paper establishes the reliability 
model. In the end, the process of this software_hardware 
system reliability integrated analysis is given and an example is 
present. 

 
Keywords: Network Management System (NMS), Network 
Management Subsystem (NMSS), Network Management 
Center (NMC), Integrated Reliability, Analytic Hierarchy 
Process Method 
 
 
1． INTRODUCTION 
 
The distributed NMS is an important supporting system for a 
communication network. In communication network reliability 
research filed, especially in project design, the reliability study 
on its distributed NMS is becoming a hotspot issue. Nowadays, 
the design and establishment of the NMS of a communication 
network mostly follow the thought of TMN 
(Telecommunication Management Network); the NMS often 
appears with an appearance of a distributed network of 
management, so the study on reliability of NMS of a 
communication network is indeed the study on reliability of 
this distributed network of management.  
 
The study on reliability in the past is often carried on to the 
hardware of single equipment and there are a set of 
comparative perfect index systems. The reliability study on 
communication network is started in the sixties and not to be 
paid attention until the seventies. Because the reliability study 
on communication network is a complicated subject in 
extensive range, no acknowledged standard has been formed 
until now. According to a large amount of existing documents 
and materials, the study on reliability of communication 
network is often made as follow procedure: abstracting 
communication network into a flowchart which consist of 
nodes and links and transmit different information，using the 
mathematics model , setting up or choose different indexes to 
study with different views. Many achievements have been 
made already. But these studies are mostly macroscopically, 

the detail about equipment of communication network and 
software reliability is seldom considered. It is nearly the blank 
also about the study on the reliability of the distributed NMS of 
communication network.  
 
In reliability study on the software, with the gradual 
enlargement of software function, project able and 
maximization in software development, the software system is 
becoming more complicated too; therefore the requisition for 
reliability of the software is increased further. Most of 
reliability model of software are supposed according to certain 
model at present, adopt the methods of mathematical statistics 
to estimate about the reliability of the software in case of 
obtaining certain precondition. It has the advantage of clearer 
mathematics expression, easy to use in software development 
and planning [1]. But because of the variety of software 
development ways and the appearance of means and some 
problems of the model itself, although there are already more 
than one hundred software reliability models since 1972 when 
the first software reliability model appearing , no one model 
can adapt to various kinds of occasion. So far, the study on the 
software reliability is still very unripe, at theoretical research 
and exploring stage, and there is a large difference to the actual 
project. Up to now, no one feasible method can be used to 
evaluate project software reliability quantitatively yet. The 
same to distributed NMS of communication network (a typical 
software system).  
 
So this article, while studying the distributed NMS reliability of 
communication network, on the basis of reliability conception 
of the tradition, have fully considered the following systematic 
characteristic: Firstly, the NMS is a distributed management 
network consisted of a lot of network management centers 
(NMCs, the same hereinafter), so, the reliability of NMC and 
even the whole NMS should be studied from the hardware view, 
based on single equipment reliability. Secondly, the distributed 
NMS of communication network is the system that works on 
the hardware platform, is supported by the software. The 
software is a main component of NMS; its reliability plays an 
important role in the NMS. So it is important to study the 
reliability of its software system. Thirdly, it is important to 
study the reliability of distributed NMS of communication 
network which is an integrated system composed of hardware 
and software. This article aims at proposing one method used to 
study the reliability from systematic view of distributed NMS 
of communication network which is an integrated system 
composed of hardware and software.  
 
 
2． RELIABILITY ANALYSIS OF DISTRIBUTED 

NMS IN A COMMUNICATION NETWORK 
 
Nowadays, with the enlargement of the scale of communication 
network and the adoption of the advanced network 
management skill system, the system structure of the NMS of 
communication network mostly follow the thought of TMN , 
and usually adopt the multilevel, distributed management mode 
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[2] [3]. Under this mode, the first level NMC is generally set up 
at highest level, because of itsimportance, usually be allocated 
according to master—slave manner, to form first level network 
management subsystem (NMSS, the same hereinafter); several 
second level NMCs are generally set up at higher level, to form 
second level NMSS; the rest may be deduced by analogy, 
several lowest level NMCs are set up in every network node 
finally, to form lowest level NMSS; The NMC of higher level 
is manager, the adjoining subordinate NMC is agent. Figure 1 
is an example of a three_level NMS, among them, the first 
level NMC presents the master_slave manner, there are m 
second level NMCs, and there are n third level NMCs. Because 
the NMS is a complicated system, there are a lot of factors 
influencing its reliability, so in the analysis of reliability of the 
NMS, the invalid criterions of each NMC , the NMSSs at all 
levels , the whole NMS should be set up at first according to 
the concrete conditions of system, after that, to set up various 
kinds of corresponding reliability models on this basis, then to 
divide each NMC into two major parts: the hardware and the 
software using the analytic hierarchy process method [4]，to 
ask out the reliability of the hardware and software respectively 
and the reliability of each NMC can be obtained by integrating 
hardware and software reliability, finally , from bottom to top , 
can get the reliability of each NMSS, the whole NMS 
respectively.  
 
2.1 NMS Reliability Definition 
The reliability of NMS, NMSS at all levels and every NMC can 
be defined as follow: the possibility that the NMS, NMSS at all 
levels and every NMC can fully complete stipulate functions 
within time and condition that users stipulate.  
 
“Stipulate condition” usually means the environmental 
condition and service condition; “stipulate time” generally 
refers to the task running time; “Stipulate function” generally 
involves five function fields: configuration management, 
performance management, fault management, account 
management and security management.  

 
2.2 Invalid Criterion  
On the basis of the reliability defined and from reliability view, 
careful analysis should be made to actual operation law and 
actual function requirement of the system, and then obtain the 
invalid criterion of the system. To different system structure 
and different requirement for use of NMS, its invalid criterion 
may be different. 

 

 
Fig.1. A three_level NMS structure sketch 

 
1) Invalid criterion of the whole NMS 

To the distributed NMS of communication network, two 
kinds of typical invalid criteria are put forward here, it can 
be chosen according to the actual conditions.  
① the first kind of invalid criterion:  

Any NMSS at all levels breaking down will bring the 
whole NMS to lose efficiency, only when every NMSS 
works normally, the NMS could work normally.  

② the second kind of invalid criterion:  
In the NMSSs at all levels, when one NMSS breaks 
down, only some functions of the NMS are influenced , 
it will not cause the whole NMS to lose efficiency.  

2) The invalid criterion of the NMSS at all levels   
The invalid criterion is different if it is different to the 
concrete conditions, functions of the NMSS. Here give a 
typical invalid criterion of systems (Suppose that the NMS 
is made up of k level subsystems here):  
① to the first level NMSS, when both two first level 

NMCs(master, slave) in hot-backup state break down, 
judge that the first level NMSS loses efficiency. 

② to ith level (i =2, 3…k) NMSS, when one NMC among 
them break down, according to the system design 
generally, its management area can be managed by other 
same or higher level NMC. So when more than 
( ii nm − ) NMCs break down, we may think this level 

NMSS lose efficiency. im  is the quantity of NMCs in 

ith level NMSS, in  is the lower limit  quantity of 
NMCs which can guarantee the ith level NMSS to be in 
normal working state.  

3) The Invalid criterion of every NMC  
The NMS is one system that works on the hardware 
platform, supported by the software, according to the 
characteristics of different systems, two kinds of invalid 
criteria of a NMC can be obtained:  
① Either the software or the hardware losing efficiency 

will cause the NMC lose efficiency;  
② When software or hardware breaking down, the normal 

running of NMC is influenced with certain probability.  
 

2.3 Set Up Reliability Model [5] 
1) The reliability model of whole NMS   

According to the invalid criterion of the whole system, 
choose the corresponding reliability model as follows:  
①By the first kind of invalid criterion, select the series 

model, obtain the reliability model of the whole NMS:  
( ) ( ) ( ) ( ) ( )tRtRtRtRtR kthththth ∗∗∗∗= 321   (1) 

② By the second kind of invalid criterion, select 
parallel_in_weight model, obtain the reliability model of 
the whole NMS:  

)()()()( 2211 tRtRtRtR kthkthth ωωω +++=  (2) 
 in the equation )()()( 21 tRtRtR kththth ，，  represent      
respectively the reliability that first level NMSS , second 
level   NMSS and kth level NMSS; 1ω , 2ω ，

kω represent corresponding weight coefficients 
respectively, can be obtained with experts judge 
method[6] .  

2) The reliability model of NMSS at all levels   
According to the invalid criterion of NMSS too, the 
reliability model of every NMSS can be obtained as 
follows:  
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①First level NMSS is configured with master and slave, so 
we can select model of parallel heat-backup of two units:  

)exp()exp()( 1
21

2
2

21

1
1 ts

ss
sts

ss
stR th −

−
−

= (3) 

In the equation: 
  ]6)3([

2
1, 22

21 μλμλμλ ++±+−=ss  

λ  is the lose efficiency rate, μ  is the repairing rate.  

②The ith level (i =2.3 ...k) NMSS is made up of im  
NMCs, according to the invalid criterion, we can select 
“ in from im ”vote and redundant model:  
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in the equation, t)(ictR  express the reliability of an ith 
level NMC;  

3) The reliability model of every NMC  
According to the invalid criterion of the every NMC, select 
series model or parallel_in_weight model respectively, we 
can obtain its reliability:  

ortRtRtR HSsys )()()( ∗=  

)()()( 21 tRtRtR HSsys ωω +=                  (5) 

              
in the equation, )(tR sys

  express the reliability of a 

NMC, )(tR S  show the reliability of the software system, 

)( tR H  show the reliability of the hardware system. 1ω , 

2ω express software and hardware system weight 
coefficient respectively, can be obtained by expert’s judge 
method.  
 

2.4 Find the Reliability  
After the reliability models are set up, the reliability can be 
obtained. Solve the reliability of every NMC at first, and then 
get the reliability of NMSS at all levels and the whole NMS 
respectively according to the reliability models at all levels.  
1) Reliability of single NMC    

Use analytic hierarchy process method; divide the NMC 
according to its component into levels. The method to divide 
can be chosen concretely according to the situation of the 
concrete system, a kind of comparative typical method is 
provided here, shown as Figure 2.  
① the reliability of the hardware system 

Divide the hardware of the NMC according to the 
equipment component into the module such as server, 
customer machine, network equipment, power supply 
unit, etc. (different systems can be divided according to 
different concrete conditions). Series model and 
parallel_in_weight model can be selected according to 
the invalid criterion of the system and function 
requirement. Suppose that reliability of every module is: 

)(1 tR ， )(2 tR ， )(3 tR ， )(4 tR ， )(5 tR ，

)(, tR n
, they can generally be obtained from the 

given reliability index of every equipment.  
In case of series model, the reliability of the hardware 
system can be obtained as follow:  

         
)()()()()()()( 54321 tRtRtRtRtRtRtR nH ∗∗∗∗∗∗=  

 

In case of parallel_in_weight model, the reliability of the 
hardware system can be obtained: 
 

)()()()()( 332211 tRtRtRtRtR nnH ωωωω ++++=
 
 

 

 

 

 

 

 

 

 

 

 

   

 

 

 

 
Fig.2. Multi-level software_hardware module of NMC 

 

among them 1
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=∑
=

n

i
iω . The weight coefficients 

can be obtained from the Saaty 1-9 graduation method 
described in the analytic hierarchy process method.  

② the reliability of the software system 
The traditional software reliability models are all 
supposed on the basis of certain probability, not suitable 
for analyzing the reliability of the project software. And 
the network management software of communication 
network is a kind of large-scale project software, and 
adopts module design generally. So it is a good choice 
to adopt the module analysis method [7] to solve 
reliability of the network management software.  
The module analysis method divides the software into 
modules according to the natural structure and function 
characteristic of the software, then modeling on the 
level of the module. Its reliability model is:   

∫ ∫
∞ −∗∗∗−=

t

zx dtdxedbctR
a1

0
1)(      (6)              

In the equation: iiii tbaz ∗+= )1( , t  is task 
running time;  
 

ia  is the processing distribution of the module i. ib  
means the possibility of invalid incident happening 
while running module i. depend on the data input 
condition mainly. ic  is the capacity of defect of the 

module i. id  shows the probability that the module is 
transferred while the software operates[8][9][10] . 
  
According to the software module division in Figure.2, 
we can ask for the reliability of every software module 
in lowest level using Eq.(6). For the concrete module, 
the parameter of models should be confirmed according 
to the rule needed to confirm parameter of the model. 
Then choose the reliability model to superpose to get the 
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reliability of the intermediate level module according to 
the invalid criterion, upwards step by step, we can get 
the reliability of whole software system )(tRS finally.  

③integrated reliability of software and hardware of a NMC  
After getting the reliability of the software, hardware 
system, according to systematic function analysis, choose 
the corresponding reliability model, we can get the 
reliability of a NMC synthetically by using Eq. (5).  

2) Reliability of the NMSS at all levels and whole NMS  
After getting the reliability of a NMC, we can get the 
reliability of first level, second level and subordinate NMSS: 

)()()( 21 tRtRtR kththth ，， by using Eq.(3), Eq.(4). 

Finally, we can get the reliability of whole NMS )tR（  

by using Eq.(1), Eq.(2).  
 
 

3.  INSTANCE ANALYSIS  
 
3.1 Instance Backgrounds  
Certain project is a three_level distributed NMS, among them 
the first level NMC is allocated according to the master and 
slave manner, second levels NMC have 10, third levels NMC 
have 30. All the software design is according to the module 
thought.  
 
According to the systematic reliability requirement, whole 
system’s mean time between failures (MTBF) is no less than 
2000 hours. The mean time to repair (MTTR) the hardware 
equipment is no more than 30 minutes .in the typical work 
pattern, the systematic task duration is no less than 336 hours.  

 
3.2 Select the Reliability Models and Divide System  
According to the whole system’s application characteristic, the 
reliability of the whole NMS adopt parallel_in_weight model; 
First level NMSS's reliability adopt parallel heat_backup of two 
units model; second and third NMSS's reliability adopt 
“ in from im ”vote and redundant model; NMC adopt series 
model; The hardware or software of a NMC adopt 
parallel_in_weight model .  
 
The division of software and hardware module of every NMC 
is shown as Fig.2. The equipments of each NMC at all levels 
are same on the quantity and category basically, only the 
hardware configuration and software complexity are simplified 
gradually from top to bottom levels. 
 
3.3 Reliability Calculation  
1) The hardware reliability of the first level NMC    

The life of the hardware equipment generally obeys the of 
negative index distribution, the equation of getting its 
reliability is:          )exp()( ttR λ−=  

among them, λ  is the losing efficiency rate of the 
hardware equipment, t  is task running time. Suppose the 
reliability of network equipment, power supply unit and 
computer is )(),(),( 321 tRtRtR YYY respectively, using 
parallel_in_weight model and superposing the reliability, 
the reliability of the hardware system of the first level NMC 
can be obtained as follow:  

=++= )()()()( 3322111 tRtRtRtR YYYH ωωω  

   
ttt eee 321

321
λλλ ωωω −−− ++                 

among them: -- t  is systematic task running time, here 336 
hours.  
-- 1λ ， 2λ ， 3λ  is the losing efficiency rate of network 
equipment, power supply unit and computer respectively. 
According to the character of negative index distribution, 
losing efficiency rate and mean time between failures 
(MTBF) are reciprocal. According to the technical 
parameters of purchased equipments, the MTBF of the 
network equipment, power supply unit and computer is 
10000 hours, 5000 hours and 5000 hours respectively.  
-- 1ω ， 2ω ， 3ω  is the weight coefficient of network 
equipment, power supply unit and computer respectively. 
They are confirmed as 0.2, 0.2 and 0.6 through Saaty 1-9 
graduation method.  

The hardware reliability of the first level NMC can be 
calculated as 0.936.  

2) The software reliability of the first level NMC  
at the lowest level , regard fault management module as the 
example , according to the concrete characteristic of the 
module in this NMS, through analyzing, the model 
parameters of this module can be obtained as follow: 

ia =10, ib =0.00000048, ic =80, id =0.3, module 
running time is 20160 minutes (336 hours ), the reliability 
of this software module can be calculated as 0.738  .  
 
The reliabilities of performance manage module, security 
management module, configuration management module 
and  account management module can be obtained in same 
way. Use Saaty 1-9 graduation method to distribute 
corresponding weight coefficients for each software module 
at the same time, the reliability of management application 
program module in upper layer can be obtained as 0.752 by 
selecting parallel_in_weight model. The concrete number 
value is shown in the following table 1. 
 
In the same way, the reliability of management information 
base, communication software, human-machine interface 
module can be obtained as follows: 0.803, 0.657, and 0.785.  
The reliability of software system can be obtained as 0.742 
by selecting parallel_in_weight model and distributing 
corresponding weight coefficients. The concrete number 
value is shown in the following table 2. 
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Table 1 Reliability of the management application program 
Module 
name 

Fault 
management 

Performance 
management 

Security 
management 

Configuration 
management 

Account 
management 

Reliability   0.738   0.857    0.835   0.718   0.707 

Weight coefficient   0.333   0.111    0.112   0.333   0.111 

Reliability of the management application program module：0.738* 0.333+ 0.857* 0.111+ 0.835* 0.112+ 0.718* 0.333+ 
0.707* 0.111 =0.752 

 
Table 2 Reliability of software system 

Module name Management information 
base 

Management 
application program 

communication 
software 

human-machine 
interface 

 Reliability   0.803   0.752    0.657   0.785 

Weight coefficient   0.200   0.250    0.300   0.250 

Reliability of software system：0803* 0.200+ 0.752* 0.250+ 0.657* 0.300+ 0.785* 0.250 =0.742  

 
3) The reliability of first level NMC  

The reliability of first level NMC is 0.742*0.936=0.695 by 
selecting series model. 

4) The reliability of first level NMSS  
The parallel heat-backup of two unit’s model is adopted to 
ask for the reliability of the first level NMSS, its 
reliability is 0.898 by using Eq.(3). 

5) The reliability of whole NMS 
According to reliability computing method mentioned 
above, the reliability of second and third level NMSS can 
be obtained respectively in the same way; the reliability of 
whole NMS can be obtained by selecting 
parallel_in_weight model and distributing corresponding 
weight coefficients with expert judge method. The 
concrete number value is shown in the following table 3.  
 

Table 3 Reliability of the whole NMS 
System name Reliability Weight 

coefficients 
First level NMSS       

0.898     0.5 
Second level NMSS       

0.817     0.35
Third level NMSS       

0.813     0.15
Reliability of the whole NMS: 0.898* 0.5+ 0.817* 
0.35+ 0.813* 0.15 =0.857  
 

6)  Result analyzed   
① Through reliability calculation mentioned above, the 

reliability of this three_ level NMS is 0.857, changing 
this reliability into the network mean time  

② According to the assessment experience of a lot of 
projects in the past, the MTBF of three_level NMS 
with the same scale and equal application occasion is 
generally between 2000-2400. So the assessment 
result using this method is in the rational scope.  

③ If the traditional method is adopted and use reliability 
of the hardware system as the reliability of the whole 
NMS, the reliability of NMS is 0.936 by calculation. It 
is obvious that the result obtained by adopting the 
integrated assessment method of the software and 
hardware is stricter than the result obtained only by 
adopting the reliability of the hardware; this is accord 
with the actual conditions.  

④ This method and assessment result have already been 
recognized by users.  

 

 
4.   CONCLUSIONS  
 
This paper studies the reliability analytical method of the 
distributed NMS which is typical software and hardware 
integrated system. The reliability model of solving the 
integrated system of software and hardware is given. With 
the complexity of the distributed NMS of communication 
network higher and higher, different systems each have one's 
own characteristic and requirement for use. So, it is more 
important to choose invalid criterion and reliability model 
when studying the reliability of distributed NMS of 
communication system which is typical a integrated system 
with software and hardware. In addition, the accuracy of 
choosing them is more difficult to master and the integration 
reliability of the software and hardware is a difficult point to 
study too. This article only provides a kind of solution; 
further research still needs.  
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ABSTRACT  
 

The application of low-cost CMOS cameras and microphones 
and the requirement of more information like image and video 
and sound has conduced the development of wireless 
multimedia sensor networks. Because there are several main 
peculiarities such as resource constraints, variable channel 
capacity that make QoS routing in wireless multimedia sensor 
network more challenging. In this paper we compare some 
existing ant routing algorithm used in wireless sensor networks, 
and propose a QoS based geographic location aware ant routing 
algorithm. The simulation indicates that our algorithm is 
efficient. 
 
Keywords: Wireless Sensor Network, Multimedia, QoS, and 
Ant Colony Algorithm 
 
 
1. INTRODUCTION 
 
Recently, with the technologies of multimedia sensors and 
embedded processors development, the research of Wireless 
Multimedia Sensor Networks (WMSNs) [1]has been a gradual 
increase. Because multimedia data can often provide a wealth 
of information about surroundings of a network, wireless 
multimedia sensor networks can enhance the traditional sensor 
network applications and enable several new applications. For 
examples, the applications for military intelligence, 
surveillance, and reconnaissance [2] and smart home care and 
target tracking [3] are researched. In these applications in 
addition to end-to-end delay and bandwidth, more performance 
metrics, such as delay jitter and packet loss ratio must be 
considered by communication protocols.   
 
We will focus on QoS-based routing algorithm for wireless 
multimedia sensor networks using ant colony algorithm. 
Exiting work on ant routing for wireless sensor networks such 
as [4]and [5] only consider the energy cost and lifetime of 
networks, but do not address the multi-constrained QoS 
guarantees. In this paper the multi metrics such as energy, 
bandwidth, and delay are considered in an ant routing for 
wireless multimedia sensor network. The QoS-based routing 
for wireless multimedia sensor network has great challenging 
because of some peculiarities [1]. For example the resource 
constraints, variable channel capacity, etc. So research on the 
QoS-based routing must be constrained by lack of global 
knowledge, reduced energy, and computational ability of the 
individual nodes in WMSNs. An efficient routing algorithm for 
wireless multimedia sensor network must meet some basic 
requirement: (1) the nodes memory must reduce; (2) the 
convergent speed must be quick; (3) the multi QoS constrains 
must be considered. 
 
Recently some QoS provisioning protocols for wireless sensor 
                                                        
 * This work is supported by the National Natural Science Foundation 

of China under Grant No.60672137, the Specialized Research Fund 
for the Doctoral Program of Higher Education of China 
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network have been proposed, the typical protocol is SPEED[6]. 
It is designed to provide soft end-to-end deadline guarantees for 
real-time applications using a geographic forwarding 
mechanism. MMSPEED [3] is an significant extension over 
SPEED, which can efficient differentiate between flows with 
different delay and reliability requirement. But they are not fit 
the non real-time application in wireless multimedia sensor 
network, and they provide a probabilistic QoS guarantee not an 
optimal algorithm. 
 
In this paper we propose a geographic aware ant routing to 
provide end-to-end QoS guarantee for wireless multimedia 
sensor networks. The simulation indicates that our algorithm is 
efficient. 
 
 
2. RELATED WORKS 
 
The characteristics of the ant colony algorithm, for example, 
local information required only, positive feedback, distributed 
computation, and constructive greediness, seem to fit the 
QoS-based routing problem of wireless multimedia sensor 
network very well. Various ant-based routing algorithm have 
also been proposed for wireless sensor network [4;5;7-9]. In 
reference [4], an energy efficient ant-based routing algorithm 
was proposed. The energy of nodes used to find next hop, and 
each node only keeps record of each ant that was received and 
sent to reduce the memory used. In reference [5], the main goal 
is to maximum the lifetime of network while discovering the 
shortest paths using basic ant colony optimization. In reference 
[7], a Queen-Ant-Aware-Based algorithm was proposed for 
wireless sensor network. It used GPS to get the position 
information, and compartment the region. In reference [9], first 
implement a basic ant routing which did not perform well 
because of the properties of highly dynamic nodes and 
asymmetric links in sensor network, then developed three 
improved versions of ant routing based on the 
message-initiated constraint-based routing framework: the 
Sensor-driven and cost-aware ant routing (SC), Flooded 
forward ant routing (FF) and Flooded piggybacked ant routing 
(FP). In SC assume that ants can smell where the food is even 
at the beginning to solve the problem of the forward ant 
normally take a long time to find the destination (we called 
initial problem). In FF, a flooded forward ant routing was used 
to find destination. In FP, a constrained flooding was used 
when data transmitted to find good paths at the same time to 
solve high loss rates problem. In reference [8], a ACO-QoSR 
algorithm was presented, ant it used end to end delay 
constraints to update pheromone.  
 
In table 1, we compared the algorithms all of above. Obviously, 
they are not comfortable to the wireless multimedia sensor 
network very well. 
 
 
3. PROBLEM FORMULATION 
 
In this paper we discuss the end-to-end multi-constrains QoS 
routing in wireless multimedia sensor network. Our goal is to 
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find an optimal routing satisfying the necessary QoS 
parameters. We assume each node aware its geographical 
location using GPS or distributed location service in our 
research. The network model is defined as follow: 
 
Table 1. The comparison of some existed ant-based routing for 

wireless sensor network. 
Algorithms Initial 

problem 
Memory 
require 

QoS parameters 

Reference 
3 

Not 
consider 

small Residual energy only 

Reference 
4 

Not 
consider 

more Residual energy only 

Reference 
5 

Not 
consider 

more Residual energy only 

Reference 
6 

Assume 
solved 

more Using multi path to 
reduce loss rates 

Reference 
7 

Not 
consider 

more Energy and delay 

Reference 
9 

consider small Not consider 

 
The network is represented by a graph ),( EVG =  where V  

is the set of nodes and E is the set of duplex links between the 
node-pares. Each node Vv ∈  has a transmission range r . Let 

( )21,vvd  be the distance between two nodes Vvv ∈21, . An 
edge ( ) Evve ∈21,  between two nodes Vvv ∈21,  exists 
if ( ) rvvd ≤21, .  
 
The purpose our algorithm is to find an optimal routing 
providing QoS guarantee such that: 
 
(1) The bandwidth requirement is guaranteed. 
(2) The end-to-end delay requirement is satisfied. 
(3) Maximum the lifetime of network. 
 
The problem can be defined as follows: 
 
Given a graph ),( EVG = , a source Vs ∈ and a sink 

node Vd ∈ , find a route P  that following condition are 
satisfied: 
(1) ( ) minBPbandwidth ≥ , minB is the bandwidth 
requirement; 
(2) ( ) maxDPdelay ≤ , 

maxD is the delay requirement; 
(3) Maximum the lifetime of network. 
The bandwidth is defined as  

( ) ( )( ) ( ){ }PvvevvebandwidthPbandwidth jiji ∈= ,,,min . 

The delay is defined as 

( ) ( )( )
( )
∑

∈

=
Pvve

ji
ji

vvedelayPdelay
,

,
. 

 
 
4. LOCATION AWARE FORWARD ANT 

ROUTING 
 
4.1 Basic Ant Routing 
In order to compare the difference, we first introduce the basic 
ant routing in reference [9]: Fist forward ant is launched from 
source node to find the destination node according to the link 
probability distribution at some intervals, when a forward ant 
finds the destination, a backward ant is created and move back 
to the source alone the route which find by the forward ant, in 

the same time probabilities of nodes in the path are updated 
according to the evaluation of the path. 
The basic ant routing have some disadvantage, for example the 
initial probability of all the links are equal, that cause the 
forward ants use a long time to find destination. To improve to 
performance Zhang propose an initial probability method with 
cost estimation and local cost function. In this paper we 
propose a new efficient initial method with QoS guarantee. 
 
4.2 The Define of Geographic Location Aware Forward 

Ant 
We assume the forward ant knows its geographical location, 
and the location of sink node. The forward and select next hop 
in the forward neighbor set. The forwarding neighbor set is 
defined like reference [6]. 
 
Define 1. The forwarding neighbor set of node i : 

{ }0>−∈= nextiii LLNSvFS , the 
iNS  is the neighbor set of node 

i. These nodes are inside the cross-hatched shaded area as 
shown in Fig 1. 
 

L

Lnext

Sink node

 
Fig.1. The forward neighbor set of a node 

 
In our routing algorithm nodes only keep a routing table with 
the probabilistic of each node which belong to forward 
neighbor set. This method can reduce the memory requirements 
of nodes. The forward ant select next hop from forward 
neighbor set and if the sink node is an element of the set, set the 
probability to 1 directly. This method can solve the problem of 
the forward ant normally take a long time to find the 
destination. 
 
4.3 Probability Initial Algorithm 
The initial probability of node i to node j calculate with the 
following formula: 

( )

( )⎪
⎪
⎩

⎪⎪
⎨

⎧

<

>
•

•

= ∑
∈

min

min

,0

,
)(

Bebandwidth

Bebandwidth
DE

DE

p

ij

ij

FSn
nn

jj

ij
i

βα

βα

     (1) 

 
If sink node is a neighbor node of i, set the probability of node i 
to sink node as 1, else calculate with formula (1). Where jE is 

the residual energy of node j, jD is the delay of edge ije , 

( )ijebandwidth is the bandwidth of edge ije , α  and β  

are constants that determine the relative influence of the energy 
and delay. 
In formula (1), we only use the local information of a node to 
fit the application of wireless multimedia sensor networks, and 
provide bandwidth guarantee. At the same time, we use a 
higher probability to select node which have more residual 
energy and that can be maximum the lifetime of network. The 
delay which used of formula (1) is the length of queue in a 
node. This can reduce the end-to-end delay of the selected path. 
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4.4 The Forward Ant Routing Algorithm 
If a forward ant of a source node arrive node j at first time, the 
node first calculates its forwarding neighbor set because the set 
is dynamic in wireless sensor network. Then calculate the 
probability of all forwarding neighbor according (1) and create 
a routing table for it. The next hop selected according to 
probability for the next ants.  
 
 
5. THE BACKWARD ANT ROUTING 

ALGORITHM 
 
If a backward ant which is coming from node m arrive node k, 
the probability of kmp is updated according to formula (2). 

( )
mnFSnrppp

prpp

kknnkn

kmkmkm

≠∧∈−=
−+=

,
,1             (2) 

The reward [ ]1,0∈r is defined as follow: 
( )

( )
⎪
⎩

⎪
⎨

⎧

≤

>

=
∑
∈

max

max

,

,0

DPdelay
E

E
DPdelay

r

kFSi
i

m           (3) 

If a path is not providing delay guarantee, the update will not 
perform. If a path provide delay guarantee, the reward will 
decide by current residual energy of node. 
 
 
6. SIMULATION 
 
We simulate our algorithm with MATLAB. In this paper we 
only discuss the QoS routing algorithm not a real routing 
protocol, so we perform a program with MATLAB to research 
the performance of the algorithm. The topology is generated 
randomly with 100 nodes in area 100100 × , and shown in 
Fig.2. The bandwidth is generated randomly with [1,10], and 
the delay of each edge is generated with [10,20], and the energy 
of each node is defined as a constant in the beginner, and 
energy value reduce 1 if a node is selected once . We first 
simulate the base ant routing algorithm, the source node is 1, 
and the destination node is 58, the ant routing algorithm is set 
like that: the ant number is 10, and the parameter alpha is 1, the 
parameter beta is 1, the number of iterative is 500, and we use 
the following formula to evaluate the routes: 
 

delayfit 1=                                 (4) 

The delay is the total delay of a route. 
 
In Fig 3 we compare the best route and the average fit of routes 
which find by ten ants. We can find that the base ant routing 
algorithm is convergence in 80 iterative, and if we reduce the 
number of ants the convergence time will increase. It indicates 
that the base ant routing algorithm is not fit to wireless sensor 
networks because the convergence time is too long, and it use 
too many resource.  
 
Then we simulate the geographic location aware ant routing 
algorithm with the parameter like that the ant number is 2, and 
the parameter alpha is 1, the parameter beta is 1, the number of 
iterative is 100. The simulate result is shown in Fig.4. It 
indicate that it is more efficient then the base ant route 
algorithm. 
 

   
Fig.2. The network topology 

 

 
Fig.3. The X axis is the number of iterative; 

   the Y axis is the fit of each route. 
 

 
Fig.4. The X axis is the number of iterative; 

   the Y axis is the fit of each route. 
 
 
 
7. CONCLUSIONS 
 
In this paper we propose a QoS based geographic location 
aware ant routing algorithm. Because the ant routing algorithm 
only used the local information, it needs lesser resource of 
wireless sensor node, so it seem fit with wireless sensor 
network, but the base ant routing algorithm because of the 
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convergence time is too longer. We improvement the 
performance of ant routing algorithm with the geographic 
location, and let it can provide QoS guarantee. The simulation 
indicates the algorithm is efficient. The next research is to 
design a location aware ant routing protocol and simulated with 
NS2. 
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ABSTRACT 
 

The results of most worst-case execution time (WCET) estimate 
method are over pessimistic, and cause great waste of resources 
if scheduling is based on these results. A new approach for 
WCET analysis of real-time system software is presented, which 
is generated from Fuzzy Petri net specifications. The presented 
approach is a part of our work towards predictability research of 
real-time system. The whole WCET analysis is divided into 
three layers, which are fuzzy Petri net modeling, flow analysis 
and low analysis. The second estimation approach in low 
analysis is proposed to advances the operation efficiency of 
processors and decreases the resource waste effectively. The 
detailed analysis is demonstrated via a case. At last, emulate 
experiment proves that the presented approach for WCET is 
more accurate than traditional methodology. 

 
Keywords: Worst Case Execution Time (WCET), 
Fuzzy Petri net, Real-time System. 
 
 
1. INTRODUTION 
 
Correctness of output and restriction of runtime are vital 
characteristics of real-time systems. Real-time scheduling is a 
mechanism by which hardware and software resources are 
distributed to real-time system. Proper scheduling makes the 
real-time system run timely and rightly. Predicting WCET 
(Worst Case Execution Time) for the system in advance is a 
precondition of the real-time scheduling and schedulable 
analysis, and it is also a part of real-time system prediction 
research. WCET is the longest time when the system runs, i.e. 
upper limit of runtime. Using the maximal runtime, the system 
resource (e.g. CPU time and memory assignment) is used well 
so that real-time scheduling can be achieved. Moreover, in 
multiprocessor circumstances, the value can be considered in 
order to choose appropriate processor to execute the task. This 
avoids waste and promotes the processing power of the system. 
 
It is an important research field to estimate WCET for real-time 
system. WCET concept is presented by [1] firstly, which 
discusses some limits imposed on program language to 
calculate the longest execution time of real-time task. Recently, 
more and more famous colleges engaged in WCET research, 
e.g. Florida University, Princeton University, York University 
and Uppsala University etc. International conference on WCET 
study is opened annually since 2001. But two aspects are worth 
researching and improving further. One is that the estimation 
accuracy of current methods is not high enough. The other is 
that most of researches pay attention to only one phase of 
WCET estimation, e.g. flow analysis or low-level analysis. Of 

cause, some researchers present the whole WCET estimation 
process. For example, The WCET analysis base on Matlab 
model is presented by Kirner et al[2]. A special C code with 
additional annotations for WCET analysis is generated. The 
generated C code is analyzed by WCET analysis tool to 
calculate WCET. But above mentioned annotations and low-
level analysis work in single blocks and tasks of the program, 
the whole cooperating performance is not considered, which 
leads to the lower estimation precision. The approach presented 
by Erpenbach et al[3,4] works on model layer, i.e. State Chart. 
Meanwhile, State Chart records the maximum number of state 
transitions, which occur before the system becomes stable after 
the external event triggering. All possible state transitions are 
described in state transition graph. The final WCET is 
calculated by finding the longest path in the graph. But, when 
the system is larger and more complicated, it is hard to describe 
asynchronous behaviors or operations for state transition graph. 
So the WCET estimation is over pessimistic. 
 
To enhance precision of WCET estimate, Fuzzy Petri net 
modeling is applied in the paper in order to support complex 
distributing characteristic, concurrent characteristic and 
asynchronous characteristic of real-time system. Fuzzy Petri 
net analysis methods are systemic mathematics and graphics 
descriptive tool supporting asynchronous and concurrent 
modeling. So Fuzzy Petri net is used to models to the real-time 
system. Then Fuzzy Petri net code used in WCET estimation 
analysis is generated from Fuzzy Petri net layer. Low-level 
analysis is implemented with respect to Fuzzy Petri net code. 
Furthermore, the final WCET is calculated rightly. 
 
 
2. WCET ESTIMATION ANALYSIS 
 
The WCET estimate analysis of real-time system is divided 
into three phrases: ① Flow analysis. In the phases, program 
code, for example, the number of loop iterations and “if-else” 
clauses etc. is analyzed to describe the flow structure of the 
program. ②Low-level analysis, which estimates the WCET for 
each basic block of the given program in terms of hardware 
environment, e.g. the execution time of a instruction and the 
runtime of each atomic unit of the program. Low-level analysis 
consists of global analysis and local analysis. The influences on 
execute time by instruction cache and data cache is studied in 
the global low-level analysis. Those execute time of hardware 
affects the runtime of the program is considered in the local 
low-level analysis, e.g. access speed of memory. ③ WCET 
calculation, i.e. the final WCET is calculated in terms of above 
two analyses phases. Nowadays, some approaches for WCET 
calculation are listed below. First one is based on path (path-
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based)[5,6]. All runtime of possible paths are calculated, and 
the longest one is the WCET estimate. Second one is based on 
tree (tree-based)[7,8], namely time scheme, which is 
formalization method to compute WCET. This approach 
applies rules, which is used to calculate runtime to different 
program structures, for example, if-then-else etc. This method 
analyzes source code to reuse rules to compute the longest 
runtime through traversing syntax tree representing program 
from bottom to top. The concept of the approach is simple, and 
its cost is lower. However, it is difficult to deal with the 
dependence and pertinence of clauses. The last one is based on 
Implicit Path Enumeration Technique (IPET-based)[9-11]. 
Algebra and logic specifications are used to express the runtime 
of program flows and basic blocks, i.e. the program is 
transformed to a set of IPET specifications. The WCET 
estimation is calculated by maximal object function meeting 
the specifications. 
 
 
3. WCET ESTIMATION ANALYSIS BASED ON 

FUZZY PETRI NET 
 
3.1 Fuzzy Petri Net Model Applied to Real-time System 
Some expressions and analysis methods of fuzzy mathematics 
are added into standard Petri net, and the extended Petri is 
named Fuzzy Petri net which can express the behaviors of 
fuzzy systems. A tuple with seven elements is defined in order 
to describe the real time and the task execution relationship of 
the real-time system better: FPN=( P,T,I,O,f,τ,R), P is a finite 
set of places; T is a finite set of transitions; I is a kind of blurry 
relation based on P×T, and it indicates connection situation 
from places to transitions and input connection intensity α. O is 
another fuzzy relation based on T×P, which indicates 
connection situation and relevant output connection intensity β. 
f(ti)is the reliability function, transition ti is its independent 
variable. ti varies among real number range, i.e.[0,∞], i=1…n; 
τ(ti) is the field function of the transition ti , ti varies among real 
number range, i.e. [0,∞], i=1…n; R(ti) is the longest execution 
time for ti. The tolerated time is proposed by the real-time 
system requirements. i=1… n; Fuzzy Petri net can circulate 
continuously. α, β, τ and f are the vital factors for Fuzzy Petri’s 
behaviors. When f, the reliability function value of ti, is not less 
than the field τ, the transition ti is fired. Then the resource on 
the input place is decreased, and the output is generated on the 
output side. 
 
3.2 WCET Estimation Analysis Based on Fuzzy Petri Net 
The estimate process base on Fuzzy Petri net is composed by 
three phases: modeling, flow analysis and low-level analysis. 
 
The modeling to the real-time software is the base of the 
WCET analysis. During modeling, at first the analysis which 
modularizes the real-time system is required. The call 
relationship between modules is achieved. Secondly, according 
to the relationship, the modeling to the real-time software based 
on the Fuzzy Petri net is executed, including functional as well 
as non-functional modules. The details are followed as below. 

(1) Analyzing the structure of modules, the call relationship 
and data flows between modules. The sequential graph 
describing the call relationship between modules of the 
whole system is made. Relative resource changes are 
notated on the graph. 

(2) Some information exchanges are added to the sequential 
graph in terms of the call relationship of modules and 
utility of the resource, which means to add places and 
directed edges to the graph. The places and edges are used 
to express the utility and change of resource during tasks 

execution. And the tasks are expressed by transitions with 
field to fire the transitions. At last input and output places 
are added into the Fuzzy Petri net. Until now, subnets of 
the whole Fuzzy Petri net are achieved. Then the subnets 
are linked as the whole Fuzzy Petri Net layer describing 
the real-time software of the system with respect to the 
execution sequence between modules. Meanwhile the 
transitions can be refined. The modeling approach is 
fulfilled from function and resource distribution. It makes 
the execution process of the system software clear and 
understood easily. The following WCET estimation 
analysis is more systemic and logic.  

Flow analysis is the key to WCET estimate. Flow analysis 
consists of reachability analysis and behaviors analysis. The 
Fuzzy Petri code is generated in reachability analysis phrase. 
Additional information is generated in behaviors analysis 
phrase. The Fuzzy Petri code and behaviors additional 
information are combined into source code by flow facts 
language in [12] based on reachability graph. Source code is 
compiled into object code used by low-level analysis.  
 
Low-level analysis accounts for hardware effect on the 
execution time, such as, processors and memory. Program 
blocks are analyzed to calculate the WCET for the event. A 
method named second estimation is used to improve the 
accuracy of the WCET estimate. The right processor is selected 
to run the task through the usage of the second estimation 
method. To some extent, resource waste is decreased, and the 
power of the system is enhanced. Figure 1 gives the detailed 
WCET estimation process. 
 
 
4. EXAMPLE 
 
The proposed methodology based on the Fuzzy Petri net is 
explained with the example net in Figure 2. The example net, a 
small part of air humidifier. In the running process of the model, 
different events fires different transitions. Furthermore, 
different response time is obtained. Whether the establishment 
of the model is good will affect on the accuracy of WCET 
estimate. The example contains eight places (Event, Wet, Dry, 
Modest, WetResult, DryResult, ModestResult and Ready) and 
five transitions (t1, t2, t3, t4 and t5). The No. k input connecting 
intension of transition ti is marked with αik, the No. k output 
connecting intension of transition ti is marked with βik .The 
field of transition ti is marked with τi , The nonnegative 
reliability function of input intension of transition ti is marked 
with fi , fi=max(αi1,…, αik,…, αim) , m is the number of input 
connectors of ti. Humidity signals are inputted from the place 
Event. Then the signals are transformed to digital signals. The 
digital signals are compared with given references to compute 
the input connection intensions of transition ti (i=2, 3, 4) 
respectively. If the relative value fi of transition ti is no less than 
the field τi (fi≥τi), ti can be fired. The output is generated at the 
place Ready for other parts calling. The transitions t2, t3 and t4 
are can be refined to a subnet base on Fuzzy Petri net.  
The purpose of reachability analysis is to generate reachability 
graph and Fuzzy Petri code in the flow analysis phase. The 
number of transition iterations is marked on the directed edges 
of the reachability graph. The number is obtained from 
transition notations and behaviors analysis [13]. The 
reachability graph is expressed by Fuzzy Petri code. Then 
behaviors analysis is imposed on the graph to find the longest 
path at run-time and execution time of each transition fired. 
The WCET estimate must be no more than Ri, otherwise the 
transition can not be fired. Depth-first traversal of the 
reachability graph is implemented when the worst-case edge is 



Worst Case Execution Time Estimate for Real-time System Based on Fuzzy Petri Net 

 

276

searched. The worst-case definition considers the usage of 
resources and the execution speed of the processor. Finally 
assembling the worst-case edge and running time of the 
transition fired, a special Fuzzy Petri code with additional 
information is generated, which is treated as source code. 

Source code is compiled into object source. Figure 3 is the 
Fuzzy Petri code of the Figure 2. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Architecture of WCET Estimation Analysis Based on Fuzzy Petri Net 
 

Low-level analysis including four parts must be done. ① Each 
basic block of the object code is analyzed in terms of the 
hardware. ② The WCET of all blocks of the object code are 
assembled into the first WCET of the event. ③ Appropriate 
processor is chosen in terms of the first WCET. ④ Use the 
chosen processor to refine the first WCET to get the second 
WCET, which is the final WCET. These works must be 
implemented sequentially. All the program characteristics of 
the object code are analyzed, for example, jump and memory 
etc. According to the processor of which the number of 
processed instructions in a second is least among the processors 
of the system, the code characteristics are shown in form of 
figures to estimate the WCET of each block. Then the WCET  
of all blocks are assembled into the first WCET based on the 
relationship of program blocks and some information (such as 
loop number etc.). Considering the available processor task 
scheme, better processor is chosen. It has more free time than 
the processor chosen by the first WCET to run the task. The 
first WCET is refined by the second processor to calculate the 
second WCET, which is more accurate than the first one. The 
second WCET estimate approach decreases waste of resource 
and improve the processing power of the real-time system. 
What’s more, the proposed approach refines the WCET 
estimate and improves the accuracy of WCET. 

 
Fig.2. High-level Fuzzy Petri Net Example 
 

 
Fig.3. Fuzzy Petri Net Code 

 
 
5. EMULATION ANALYSIS 
 
To validate proposed WCET estimate method, each of datum 
(events) is implemented 500 and 1000 times respectively on an 
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operation platform, which processes a mass of datum. When 
the data is implemented 500 times, the longest execute time is 
recorded as relative WCET. The relative WCET is closer to the 
actual WCET, and also called fake WCET marked with W1. 
When the data is processed 1000 times, the longest time is 
recorded as W2. Both WECT estimation modules which are 
based on Matlab and Fuzzy Petri Net respectively are started up. 
Each data is inputted into the both WCET estimation modules 
to calculate the WCET respectively, which is marked with M 
and P. They are all recorded in the contrast table. The 
differences between them and W are respectively used to weigh 
the ability of relevant WCET estimate approaches. Table 1 
shows that the values processed by the module based on Fuzzy 
Petri net are closer to the fake WCET than other method. Table 

2 contrasts the differences based on the two estimate methods. 
Meanwhile the group of datum is executed 500 times and 1000 
times respectively to obtain respective actual WCET estimates. 
Table 2 shows that the differences based on Fuzzy Petri net 
approach are decreased monotonically with the times 
increasing, namely the WCET estimate on the WCET module 
is closer to the actual WCET. While isolated points break 
decreasing trend based on Matlab method (a figure with frame 
in table 2), the WCET estimation is unstable. Therefore, the 
WCET estimate based on Fuzzy Petri net is better than other 
methodology. 

 

Table 1. contrast the two WCET estimation methodologies based on Matlab and Fuzzy Petri net (n=500).  
Event Matlab(M) Fuzzy Petri(P) WCET(W1) |M-W1| |P- W1| 
E1 55 52 38 17 14 
E2 78 72 56 22 16 
E3 85 77 60 25 17 
E4 117 106 87 30 19 
E5 122 112 90 32 22 
E6 128 120 95 33 25 

 
Table 2. contrast the circumstances that each data is executed 500 times and 1000 times respectively. 

Event |M-W1|(500) |M-W2|(1000) |P- W1|(500) |P-W2|(1000) 
E1 17 15 14 12 
E2 22 20 16 14 
E3 25 37 17 16 
E4 30 29 19 17 
E5 32 30 22 20 
E6 33 32 25 22 

 
6. CONCLUSIONS 
 
WCET estimate is an important reference to scheduling and 
schedulable analysis of the real-time application. It is also the 
basis of making sure whether periodicity tasks meet the 
performance and finding the bottleneck of the system ability. 
The paper uses the property that Fuzzy Petri net can express the 
concurrent tasks to model the real-time system software. The 
WCET estimate is executed on the high level model named 
Fuzzy Petri net. Contrasting the emulation results based on 
Matlab and Fuzzy Petri net approaches, the methodology based 
on Fuzzy Petri net is more valid and accurate than one based on 
Matlab. 
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ABSTRACT  
 

In Mobile Ad Hoc Network (MANET) due to the dynamic 
nature of the network topology and restricted resources, the 
real traffic and stability of every link is commonly not same. 
This paper presents a stability Routing Protocol with Link 
Status Predicting in MANET (LSPRP). The key idea of 
LSPRP algorithm is to use GPS to forecast the link Stability 
and estimate the nodes traffic so as to provide stability 
guarantee in the ad hoc network. The simulation results shows 
that the LSPRP approach provide an accurate and efficient 
method of estimating and evaluating the route stability in 
dynamic mobile networks. 
 
Keywords: Motion Predicting, MANET, Routing Protocol, 
Link Status, AODV. 
 
 
1. INTRODUCTION 
 
A Mobile Ad Hoc Network (MANET) is an autonomous 
system of mobile nodes connected by wireless links. There is 
no static infrastructure such as base station as that was in cell 
mobile communication. All the nodes are free to move around 
randomly, thus changing the network topology dynamically. 
For such networks, an effective routing algorithm is critical for 
adapting to node mobility as well as possible channel error to 
provide a feasible path for data transmission [1-7]. 
Link Status Predicting can discover a Stability routing and 
avoid low quality paths. The basic idea is firstly to find some 
Stability routing paths, and then according to the realistic 
traffic of node maintain routing paths. Therefore, we can 
guarantee performance with realistic accuracy. 
In this paper, we present a Stability Routing with Link Status 
Predicting in Mobile Ad hoc Network (LSPRP). 
The rest of the paper is organized as follows: Section 2, 
depicts the link status predicting mechanism. Section 3, 
presents a stability routing protocol with link status predicting. 
Section 4, provides simulation results. Section 5, describes the 
conclusion. 
 
 
2. LINK STATUS PREDICTING MECHANISM 
 
In this paper, we adopt Link Status Predicting Mechanism 
including two aspects----Motion Predicting Mechanism and 
Nodes Traffic Estimating Mechanism. Motion Predicting 
Mechanism guarantees the link’s usability and reliability. 
Nodes Traffic Predicting Mechanism guarantees the efficiency 
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of the data transmission in the links. 
 
In Motion Predicting Mechanism, we assume a free space 
propagation model [6], where the received signal strength 
solely depends on its distance to the transmitter. We also 
assume that all nodes in the network have their clock 
synchronized; If the motion parameters of two neighbors (such 
as speed, direction, and radio propagation range) are known, 
we can determine the duration of time these two nodes will 
remain connected. Assume two nodes i and j are within the 
transmission range ra of each other. Let (xi, yi) be the 
coordinate of mobile host i and (xj, yj) be that of mobile host j. 
Also let vi and vj be the speeds, and θi and θj (0<=θi, θj < 2π) 
be the moving directions of nodes i and j , respectively. Then, 
the amount of time two mobile hosts will stay connected, LET, 
is predicted by [6]: 
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Note that when vi = vj and θi =θj, t becomes ∞ . The 
predicted value is the link expiration time (LET) between the 
two nodes. If the LET is long, the load on the network 
increases because of the frequent route request. In the opposite 
case, it is difficult to implement the mobile predicting. On the 
assumption thatτis the average transfer delay and if LET >
τ,the link is stable. Otherwise the link is not stable. Using the 
Motion Predicting Mechanism, we can obtain a stably and 
reliably link in Mobile Ad Hoc Networks. 
 
In MANET, the traffic of every node is different. The real 
traffic of a node is commonly concentrated in a small number 
of particular nodes [4]. This characteristic has not been 
considered in the design of the existing routing algorithms. 
Therefore, it is difficult to guarantee the efficiency of data 
transfer. The Nodes Traffic Estimating Mechanism is that the 
additional RREQ messages are frequently sent in order to 
access nodes. There are two additional fields in each 
destination entry in the routing table: the Counter and the 
Select-RREQ. Each node examines the packet type when 
transmitting the packet. If it is the data packet, the Counter 
value for the destination increases. If it is the control packet, 
the Counter value is not changed. According to the Counter 
value, we can easily get hold of the number of packets 
transmitted to a destination. Let RREQ-Entry-Selection-Time 
and Select- RREQ-Time be the periods to select the frequently 
accessed nodes and to send the additional RREQ messages, 
respectively [4]. Thereby, we send the additional RREQ 
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messages for frequently accessed nodes to continuously 
maintain the routing paths in the routing table. By doing so, 
the packet is sent faster and the data communication is more 
stable for a network topology that changes rapidly. 
 
 
3. LINK STATUS PREDICTING ROUTING 

PROTOCOL (LSPRP) 
 
LSPRP is based on the AODV routing protocol and make use 
of Link Status Predicting Mechanism. First, we extend the 
RREQ and RREP package in the AODV.A field that denote the 
link stabilization (namely LET) is added in the RREQ package, 
and the RREQ package also includes the position, speed, 
moving direction of the mobile host. For the RREP package, 
we add a field that denotes the identifier of the link 
stabilization .If the field value is one, the link is stable, 
otherwise the link is not stable.  
 
The Route Discovery of LSPRP Algorithm is designed as 
follows:  
Step1: If the route to destination host exists, the package is 
direct sent. Otherwise, using the RREQ package broadcast the 
destination host and the LET is set to the maximum. 
Step2: According to the motion predicting mechanism, the 
host that receives the RREQ computes the LET between itself 
and upriver-host. If the current value is more, the LET equals 
the current value. 
Step3:The destination host receives the RREQ, computes the 
LET of upriver-host and deal with according to step2.Then the 
host waits for other RREQ inτ. 
Step4: The destination host computes LET in other RREQs, 
obtains the maximum of LET and sends the RREP package. If 
LET >τ ,the field that denotes the identifier of the link 
stabilization is set one. Otherwise the value of the field is zero. 
Step5: When the host receives the RREP, the host adds the 
value of the identifier of the link stabilization to routing table. 
Step6: Each host searches the Counter values in its routing 
table entries and determines the RREQ-Entry-Number nodes 
with the largest values. The Select- RREQ values of these 
nodes are set to one. Each node sends additional RREQ 
messages to the destination nodes every Select- RREQ- Time 
if the Select RREQs corresponding to those nodes equals one. 
Then, the Counter values in the routing entries are initialized 
to zero in order to rapidly adapt to the changes in the network. 
These procedures are consecutively repeated every 
RREQ-Entry-Selection-Time. 
 
The route maintenance of LSPRP algorithm includes: when 
the value of the identifier of the link stabilization is one in the 
routing table, the host computes the value of t using predicting 
model compute. If LET >τ,the link is stable. Otherwise the 
source host sends routing request over again. When the value 
of the identifier of the link stabilization is zero in the routing 
table, the host adopts the passiveness maintenance with 
AODV. 
 
 
4. SIMULATION 
 
We simulated the proposed scheme in ns2 [8] and conducted 
experiments to evaluate the effectiveness of the proposed 
scheme. The network environment for the ns2 simulator is 
given in Table 1. To evaluate the LSPRP, it is compared with 
the AODV routing protocols. In this performance evaluation 
the following performance metrics were evaluated: percentile 

of data transmission rate, path success ratio, and average 
packet delay. 
 
Fig.1 depicts a comparison of data transmission rate AODV 
and LSPRP scheme. The data transmission rate is still higher 
than that of AODV, which means it is more suitable for the 
routing choosing under timely data transmission application 
and dynamic network structure. The average packet delay 
performance as shown in the Fig.2 proves that the packet 
delay improves when scheme is included. 
 

Table 1. Simulation Setting 
MAC Layer IEEE802.11 
Simulation Area 1000 x 1000 
Simulation Time 300 
Mobile Nodes 30 
Node Mobility Speed 0-10m/s 
Node Moving Pattern Random Way Point 
Traffic Type CBR 
Packet Size 512byte 
Number of Connection 50 
Active Route Timeout(AODV) 10s 
The average end to end delay τ 0.2 
transmission range  250 
RREQ-Entry-Number 5 
RREQ-Entry-Selection-Time 3 
Select-RREQ Time 10s 
the realistic traffic of node 35%  80%  95% 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Data transmission rate vs. Node’s mobility speed 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Average packet delay vs. Node’s mobility speed 
 
 
5. CONCLUSIONS 
In this paper, we present a stability routing with Link Status 
Predicting in MANET (LSPRP). LSPRP adopts Motion 
Predicting Mechanism and Nodes Traffic Estimating 
Mechanism in order to establish the stable links, provides a 
quick response to changes in the network and minimizes the 
waste of network resources. LSPRP algorithm has produced 
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significant improvements in data transmission rate, and 
average end-to-end delay. 
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ABSTRACT 
 

The mobile navigation and positioning system is used to carry 
out dynamic auto-navigation of mobile objects. The key 
technologies, such as spatial vector data storage and 
management, spatial topology generation, spatial index 
generation, receiving and computation of positioning data, 
map matching etc, are emphatically analyzed. At last, the 
paper presents the implementation and application of the 
mobile navigation and positioning system based on PDA. 
 
Keywords: Mobile Navigation Positioning System, PDA, 
Windows CE, GIS 
 
 
1. INTRODUCTION 
 
Thanks to the development of technology on computer 
software and hardware, the successful application of WAP 
wireless internet technology and the appearance of all kinds of 
mobile intellective terminal with the function of wireless 
internet technology (such as PDA, WAP cell phone etc), 
people can accomplish all work which were only done at 
office or home before, namely, ‘mobile working’. Intellective 
terminal plus wireless internet have already been applied to all 
aspects of life successfully. Meanwhile, the appearance of 
peripheral hardware (such as GPS, GSM, etc.), which suit to 
these intellective terminals, further expands the terminals’ 
application domain. Went without saying, the application of 
these new technologies, such as intellective terminals, GPS, 
wireless internet etc, will certainly enrich the theory and 
expand the domain of GIS. The integration of GIS and GPS 
plus wireless internet based on these intellective terminals 
platform will inevitably become a rising important research 
domain of GIS. The integrative research on GIS and GPS plus 
wireless internet is called ‘Mobile GIS’ [1-2] by International 
GIS group.  
 
The mobile navigation and positioning system is a mobile GIS 
system which is based on the hardware platform of PDA and 
developed on the operating system Windows CE. Based on the 
conventional GIS, the system is essentially a spatial 
information application system with digital maps in the 
background, which can realize real-time positioning by 
utilizing space orientation of satellite positioning system and 
embedded technology. The mobile navigation and positioning 
system can be applied to many domains such as military and 
national defense, intellective car, intellective traffic, 
informative consumer equipment, industrial control, 
environmental engineering and so on[3]. This paper aims at 
the design and development mobile navigation and positioning 
system on the platform of Windows CE and gives some 
preliminary discussion. 
 
 
2. SOME KEY TECHNOLOGIES 
 
2.1 Storage and Management of Spatial Vector Data 

Data is the foundation of GIS, whether the data format is 
defined well or not will directly influence the effect and speed 
of each functional module, and even determine whether some 
certain function can realize or not. The data format of mobile 
navigation and positioning system is so much more, and it 
determines the storage size of vector data and directly 
influences the performance of map display and spatial query 
[4-5].  
 
The mobile navigation system designs a GIS data format that 
is derived from national map digitalization standard and 
operated on PDA. It includes various basic data elements 
whose organizing and distributing mode is convenient in the 
program design. It can load source data of diverse form and 
compresses vector data to a great ratio by the format 
conversion. 
 
In the system we adopt the data type that has less capacity and 
delete unnecessary data to make vector data concise and 
perfect. By saving all the data in binary system, it can not only 
be more secure but reduce the capacity of data. The 
experiment proves that the compression ratio of data of a 
normal topographic map of 1 ratio 50000 can reach 10 times 
ratio or so when processed. Taking a breadth of vector data of 
8 MB for example, the data become 400 KB-800 KB. Now the 
popular 32-MB-memorizer of PDA can store about 20 maps 
like this except the capacity occupied by operation system and 
application software, this solves storage capacity of vector 
data basically. For the further use, the data can be stored in 
exterior expanded memory cards (such as CF card, SD card, 
etc.). At present, these cards have reached the max storage of 
1G, which can completely satisfy the need of mobile users. If 
you carry out the real-time transmission of vector data on the 
condition of perfect communication system, it can solve the 
problems of data storage and updating much better. 
 
2.3 Spatial Topology Generation [6-7] 
This system needs to match positioning data and spatial vector 
data, but lots of vector map data run short of complete spatial 
topological relation, it is necessary to reconstruct the spatial 
topology relation for vector map data. The auto topology 
algorithms’ basic steps and key points include: chain 
organizing, crunodes matching, checking polygon close or not, 
constituting polygon, judging island, confirming property of 
polygon. 
 
The system designs an effective spatial relationship data 
format which adopts the idea of object-oriented modeling and 
partial model on the basis of comparing existing spatial data 
model. It automatically generates spatial topology relation and 
interior point by grid index broken chain of line group 
self-intersection and intersection and Minimum Bounding 
Rectangle. The generation of auto topology relation is: 
1) Breaking chain: arch section breaks automatically, 

which makes the picture have no self-intersection and 
intersection arch section; 

2) Crunodes matching: network topology relation between 
points and arch section is constituted; 
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3) Constituting polygon: track left handed rotation 
arithmetic and right handed rotation arithmetic, then 
create polygon and constitute the relation between 
polygon and arch section; 

4) Interior point generating: generate interior point of 
polygon automatically; 

5) Nesting relation generating: constitute polygon nesting 
relation tree, find out ‘island’ included in polygon and 
constitute relations between polygons; 

6) Surface number adjustment: adjust the number of left 
and right surface for relating arch section of nest 
relation polygon. 

 
2.3 Spatial Index Generation 
In order to improve the performance of graphical display and 
spatial query, spatial index technology must be adopted. 
Spatial index refers to the data structure arranged according to 
motive sequence based on position, shape and certain spatial 
relation of spatial object. It is crucial to raise storage 
efficiency of spatial data. Typical spatial index is commonly 
of spatial data structure that’s top-down and space partitioned 
gradually. The representative spatial indexes are BSP, K-D-B 
tree, CELL tree and grid index etc. 
 
To generate spatial index on PDA, it needs to consider both 
internal memory of PDA and processing capacity of 
microprocessor, which is for reducing the algorithm’s 
complexity and shortening search time. After comparing 
present spatial index technology, according to the idea of grid 
index, the spatial index method based on minimum circum 
rectangle is adopted. That is, by computing vertex coordinates 
of linear and area feature, the minimum circum rectangle of 
each not-point element is obtained and stored into RAM. 
When indexing, the minimum circum rectangle of each 
not-point element are compared, if it is inside the rectangle or 
intersects with the rectangle, then it is computed to see 
whether it is index object, otherwise, the next element is 
searched until index object is found. The arithmetic is easy, 
effective and less occupied space, its search rate can advance 
2-3 times. 
 
2.4 Receiving and Computation of Positioning Data 
To exploit GPS data computation software on PDA, the first 
problem to be solved is serial-port communication between 
PDA and GPS receiver. During the communication between 
PDA and GPS receiver, as the code converter between CPU 
and serial device, the PDA’s serial port provides the data 
transmission channel between GPS and PDA. As data terminal 
device, GPS receiver adopts asynchronous serial mode that 
utilizes RS-232 serial binary data to exchange cable interface 
and then transmit collective data to PDA by the serial port. 
PDA can read GPS positioning data according to the 
corresponding format (such as NMEA0183 protocol), and then 
transform positioning data from WGS-84 to GAUSS-80 
coordinate system, and finally realizes mobile object point’s 
positioning by map matching [8]. The data flow refers to 
Figure 1. 
 
Because GIS software employs CPU much more, meanwhile, 
convenient timer controlling communication occupies CPU 
much and it can’t deal with data real-timely, which will reduce 
the whole system’s efficiency and even lose data. This system 
adopts multithread to realize the communication between GPS 
receiver and PDA, and make full use of Windows CE’s 
multi-task and multi-thread to use CPU efficiently and make 
the whole system much more efficient and stable. 
 

Fig.1. GPS positioning data flow 
 

2.5 Map Matching 
Map matching is a method that matches GPS positioning data 
with road level data in GIS to eliminate or reduce the effect 
brought by all sorts of error and makes object’s positioning 
accurate on road level. It assumes that car runs on road all 
along. Present map matching methods include line shortest 
distance, probability statistics, and network topology relation 
and so on. The precondition of later two is that it must have 
the support of correct history matching result, and current 
position of car will be matched on the basis of the results. In 
the analysis of the course of map matching in positioning and 
navigation system, all the possible cases in map matching 
mainly include these two aspects: GPS data receiving status 
and road topographic feature. There are three kinds of GPS 
data receiving status: valid data normally received bigger drift 
error and no signal. Road topographic feature which effects 
map matching also include three cases: collateral road, 
conjunction and bifurcate point.  
 
In this system, we design an algorithm that matches map by 
history track deducing. The history track deducing method 
constitutes a car dynamic model in terms of car running status 
and road surroundings, and then gets the current position of 
car according to the running history track. The positioning 
precision of the method depends on the quality of the 
constructed car dynamic model, meanwhile, it is carried out 
when GPS data is invalid, car normally runs and doesn’t have 
long time stop and only car running doesn’t overstep the 
topology section of a highway. When GPS has exterior abrupt 
error such as no signal or bigger drift error the method can 
match intellectively and realize car real-time dynamic 
navigation. 
 
 
3. MOBILE NAVIGATION AND POSITIONING 

SYSTEM BASED ON PDA 
 
Mobile navigation and positioning system essentially is a 
system that provides with real-time positioning of mobile 
object, surroundings information and various of instruction 
information on the basis of conventional GIS, utilizing a 
certain spatial positioning measure such as GPS, inertial 
navigation and so on and on the display background of digital 
map. Mobile objects mainly refer to ambulatory or 
well-traveling-performance objects such as person, ship, car 
and so on. Under the circumstance of comprehensive 
consideration all kinds of requirement for customer use and 
relevant level of software and hardware, mobile navigation 
and positioning system is designed on the platform of PDA, 
synthesizing satellite navigation and positioning, embedded 
technology, GIS technology and so on. This system is 
composed of 9 modules which is positioning, communication, 
GIS engine, path analysis, path steering, map matching, 
electronic map database for navigation, map database and 
human-computer interaction interface. The architecture refers 
to Fig. 2. 

Mobile navigation 
positioning system

Application software 
interface 

Embedded operation 
system 

Serial 
Port 

GPS 
Data 
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G
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Fig.2. The architecture of mobile navigation and positioning 

system 
 
This system uses the PDA of LEGEND TIAN JI XP210 as the 
mobile terminal. The GPS receiver is Compact GPS which is 
connected with CF card of PDA and has interior and exterior 
antennae, 12 channels and supporting NMEA0183 protocol. 
The source data format transmission section is performed with 
the platform of Visual C++ 6.0 on normal PC. The operation 
system of PDA is Windows CE 3.0 (Pocket PC 2002), and the 
developing platform is Microsoft Embedded Visual C++ 3.0 
and Microsoft Visual C++ 6.0. One interface for this system 
running on the emulator refers to figure 3 and figure 4. The 
experimental data in the figures is in Zhen Zhou, China. 
 

 
Fig.3. The map level management interface of the Mobile 

Navigation and Positioning System. 

 
Fig.4. Displaying the position point and track in the Mobile 

Navigation and Positioning System. 
 

 
Fig.5. The road testing experiment result of the Mobile 

Navigation and Positioning System 
 
 
4. CONCLUSIONS 
 
As a independent system, mobile navigation and positioning 
system can satisfy with user’s requirement for acquiring 
current geographic position information and in most cases it is 
a essential user terminal section in many integrated mobile 
monitoring and controlling systems. It can satisfy with the 
requirement for geo information acquisition, mobile object 
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distribution and information interaction such as public security, 
fire protection, traffic, tour, medical treatment, insurance, post 
expressage, field measurement, proving, gathering and saving, 
military affairs and so on. This system is united closely with 
trade trait so it has extensive application foreground. 
 
 
REFERENCES 
 
[1] Zhang S H, and Fang Yu, “The Significance and State of 

The Art of Mini-type Embedded GIS Software 
Platform,” China. J. Image&Graphics, Vol.9, 2001, 
pp.900~906. 

[2] Zhang Qiang, Wang Renli, and Chen Tianze, 
“Embedded GIS Developing and Application Based on 
Windows CE Platform,” Journal of Zhengzhou Institute 
of Surveying and Mapping, Vol.20, No.2, 2003, 
pp.113~116. 

[3] Zhao Yilin, Car Positioning and Navigation System, 
Publishing House of Electronic Industry, Beijing, 
China ,1999. 

[4] Hua Yixin, Wu Sheng, and Zhao Junxi, The Theory and 
Technology on Geographical Information System, PLA 
Press, Beijing, China, 2001. 

[5] Chen Bo, The Research on Monitoring and Controlling 
Battlefield Situation Based on Satellite Navigation 
System, Zhengzhou Information Engineering University, 
Zhengzhou, China, 2005. 

[6] Zhan F B, “Three Fastest Shortest Path Algorithms on 
Real Road Networks,” Journal of Geographic 
Information and Decision Analysis，Vol.16, No.1, 1997, 
pp.69～82. 

[7] Huang Y H, Rundensteiner E A and Jing N, “Evaluation 
of Hierarchical Path Finding Technologies for ITS 
Route Guidance,” In Proceedings of 1996 Annual 
Meeting of ITS, American, 1996, pp.340～350. 

[8] G.Derekenaris, J.Garofalakis and C.Makris, “Integrating 
GIS ,GPS and GSM technologies for the effective 
management of ambulances,” Computers, Environment 
and Urban Systems, No.25, 2001, pp.267～278. 

 
Bo Chen was born in 1981. He received 
the B. Eng. degree in science & 
technology of remote sensing and M.Eng. 
degree in photogrammetry and remote 
sensing from Information Engineering 
University, Zhengzhou, China, in 2002 
and 2005. He is currently pursuing the 
Ph.D. degree at Institute of Surveying and 
Mapping, Information Engineering 

University of PLA. He has published one book, over 30 papers. 
His research interests include mobile GIS and image 
super-resolution. 



DCABES 2007 PROCEEDINGS 

 

285

Measurement for Phase and Period Oscillation of TCP Dynamic 
 

Wei Zhou1, Bing Zhu2, Xiangjun Wang3 
1Department of Computer Sciences and Technology, 

HuaZhong Normal University, Wuhan, 430079, P.R.China 
2Futian Foreign Language School, 

Seven Street Jintian Bei Futian District, Shenzhen, Guangdong ,518034,P.R.China 
3Department of Computer Sciences and Technology, 

HuaZhong Normal University, Wuhan, 430079, P.R.China 
E-mail: 1zhouwei_2600@hotmail.com, 2zhubing831007@163.com,3 wangxiangjun@mails.ccnu.edu.cn 

 
 
ABSTRACT 
 

This paper is aimed to describe a technique for estimation of 
local signal frequency and bandwidth. In this paper we propose 
a formula to measure the period oscillation of TCP dynamic. 
We use different approaches that allow us to describe the phase 
and frequency in a reasonable way. Furthermore, we present 
the Fourier series as a new method to denote the window 
update. We define the transmission rate as an analytic signal, in 
this situation we can obtain the instantaneous phase easily and 
compared with our experiment result. From this paper you can 
know that some parameters can be changed in order to avoid 
the transmission synchronous, and improve the utilization of 
the bandwidth.  
 
Keywords: Instantaneous Phase, Analytic Signal, Period 
Oscillation 
 
 
1.  INTRODUCTION 
 
This paper describes a technique for estimation of local signal 
frequency and bandwidth. Local frequency is an important 
concept useful for local structure analysis as well as for 
determining the appropriate range of scales for subsequent 
processing. Our method is based on combining local estimates 
of instantaneous frequency over a large number of scales. The 
bandwidth is used to produce a measure of certainty for the 
estimated frequency [7]. The theory of phase synchronization 
is so mature. For any signal )(ts , there are so many methods to 
obtain the instantaneous phase. When talking about the 
oscillation, there are two statuses. First, it’s the period 
oscillation. You can read [1] to learn more. Second, it is the 
phase of a chaotic oscillator. It seems to be no unambiguous 
and general definition of phase applicable to an arbitrary 
chaotic process. Reference [2] refer that: the instantaneous 
phase of any signal { )(tx } is:  

)(
)(

tan)( 1

tx
tx

t H−=φ                        (1) 

 
where { )(txH } is the Hilbert transform of { )(tx }, and the 
general condition for phase synchronization between two 
coupled non-linear oscillators is defined as: 

αφφϕ <−= |)()(| 21, tmtnmn
 ,where n and m are positive 

integers, 
2,1φ  are the phases of two oscillators , and α  is an 

arbitrary constant. 
 
A signal that has no negative-frequency components is called 
an analytic signal. If we want to measure the period oscillation 
of the transmission rate, we have to determine the amplitude 
and the phase of the rate )(tx . For periodic oscillations, in 

Reference [1] the authors remind that stable periodic self-
sustained oscillations are represented by a stable limit cycle in 
the phase space, and the dynamics of a phase point on this 
cycle can be described as: 

0ωφ
=

dt
d ,                            (2) 

 
where 00 /2 Tπω = , and 0T  is the period of the oscillation. 
From Reference [3], we can also see that the mean frequency 
defined as the average of dtd p /φ  over a large period of time, 

where 
pφ  is the instantaneous phase. 

In contrast to the dynamics of the phase of periodic oscillations, 
the growth of the phase in the chaotic case cannot generally be 
expected to be uniform. Instead, the instantaneous frequency 
depends in general on the amplitude, so we can write as in 
Reference [4] 

                     )(AF
dt
d

+= ωφ                                      (3) 

 
The term )(AF  describes the dependence of the instantaneous 
frequency on the amplitude )(tA , which we assume to be 
chaotic. 
 
 
2. OUR MODEL AND EQUILIBRIUM 
 
In this paper, we consider the network transmission rate )(tx  
as an analytic signal. For an arbitrary signal )(ts , we can 
determine the amplitude and the phase [5]. The analytic signal 

)(tψ  is a complex function of time defined as 
               )()()()()( tj

H etAtjxtxt φψ =+=                     (4) 
Where the function )(txH  is the Hilbert transform )(tx  

τ
τ
τπ d

t
xVPtxH ∫

∞

∞−

−

−
=

)(..)( 1                           (5) 

(Where P.V. means that the integral is taken in the sense of the 
Cauchy principal value). )(tA  is the instantaneous amplitude 
and )(tφ  is the instantaneous phase. So we can obtain 

))(sin)()(cos()()( tjttAtjxtx H φφ +=+     (6) 
  from the equation (6), we can gain  

              
)(
)(arctan)(

tx
txt H=φ                                       (7) 

This is the instantaneous phase of the transmission rate )(tx . 
At the same time, over a large period of time the mean 
frequency ω  of the rate can be defined as: 

)()(
)()()()()

)(
)((arctan 22

''
'

txtx
txtxtxtx

tx
tx

dt
d

H

HHH

+
−

===
φω     (8) 
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From (8), we can get the instantaneous frequency. The notion 
of instantaneous frequency is used for narrowband analysis 
over a number of scales. The estimates are weighted and 
summed to produce a wide band frequency estimate. 
So the mean period T=

ω
1 , then 

T=
)()()()(

)()(
''

22

txtxtxtx
txtx

HH

H

−
+                          (9) 

If we suppose the RTT (round-trip time) is a constant. The 
transmission rate can be defined as: 

RTT
twtx )()( =                                  (10) 

where the )(tw  is the window update. From (9), we can obtain: 

T=
)()()()(

)()(
''

22

twtwtwtw
twtw

HH

H

−
+               (11) 

where the )(twH  is the Hilbert transform of )(tw . 
 
The above that we obtained is local information. It is 
noteworthy that, despite their names, instantaneous phase and 
instantaneous frequency are global entities. The local behavior 
is since long recognized as important property for signal 
processing [7]. 
 
Modern implementations of TCP contain four intertwined 
algorithms: slow start, congestion avoidance, fast retransmit, 
and fast recovery. For different algorithms of TCP, the window 
update may be measure in different ways. In this paper we talk 
about the slow-start [6]. In slow start, when a connection is 
established, the value of cwnd is first set to 1 and after each 
received ACK the value is updated to 
cwnd = cwnd + 1 
 
implying doubling of cwnd for each RTT. The exponential 
growth of cwnd continues until a packet loss is observed, 
causing the value of ssthresh to be updated to 
ssthresh = cwnd/2. 
 
After the packet loss, the connection starts from slow start 
again with cwnd = 1, and the window is increased 
exponentially until it equals ssthreshp [7] [8].  
 
When the transmissions begin, the window size gradually 
reaches a peak w . When a packet is dropped, the congestion 
window is halved. After the drop, the TCP sender increases 
linearly its congestion window until the congestion window 
has reached its old value W and then another packet drop 
occurs. The development of TCP’s congestion window under 
these assumptions is depicted in Fig.1.  
 
So we can suppose the window update )(tw  is a period 
function, and the mean period is lL 2= . The function )(tw  is 
integrabel in the area )2,0( l . So we propose a new method to 
measure the window update using the Fourier series.  
 

 
Fig.1. Development of TCP’s congestion window 

 

∑
∞

=

++≅
1

0 )sincos(
2
1)(

n
nn t

l
nbt

l
naatw ππ       (12) 

where nn ba ,  are the Fourier coefficient, 
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For the packet loss process is a Poisson process, that is, in the 
time ),0( t  the packet loss number )(tN  subject to the Poisson 

distributing. So the period L  of )(tw  subject to the 

exponential distributing. The distribution function of L  can be 
defined as:  

tetLPtF λ−−=<= 1)()( , )0( >t                  (15) 

Where the λ  can be considered as the packet loss rate. 
 

 
Fig.2. Control model 
 

In this paper, we consider the control model like Fig.2. We 
suppose there are m  input nodes and m  output nodes; they all 
pass one road from 1R  to 2R . By combining the outputs from 
two or more sets of nodes that differ only in center frequency 

nω , it is possible to produce a local frequency estimate. In fact, 
in the network, when the transmission rate is synchronous, the 
rush may be appearance. From our estimate, we can change the 
congestion window to avoid the synchronous, and use the 
bandwidth efficient. 

 
 
3. SIMULATIONS AND RESULT 
 
To test the new method of measurement, we used NS2 and 
Matlab. 
 
 In the simulations we set the nodes number 3=m . Using 
some signal process method, we know that the broader the 
bandwidth, the weaker the notion of instantaneous frequency 
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becomes [9]. So we choose the bandwidth of every links 
10Mbps. The three sources share one public link; they send the 
packet at the same time. 
 
The following figures (Fig.3, 4, 5) show the measurement of 
the window update of three sources under Reno, Vegas, Fast. 
The figures (Fig.6, 7, 8) show the estimate of the instantaneous 
phase of three sources under different TCP protocol. From 
these figures we can see that the window update is basically 
synchronous. And the instantaneous phase is also basically 
synchronous. We can also see that different TCP protocol the 
synchronous period is different.   
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Fig.3. The window update of three sources under Reno 
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Fig.4. The window update of sources under Vegas 
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Fig.5. The window update of three sources under Fast 
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Fig.6. The instantaneous phase of three sources under Reno 
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Fig.7. the instantaneous phase of three sources under Vegas 
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Fig.8. The instantaneous phase of three sources under Fast 

 
 
4. CONCLUSIONS 
 
In this paper the method of instantaneous phase and frequency 
is presented. We use different protocols to test our method. We 
propose a new method to express the window update. Using 
our method the congestion window can be changed to avoid 
synchronous. Our simulation result shows that, it really 
improves the frequency synchronization and the utilization of 
the bandwidth. 
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ABSTRACT  

 

The study in mobile ad hoc networks results in many 
MANET’s multicast routing protocols. This paper describes 
the multicast routing problem with QoS constraints, multicast 
ad hoc on-demand distance vector protocol (MAODV), and a 
network model for researching the Ad Hoc network QoS 
multicast routing problem. It presents a MAODV_based QoS 
routing protocol for mobile Ad Hoc networks(MAODVQ). 
Simulation results show that it is an available approach to 
multicast routing decision with QoS constraints. 
 
Keywords: Mobile, Ad Hoc networks, Multicast, Quality of 
service (QoS), Protocol 
 
 
1.  INTRODUCTION 
 
A mobile ad hoc network is a self-organizing network without 
any existing fixed communication infrastructure support or 
centralized control. As multimedia- and group-oriented 
computing becomes increasingly popular for the users of 
wireless mobile networks, the importance of features like 
quality of service (QoS) and multicasting support grows. 
Because of its independence of a fixed infrastructure and its 
instant deployment and easy reconfiguration capabilities, the 
ad hoc wireless networking technology shows great potential 
and importance in many situations, such as in military and 
disaster-relief applications. Some routing protocols for mobile 
Ad Hoc networks, such as AODV, DSR, MAODV etc. [1][2], 
are designed without explicitly considering quality of service 
of the routes. QoS routing in Ad Hoc networks has been 
studied only recently. QoS routing requires not only to find a 
route form a source to a destination, but the route must satisfy 
the end-to-end QoS requirement, such as bandwidth, delay and 
delay jitter etc. Quality of service is more difficult to 
guarantee in Ad Hoc networks than in other type of networks, 
because the wireless bandwidth is shared among adjacent 
nodes and the network topology changes as the nodes move. 
This requires extensive collaboration between the nodes, both 
to establish the route and to secure the resources necessary to 
provide the quality of service. This paper describes the 
multicast routing problem with QoS constraints, multicast ad 
hoc on-demand distance vector protocol (MAODV), and a 
network model for researching the Ad Hoc network QoS 
multicast routing problem. A MAODV_based QoS routing 
protocol for mobile Ad Hoc networks(MAODVQ) is 
presented. Its efficiency and robustness in mobile 
networks make it a good choice for mobile ad hoc 
networks. 

 
 

2.  QOS NETWORK MODEL 
 
A mobile ad hoc network is usually represented as a weighted 
                                                        
 * This work is supported by National Natural Science Foundation of 
China (No. 60672137) 

digraph G = (V, E), where V denotes the set of nodes and E 
denotes the set of communication links connecting the nodes. 
|V| and |E| denote the number of nodes and links in the 
network, respectively, Without loss of generality, only 
digraphs are considered in which there exists at most one link 
between a pair of ordered nodes [3][8].  
 
Let s∈V be source node of a multicast tree, and M ⊆ {V-{s}} 
be a set of end nodes of the multicast tree. Let R be the 
positive weight and R+ be the nonnegative weight. For any 
link e∈E, we can define the some QoS metrics: 

delay function delay (e):E→R 
cost function cost (e): E→R 
bandwidth function bandwidth (e): E→R 
delay jitter function delay-jitter (e): E→R+ 

 
Similarly, for any node n∈V, one can also define some 
metrics:  

delay function delay (n): V→R 
cost function cost (n): V→R 
delay jitter function delay-jitter (n): V→R+  
packet loss function packet-loss (n): V→R+ 

 
We also use T (s,M) to denote a multicast tree, which has the 
following relations: 

∑∑
∈∈

+=
)t,s(pn)t,s(pe

)n(delay)e(delay)t,s(p(delay)1  

∑∑
∈∈

+=
T(s,M)nT(s,M)e

)n(tcos)e(tcos)M)T(s,(tcos)2  

t)}p(s,e (e), dthmin{bandwi  t))(p(s, bandwidth 3) ∈=   

∑
∈

−=−
),(

)()),(()4
tspe

ejitterdelaytspjitterdelay  

∑
∈

−+
),(

)(
tspn

njitterdelay  

  ))t,s(p(losspacket)5 −   

∏
∈

−−−=
)t,s(pn

))n(losspacket1(1  

where p (s,t) denotes the path from source s to end node t of T 
(s, M). With QoS requirements, the problem can be 
represented as finding a path P*, such that 

)W()W()1
Pl

l
*Pl

l pp ∏∏
∈∈

≥   

where l∈E are the links in the path and pl(W) is the 
probability that the link l can accommodate a flow which 
requires w units of bandwidth. 

 )()()2
Pl

l
*Pl

l pp δδ ∏∏
∈∈

≥   

where pl(δ) is the probability that delay for link l is less than
δ.  

 
 
3.  MAODV ROUTING PROTOCOL 
 
Multicast ad hoc on demand distance vector (MAODV) 
routing protocol [2] is derived from AODV. The multicast 
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group leader maintains a group sequence number and 
broadcasts it periodically to keep fresh the routing information. 
A node wishing to join a multicast group generates a route 
request. Only the leader or members of the multicast group 
may respond to a join request by unicasting a route reply back 
to the requester, which selects the best from several replies in 
terms of highest sequence numbers and lowest hop count, and 
enables that route by unicasting a multicast activation message 
to its next hop. Intermediate nodes receiving the activation 
message unicast it upstream along the best route according to 
the replies they received previously. Nodes wishing to leave a 
group unicast a multicast activation message to their next hop 
with its prune flag set. Fig.1 shows how to join a node. 
 

T T

R
(a)RREQ Broadcast Process

Group Leader

T T

R
(a)RREQ Process

Group Leader

T T

T

R
(c)Join to Multicast Tree

Group Leader

Request Member

Multicast Groups Members

Multicast Tree Members

Non Multicast Tree Members

Multicast Tree Links

R

T

 
Fig.1. A Node Join Process 

 
 
4.  MAODVQ ROUTING PROTOCOL 
 
MAODVQ Routing Protocol is an extension of MAODV 
protocol. It combines information from both the network and 
data link layer. Unlike other protocols which make QoS 
constraints calculations only after paths to the destination have 
been discovered [3-6], MAODVQ incorporates path finding 
with the QoS constraints reservation mechanism. MAODVQ 
is fully aware of the QoS constraints re-source availability by 
coupling together routing and MAC TDMA layers. As 
described earlier, the nodes compete for the slots contained in 
the data phase of the TDMA frame. In order for the source 
node to send data to a destination node, it must establish a 
virtual circuit connection with that destination. The virtual 
circuit establishment process includes route discovery, QoS 
constraints calculation and reservation components. Each node 
keeps a schedule which contains information about both its 
own and its neighbor’s time slots that are used for sending and 
receiving. The paper in [4] includes the algorithm used by 
each node to determine which slots are available to send to 
and receive from its neighbor, and to calculate link QoS 
constraints scheduling from itself to each of its neighbors.  
 
For example, the link bandwidth information is used in the 
calculation of the path bandwidth schedules to source and 
destination nodes. Modified MAODV HELLO messages are 
used which include slot scheduling information. The HELLO 
messages are sent either periodically or when link bandwidth 
information is changed. In MAODVQ, path discovery is done 
in the following manner. A source node that wants to send 

data to a particular destination determines if it has enough link 
bandwidth available to any of its neighbors. If it does not, it 
then denies the request initiated by its application layer. When 
an intermediate node receives a RREQ message, it checks 
whether it already has an entry in its routing table 
corresponding to the received application. The node then 
calculates the path bandwidth schedules using algorithms 
similar to ones presented in [7]. If the calculated path 
bandwidth to the source is insufficient, then the node does not 
forward the RREQ message. Otherwise, the intermediate node 
augments the RREQ message with path and link bandwidth 
parameters and broadcasts it further. The link bandwidth 
between two nodes is calculated as the intersection of their 
free slot schedules. The send link bandwidth is defined as the 
intersection of the free send slot schedule of the sender node 
and the free receive slot schedule of the receiver node. The 
receive link bandwidth is defined as the intersection of the free 
receive slot schedule of the receiver node and the free send 
slot schedule of the sender node. Fig.2 shows MAODVQ 
packet. 

 
Type length QoSObject 

Fig.2. MAODVQ packet 
 
 
5.  SIMULATIONS 
 
We conduct simulations to evaluate MAODVQ, MAODVQ is 
implemented by using the Network Simulator (NS) and its 
performance is compared with MAODV routing protocol. The 
network graphs used in the simulations are constructed by the 
Waxman’s random graph model [5]. In this random graph, the 
edge’s probability can be 

)
aL

)v,u(dexp()v,u(pe −= β  

where d (u,v) is geometric distance from node u to node v, L is 
maximum distance between two nodes, parameter a can be 
used to control short edge and long edge of the random graph, 
and parameterβcan be used to control the value of average 
degree of the random graph. 
 
In the simulation, the nodes are uniformly distributed all over 
the region. Nodes in the simulation move according to 
“random waypoint” model. The mobility speed of a node is set 
from 0m/s to 30m/s. The 50 nodes randomly distribute in 
1km×1km. The transmitting radius of each node is about 250 
meters and channel capacity is 2Mbps. Fig.3 shows the 
contrast of the network cost , data transmission rate and 
finding path success rate between MAODV and MAODVQ. 
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Fig.3. Contrasts between MAODV and MAODVQ 

 
 
6.  CONCLUSIONS 
 
In this paper, a MAODV_based QoS routing protocol for 
mobile Ad Hoc networks(MAODVQ) is presented. In contrast 
with Multicast Ad Hoc on demand distance vector (MAODV) 
routing protocol, MAODVQ has produced significant 
improvements in data transmission rate, finding path success 
rate and network cost. Its efficiency and robustness in mobile 
networks make it a good choice for mobile ad hoc networks. 
The studies show that MAODVQ can provide an available 
approach to QoS multicast routing for mobile Ad Hoc 
networks. Our future work includes a performance evaluation 
of the MAODVQ in realistic simulation environments. 
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ABSTRACT  
 

An ameliorated algorithm of TFRC is proposed by learning the 
basic mechanism of TFRC in this paper. The ameliorated 
algorithm colligates modified tfrc throughput equation and the 
policy of matching the average receive-rate to the average of 
the send-rate. By matching the actual and expected 
receive-rates, congestion can often be detected before packet 
losses occurring. It can help to avoid packet losses and stabilize 
the transmission rate quicker at session start-up. The 
application of the modified tfrc throughput equation can 
estimate the available bandwidth more accurately and improve 
the smoothness of the streaming media significantly. 
Simulation on NS2 verifies the validity of our algorithm. 
Comparing to TFRC, the ameliorated algorithm shows a better 
performance of real-time and smoothness. And it also has a 
good convergence time and less packet losses. 
 
Keywords: Streaming Media, Congestion Control, 
TCP-Friendly TFRC. 
  
 
1. INTRODUCTION 
 
With the rapid developments of wide bandwidth networks and 
high performance Computers, more and more multimedia 
real-time applications are applied in Internet, such as digital 
libraries, distant learning and shopping etc. Thus they require 
isochronous processing and quality-of-service (QoS) from the 
end-to-end point of view. TCP is ill-suited to real-time flows 
because of its high variation of sending rate. So the UDP is 
used in nowadays network to transport real-time application. 
Since UDP does not implement congestion control, protocols or 
applications that are implemented using UDP should detect and 
react to congestion in the network. S.Floyd put forward 
TCP-friendly Rate Control (TFRC)[1-3]. He pointed out that 
congestion control should be added in the transport protocol for 
real-time multimedia applications in order to make them 
friendly to TCP flows. That means when congestion occurs, 
real-time flow can compete for bandwidth with TCP in a fair 
manner. 
In this paper, we study the basic mechanism of TFRC, and 
present a ameliorated algorithm of TFRC. The ameliorated 
algorithm colligates modified tfrc throughput equation and the 
policy of matching the average receive-rate to the average of 
the send-rate. 
 
 
2. SUMMARY OF TFRC 
 
2.1 Algorithm of TFRC 
TFRC is a rate-based, end-to-end congestion control protocol 
which is intended for unicast playback of Internet streaming 
applications. The sender uses the slow start technique at the 
beginning of the transmission phase, during which it tries to 
increase its sending rate multiplicatively at every RTT until it 
detects a loss. Packet losses are identified by gaps in the 
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sequence number of the transmitted packet at the receiver 
module. The receiver measures the packet loss rate and feeds 
this information back to the sender at regular intervals. Then 
the sender uses the feedback information to measure the RTT 
to the receiver. 
In order to derive an acceptance TCP-friendly transmission, the 
TFRC sender adjusts its transmission rate based on the 
measured loss rate and RTT. The adjustment of the sending rate 
to achieve TCP-friendliness is based upon a control equation 
derived from the TCP throughput model[4].The throughput 
equation is as follows: 

2 3 2(1 32 )
3 8

s
R

bp bp
RTT RTO p p

=

× + × × × +

       (1) 

R: the transmit rate in bytes/second. s: the packet size in bytes. 
RTT: the round trip time in seconds. p: the loss event rate, 
between 0 and 1. RTO: the TCP retransmission timeout value 
in seconds, generally, RTO = 4RTT. b: the number of packets  
acknowledged by a single TCP ACK. 
The transmission rate of the sender is adjusted directly to match 
the calculated transmission rate. The rate adjustment process is 
made periodically at a certain interval. In the event of packet 
losses, the sender restricts its sending rate to the equivalent 
TCP rate by using throughput equation. Otherwise, the 
transmission rate is doubled. 
 
2.2 Problems Exited in TFRC 

(1) Seen from the above throughput equation, the overall 

rate change is proportional to 1
p p

. Such proportionality 

makes rate change still over sensitive to packet losses, 
especially when packet loss ratio is small.  

(2) Even if the channel bandwidth is a constant, TFRC 
cannot stay at constant bandwidth at its steady state. Instead, it 
still tries to increase the sending rate over constant bandwidth, 
which unfortunately leads to a short-term congestion.  

(3) TFRC responds slower to losses than TCP does, and 
increases the send-rate much slower during loss-free 
periods[5] . 
 
 
3. ALGORITHM OF AMELIRATED TFRC  
 
3.1 Modified Tfrc Throughput Equation 
According to the above analysis, improvement is to set the 

derivative of R to 1
p   instead of 1

p p
. The modified 

tfrc throughput equation[6] is as follows: 

[ log ( )]
0

s nR a pnRTT n

∞
= ∑

=
                      (2) 

In the paper, we use a simple one. It is as follows:  

[ log( )]0 1
s

R a a p
RTT

= +                        (3) 

Now we calculate 0a , 1a . For the practical media streaming 
transmission over the Internet, we can make s = 1 K bytes, RTT 
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= 100ms and assume that transmission has no effect when 
packet loss becomes large. For example, when p>60%, R=0, 
we set the desired throughput at p = 0.1% and calculate 

0a , 1a . 
Hence, the throughput formula becomes 

[ 0.25 0.5 log( )]
k

R p
RTT

= − −                     (4) 

Where k is a control parameter. In order to keep 
TCP-friendliness, we can set k=8. 
In the next policy of matching the average receive-rate to the 
average of the send-rate ,we use the modified tfrc throughput 
equation (4) instead of the primary throughput equation (1). 
 
3.2 The Policy of Matching the Average Receive-rate to the 
Average of the Send-rate 7 

In case of TFRC, the sender includes its current send-rate at the 
time of transmission in each data packet. The send-rate 
reported in packet i is denoted by Xi in the TFRC 
specification1[8]. 
The average of the send-rates Ri  is reported in the data 
packets during a measurement interval. The receiver can infer 
the average of the send-rate over the measurement interval 
from the values of Ri contained in the TFRC data packets as 

follows: Let Trecv be the length of the measurement interval, 

in standard TFRC, Trecv  equals one RTT, and n is the 
number of packets received during that interval. The packets 
are numbered 1,…,n, and contain the respective 
send-rates 1R , 2R …, Rn . When sending packets at a rate R, the 
sender will schedule packets such that a packet is transmitted 

every 1
R seconds. Thus, the time interval between the 

transmission of two consecutive packets i and i+1 is 1
Ri

 

seconds. The total time required by the sender to send a series 

of packets 1,…,n is 1
1

n
Tsend Rii

= ∑
=

. 

The average send-rate during that interval is
n

Rsend Tsend
= . 

The measured average receive-rate is
n n

Rrecv T RTTrecv
= = . 

If the transmission is not limited by the available bandwidth, 
average send-rate and the measured average receive-rate are 
equal at the time of arrival at the receiver. On the other hand, 
the available bandwidth limits the transmission speed, some of 
the packets will be spread out in time and the average 
receive-rate will stay behind the average send-rate. 
Calculate the Rdiff , which is the difference between 

Rrecv , Rsend , R R Rrecvdiff send= − . 

If R Rdiff sendα> , perform the next two steps: 

a. Calculate the approximate TFRC loss interval corresponding 
to recvR , and insert a synthetic loss interval of this length into 
the loss history. 
b. Immediately send a feedback report containing the resulting 
loss rate to cause the TFRC sender to leave slow-start and 
adjust the rate close to Rrecv . 
How to decide parameterα ? On one hand, it should be tolerant 
enough to not terminate the slow-start prematurely because of 
small fluctuations in the transmission rate or imprecise packet 

scheduling by the sender. On the other hand, it should detect as 
quickly as possible when the receive-rate starts to deviate from 
the send-rate to improve our chances to react before the first 
packet losses occur. In the simulation 0.1α =  
 
 
4. SIMULATION RESULTS 
 
We use NS-2.28[9] as our simulator .In the experiment , we use 
the typical dumbbell topology.  
(1) Performance of real-time 

 
Fig.1. Jitter of ameliorated 

 

 
Fig.2. Jitter of TFRC 

 
Fig.1 and Fig.2 show the jitters of TFRC and ameliorated 
TFRC. We can see that the average jitter of ameliorated TFRC 
is lower than TFRC’s jitter. So ameliorated TFRC is more 
suitable to real-time streaming media. 
(2) Performance of smoothness 
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Fig.3. Throughputs of TFRC and ameliorated TFRC 

 
As seen from Fig.3, Ameliorated TFRC changes slower in low 
packet loss ratio case, f aster in high packet loss case. So 
ameliorated TFRC has more smoothness than TFRC. 
(3) Convergence time and packet losses 
Table 1 below sums up the convergence time and packet losses, 
when queue size is 15 packets. 

Table 1. Convergence Time and Packet Losses 
  Packet  

Losses 
Convergence 
Time 

TFRC 34 24.43s 

Ameliorated- 1 24.21s 
 

 
 
5. CONCLUSIONS 
 
The ameliorated algorithm colligates modified tfrc throughput 
equation and matches the average receive-rate to the average of 
the send-rate policy. In the algorithm, the receiver can update 
its send- rate and receive-rate estimates for every arriving 
packet, while a sender-based scheme would have to rely on 
receiver feedback to determine the receive-rate. In protocols 
such as TFRC that do not use per-packet acknowledgments, 
feedback reports are sent relatively infrequently. Thus, the 
receiver-based approach has the potential to allow for a quicker 
detection of rate mismatches. Using the modified tfrc 
throughput equation can improve the smoothness of the 
streaming media significantly Compared to TFRC, the 
ameliorated algorithm show a better performance of real-time 
and smoothness, and has a good convergence time and less 
packet losses.. 
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ABSTRACT  
 

This paper introduces the system architecture and the software 
implementation of network performance management system 
based on NetFlow protocol, and then discusses the storage 
technologies of the network massive information and the 
network traffic rank algorithm. Finally, the paper introduces the 
functions of the present system and the goals to work for next. 
 
Keyworks: NetFlow, Berkeley DB, JudyArray, Red-Black Tree 
 
 
1. INTRODUCTION 
 
With the development of network applications, the structure of 
the network system becomes more and more complex, and the 
scale becomes larger and larger, so the network system 
objectively needs network performance management software 
to ensure the system to operate normally. Real-time monitoring 
and managing the network system, host systems and 
application systems, and Network Performance Management 
System can provide many functions and services such as 
real-time monitoring and performance analysis of the network 
and application system, SLA service quality management, fault 
diagnosis and capacity planning. On the basis of collection and 
analysis of the network meta-information, Network 
Performance Management System can summarize and merge 
the information, and then display the real-time performance 
status about the certain network in the chart. 

 
 

2. NETWORK MANAGEMENT PROTOCOL 
 
The network meta-information comes from the network 
equipments such as router or switcher. And when these devices 
process the function of transmission, they also send the relevant 
network flow information, which is the meta-information in the 
paper, according to the current configuration of the device 
themselves. The information are generally attached to the 
following popular network management protocols: Simple 
Network Management Protocol(SNMP), Remote Monitoring 
(RMON), NetFlow, and sFlow. Among them, NetFlow is a data 
packet switching technology defined by Cisco and it can be 
used to record flow information at the same time[1]. 
 
Currently, the research on NetFlow protocol is mainly based on 
the V5 version of NetFlow protocol[2].As NetFlow(V9) is the 
latest version of Cisco's Network Management Protocol, so the 
core software of Network Perfermance Management System 
discussed in this paper is based on NetFlow (V9) protocol and 
is achieved on the Linux platform in the C language. 
 
 

3. NETWORKPERFORMANCE MANAGEMENT  
SYSTEM ARCHITECTURE 

 
The system hardware is composed of Information 
Collector,Remote Probe（Prob）,Database Server and Web 
Server. The network information collector can receive data 

packets that come from NetFlow, SFlow and SNMP, and 
Remote Probe（Prob）can collect the information that comes 
from devices that do not support NetFlow and SFlow. If we 
consider Server, Information Collector, Database Server and 
Web Server actually a device, to make clear the hardware 
architecture, we will separate them in the next picture. 
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Fig.3-1. Hardware structure of the system 

 
 
4. SOFTWARE DESIGN OF NETWORK 

PERFORMANCE MANAGEMENT SYSTEM 
 
The software is mainly composed of the information receiver 
module, the Bekeley DB massive storage module, the relational 
database module, the network performance analysis module 
and the data-showing module. And the information receiver 
module is composed of NetFlow receiver module, SNMP 
receiver module and SFlow receiver module. This paper mainly 
describes the implementation of NetFlow receiver module. [3] 
 

4.1 The structure and function of NetFlow receiver 
module 

Fig.4-2 shows the structure of NetFlow receiver module. The 
module uses a process to receive NetFlow data packets and 
multiprocessors to write the received NetFlow data packets into 
Berkeley Database. Among them, IPC message queue is used 
for storing the received NetFlow data packets. ShMem shared 
memory is used for storing some statistical information. 
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Fig.4-1. Software structure of the system 
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Fig.4-2. The structure chart of NetFlow receiver module 

 
4.2 The Massive Network Data Processing 
According to statistics, the average transmission rate of the 
NetFlow flow data generated by the single router is 1,500 flows 
per second. If this average value is used in calculation, we can 
obtain 5,400,000 flows per hour and 129,600,000 flows per day. 
We can see that there are about 130 million flows of NetFlow 
original records and 8G (68 x 130 million) data a day.         
Therefore, how to design a highly effective processing 
subsystem of massive information is one of the key questions 
in implementing Network Performance Management System. 

 
4.2.1 The Network Massive Data Storage  
Because the network information processing needs resolving 
the massive and real-time questions and the general relational 
database is not a component, so the system uses Berkeley DB 
embedded database to store the flow information. Berkeley DB 
can include certain records, and each record is composed of the 
keyword and data (key/value) which may be a simple data type 
and a complex data type.  
 
Berkeley DB has four access methods: Btree, Hash, Queue and 
Recno. The type of the key of Queue and Recno is an integer 
and the key of Btree and Hash is a complex type. To select an 
access method, you should first consider the actual data type of 
the key, and then you should consider the performance 
influence of this access method. To improve the speed in this 
case, we choose the Queue method.  
 
In BerkeleyDB, we can query database only by the key value; 
that is to say there is only the key index in BerkeleyDB. In this 
model, we use the data of the NetFlow type as the data of the 
primary database and use all fields of the NetFlow type to build 
secondary databases. The following is a part of the key code 
involved in operating the database: 

/* Env structure handle */ 
DB_ENV  *myEnv; 
/* DB structure handle */ 
DB **primary_db; 
/* Set env open flags support shared memory support 

transaction support logging support locking*/ 
u_int32_t env_flags = DB_CREATE | DB_INIT_MPOOL | 

DB_INIT_TXN | DB_INIT_LOG 
|DB_INIT_LOCK; 

/* Create an environment handle */ 
db_env_create(&myEnv,0); 
/* Set the environment cache size. The cache can first save 

some data in memory then save them in hard disk when 
apparently transferring flush or close function. It can 
improve the performance of operating database */ 

myEnv->set_cachesize(myEnv,0,128*1024*1024,0); 
/*According to environment flags open the environment in 

the special directory and multi-database can share an 
environment */ 

myEnv->open(myEnv,conf->flowd_data_path,env_flags,0); 
/* Create a primary handle in the environment */ 
ret = db_create(primary_db, myEnv, 0); 

  /* ? Set the underlying database page size. If setting the page 
size is illogical, it maybe influence the performance of 

operating database, so generally set the page size by the size of 
OS page layout     */  

int pagesize =4096; 
(*primary_db)->set_pagesize(*primary_db, pagesize); 
/* Set the database cache size */ 
(*primary_db)->set_cachesize(*primary_db, 0, 5000 * 

pagesize, 0); 
/* Set the length of the data stored in the database when 

using Queue access method ,and set the length by the 
bytes of xflow record body */ 

(*primary_db)->set_re_len((*primary_db),sizeof(xflow)); 
/* Rename the primary database */ 
asprintf(&primary_db_name, "%s%s", db_name, ".db"); 
/* Open database */ 
(*primary_db)->open((*primary_db), NULL, 

primary_db_name, NULL, DB_QUEUE, DB_CREATE, 0); 
 

Actually each database is a table in Berkeley DB, the so-called 
secondary database is very similar to the index of relational 
database, so it can improve the efficiency of information 
retrieval based on specific key value. According to our business 
needs, we have established five secondary databases, which 
respectively are five fields of the NetFlow flow structure 
including ipv4_srcaddr （ the source IP address ） , 
ipv4_dstaddr(the destination IP address) , srcport (TCP/UDP 
source port or equivalence), dstport (TCP/UDP port or 
equivalence ) and endtime (SysUptime when the last packet of 
the flow is received ).Therefore when we use these fields to 
take the corresponding network flow information from 
Berkeley DB, the efficiency becomes better. 

 
4.2.2  The Ranking Algorithm of Network Traffic 
For Network Performance Management System, it is the basic 
function to be ranked by traffic for IP address(TopN).As IPV4 
addresses are 32-bit, if we use the fixed array, it needs the 
space of 16G memory. But it is clearly unrealistic. And it is not 
true that each IP address has traffic for a router in a certain 
period of time, so it is not necessary to assign array in the fixed 
IP address. In this system, we use the JudyArray invented by 
Doug Bakins to achieve the traffic increments in IP address, 
and then use the Hash Red-Black Tree to achieve the dynamic 
traffic rankings in IP address. In most cases, the accessing 
speed of the JudyArray is comparable to the visit speed of the 
Hash Algorithm, and it is much faster than algorithm based the 
tree structure. In contrast, the memory consumption is much 
smaller than Hash and tree structure in large-scale data 
processing. [4] 

 
To improve the speed of data access and reduce memory 
consumption, we use the JudyArray array as cache and process 
one-minute data convergence in the JudyArray, then process 
the TOPN ranking when the converged data enter the 
corresponding Hash Red-Black Tree. The entire data flow is 
shown in Fig.4-3. [5] 

 

R e a d  D a t a  f r o m  B e r k e l e y D B

O n e - m i n u t e  D a t a

E n t e r  t h e  J u d y A r r a y  c a c h e

H a s h  R e d - B l a c k  T r e e  R a n k i n g  
Fig.4-3. Algorithm of data processing 
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5. CONCLUSIONS 
 
This system runs under the Linux operating system; the server 
configuration is CPU 2GHz and the memory is 2G. In the test, 
we send the NetFlow packets by a constant speed of 10,000 
flow per second to the server and implement the traffic ranking 
in the region, the destination IP, the source IP, the protocol and 
the session, and show the real-time dynamic ranking through 
the Web method. We expect to achieve a goal that our system 
can complete the above work in 30 seconds and the memory 
consumption rate is always controlled below 10% .The system 
has realized the NetFlow network flow data reception and the 
real-time dynamic sorting by network traffic, but has not yet 
achieved abnormal behavior analysis, which is our target of 
next stage.[6] 
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ABSTRACT  
 

The self-similar nature of high-speed network traffic has been 
widely recognized as a critical issue in understanding and 
evaluating network performance. In this paper we develop a 
new analytic queuing model, called the N-Burst/D/1 model, to 
reflect self-similar characteristics of real network traffic and 
its impact on network queuing systems. The self-similar input 
traffic is generated as N-Burst arrival process, and an analytic 
queuing analysis is presented to address network behavior in 
the context of high speed communication systems. We 
compare our results with traditional M/D/1 queuing model 
with Poisson arrival process. Our results indicate that the 
proposed model is more accurate to model real traffic in 
high-speed networks than traditional Poisson distribution 
models, and our theoretical calculation and extensive 
simulation also show that under certain network conditions 
queuing performance can be predicted to estimate realistic 
network performance. 
 
Keywords: Queuing Theory, Self-Similarity, N-Burst, M/D/1 
Queue 
 
 
1. INTRODUCTION 
 
It has been widely accepted that standard Poisson or 
Markovian processes do not adequately model network 
traffic[1].Recent studies in many literatures during the past 
decade show that network traffic, especially wide area 
network traffic, exhibits a so-called self-similar property. Such 
property has severe consequences on network behavior and 
has become a critical issue in evaluating network queuing 
performance such as packet delay, packet dropping and queue 
size estimation. 
  
Queuing systems in high-speed networks are often modeled as 
G/D/1 queue, particularly M/D/1 queue with one service 
equipment and fixed service time distribution, which uses 
Poisson or Markovian processes to generate traffic. However, 
queuing analysis based on this model is not accurate to reflect 
real network performance, since it does not take into account 
the self-similar nature of network traffic.  
 
A variety of stochastic processes have been proposed to model 
this behavior, such as FRP[2]，F-ARIMA[3]，FGN[4], etc. 
Compared with many other stochastic processes, the N-Burst 
arrival process proposed in [6] is more adaptable, accurate and 
implemental to model realistic network traffic [5-7]. 
 
Therefore, this paper choose the N-Burst arrival process to 
generate self-similar traffic and proposes the N-Burst/D/1 
queue to model queuing systems in high speed networks. We 
present our queuing analysis of the N-Burst/D/1 queue and 
compare our results with the M/D/1 queue under similar 
network environments. We formulate our results and analyze 
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network performance under dynamic network environments. 
This paper is organized as follows. Section 2 describes the 
N-Burst arrival process. Section 3 introduces the N-Burst/D/1 
queuing system and studies the queuing behavior. Section 4 
presents extensive simulation in OPNET. We give our 
conclusion in Section 5. 
 
 
2. THE N-BURST ARRIVAL PROCESS  
 
Lipsky et al proposed the N-Burst arrival process in [6], which 
model network traffic as a supervision of N independent, 
identical ON/OFF sources. Each source sends packets based 
on Poisson process during ON period, and remains silent 
during OFF period. Durations of these two periods follow a 
Pareto distribution and an exponential distribution, 
respectively. The N-Burst process can be categorized as 
1-Burst process and N-Burst process according to the number 
of sources. 
 
1-Burst process contains only one ON/OFF source. The 
duration of ON period follows a Pareto distribution. For a 
stochastic variable s with Pareto distribution, its probability 
density function (PDF) can be described as: 

 1

1 ( ) , 0, 0f s s aα ααβ β− −= > >   (1) 
Its probability function is: 

 1 ( ) 1 ,F s s
s

αβ
β= − >⎛ ⎞

⎜ ⎟
⎝ ⎠

 (2) 

α  is the shape parameter and β  is the location parameter. 
For a stochastic variable φ  with exponential distribution, its 
PDF can be described as: 

 2 ( ) , 0f e λφφ λ φ−= ≥  (3) 
Its probability function is: 

 2 ( ) 1 , 0F e λφφ λ−= − >  (4) 

During ON period the source generates packets at a rateδ. 
For N-Burst process, suppose that each source generate 
packets at an average rate к, since each source is identical, 
the traffic sources generate packets at an average rate 

κNC = .If throughout time interval [0,t], there are i sources 
are simultaneously in their ON period, the sending rate can 
also be described as : 
 ( )iC i N iδ κ= ⋅ + − ⋅  (5) 
 
 
3. THE N-BURST/D/1 QUEUE 
 
In this part we propose the N-Burst/D/1 queuing model as 
illustrated in Fig.1. We consider an infinite buffer with FCFS 
(First Come First Serve) service discipline. Apparently, if the 
system has a fixed service rate 0C , for any incoming packet 
with a fixed length of M, the service time TS can be 
represented as 0/sT M C= . 
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Fig.1. N-Burst/D/1 queuing system 

 
 

According to Little’s Formula [8], the average queue length 
_ _ _

L can be denoted as: 

 
__ ___

L Wλ=  (6) 
λ  is the incoming rate, which is the source rate C of the 

N-Burst processes. 
_ _ _

W is the average waiting time. 
 
To understand the performance of the queuing system, it is left 
to calculate the average waiting time. The rest of our 
discussion focuses on this issue. 
 
3.1 Average Waiting Time in N-Burst/D/1 Queue 
Assume the indicator random variable ( )I t  is 1 if and only if 
the number of the sources that are simultaneously in their ON 
period does not change during the whole (0,t) period, 
otherwise ( ) 0I t = . ( )IP t denotes the probability 

( ) Pr( ( ) 1)IP t I t= = . The indicator random variable ( , )I i t  
is 1 if and only if exactly I sources are simultaneously in their 
ON period during (0,t) period. Otherwise I(i,t)=0. We 

denote ( ) Pr( ( , ) 1)iP t I i t= = . Note
0

( ) ( )
N

I i
i

P t P t
=

= ∑ . 

According to [7], if the queuing system is under low traffic 
load, the waiting time W(t) can be calculated as: 

 

0

( ) ( ) ( | ( ) 1) (1 ( ))

( | ( ) 0) ( ) ( | ( ) 1)

( ) ( | ( , ) 1)

I I

I

N

i
i

W t P t W t I t P t

W t I t P t W t I t

P t W t I i t
=

= ⋅ = + − ⋅

= ≅ ⋅ =

= ⋅ =∑

 (7) 

And the average waiting time E(W(t)) satisfies: 

 
0

( ( )) ( ( )) ( ( | ( , ) 1))
N

i
i

E W t E P t E W t I i t
=

≅ ⋅ =∑  (8) 

Furthermore, to calculate the waiting time of our model it is 
left to calculate the waiting time of corresponding M/D/1 
queue with the same input traffic rate. According to [8], the 
average waiting time of M/D/1 queue is: 

 1( ( )) (1 ), 0 1
1 2

sT
E W t

ρ
ρ

ρ
= ⋅ − < <

−
 (9) 

ST  is the service rate and ρ  is the system utilization ratio, 

0/C Cρ = . 
From Eq.(8) and Eq.(9) we can conclude that the average 
waiting time of N-Burst/D/1 queue under low traffic load is: 

 ( ( )) ( ( )) (1 ), 0 1
1 2

s
I

T
E W t E P t

ρ
ρ

ρ
≅ ⋅ ⋅ − < <

−
 (10) 

Note that the average waiting time of N-Burst/D/1 queue is 
smaller than that of M/D/1 queue, since ( ( )) 1IE P t < . 
 
However, as system utilization ratio ρ  increases and 
approaches 1, the N-Burst sources reaches a blow-up region, 

that is , according to [5], there will be very long bursts for 
some of the sources because of the heavy-tailed characteristics 
of N-Burst processes. The queue length q(t) follows a linear 
increase, 0( ) ( )iq t C C t−∼ . 
For any packet that enters the queue at time spot t, its waiting 
time w(t) can be denoted as: 
 0( ) ( ( ) 1) /w t q t C= +  (11) 
That is to say, the average waiting time of the queue will be 
increasing almost linearly. We find that the queue length and 
average waiting time of the queue increase very drastically 
when ρ approaches 1 and this indicates that the performance 
of the queuing system deteriorates rather sharply. 
 
3.2 Average Waiting Time in 1-Burst/D/1 Queue 
In this subsection we discuss in more detail the average 
waiting time in 1-Burst/D/1 queue under low traffic load. For 
1-Burst source, ( )IP t  can be interpreted as the probability 
that either the duration of the ON period or the duration of the 
OFF period exceed t: 

 

1

0

1 2
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1 Pr( ) 1 Pr( )
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i ON OFF
i

ON OFF

t

P t S t S t

S t S t

F t F t

e
t

α

λβ

=

−

= ≥ + ≥
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= − −
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⎜ ⎟
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Calculate the average value and we get: 
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From Eq.(8) and Eq.(13) we can conclude that the average 
waiting time of 1-Burst/D/1 queue is much similar to that of 
the corresponding M/D/1 queue under low traffic load. This 
indicate when network is not heavily loaded, traffic 
self-similar property has limited impact on network 
performance in terms of queuing delay, when can be predicted 
in traditional M/D/1 queuing models.  
 
 
4. SIMULATION ANALYSIS 
 
We build our simulation scenario in OPNET Modeler 8.0c. 
The node model in OPNET is illustrated in Fig.2. The process 
model N_burst_src generates self-similar traffic. The queue 
model FCFS_Queue is a queue model with FCFS service 
discipline and infinite buffer size. The service rate 0C  is a 
fixed value of 100,000 bytes/s. Packets in this scenario have a 
fixed size of 100 bytes. The N-Burst process has a shape 
parameter α of 1.4 and a location parameter β  of 5.0. 
Parameter λ  of OFF periods is fixed at 5.0. 
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Fig.2. the simulated node model 

 
4.1 Experiment 1 Average Waiting Time in N-Burst/D/1 

Queue 
In this experiment the number N of the sources is 10. 
Gradually increasing the sending rateκ of each source and run 
the simulation for 10 minutes, and the results compared with 
that of the M/D/1 queue are presented in Fig.3. It can be seen 
that under low traffic load both queue systems have low 
queuing delays. Queuing delays in M/D/1 queue are a little 
higher. While system utilization ratio ρ  increases and 
approaches 1, queuing delays in N-Burst/D/1 systems are 
increasing at a much greater speed compared with that of the 
M/D/1 system. This indicates more sources enter the blow-up 
region and the queuing performance deteriorates sharply. 
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Fig.3. Average Queuing Delay versus System Utilization Ratio 

(N-Burst) 
 
4.2 Experiment 2 Average Waiting Time in 1-Burst/D/1 

Queue 
Note that 1-Burst process has only one ON/OFF source, in this 
experiment the service rate is set to be 0C =10,that is 10000 
bytes/s. Follow a similar procedure in experiment 1 and the 
simulation results are presented in Fig.4.  
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Fig.4. Average Queuing Delay versus System Utilization 

Ratio (1-Burst) 
 

It can be seen from the graph that the average waiting time of 
1-Burst/D/1 queue has a closer value to that of M/D/1 queue, 
compared with experiment 1. It can also been observed that 
the average waiting time of 1-Burst/D/1 queue increases more 
rapidly compared with that of N-Burst/D/1 queue, when 
system utilization ratio approaches 1. 
 

5. CONCLUSIONS 
 
This paper presents a new analytic queuing model with 
self-similar input traffic, namely the N-Burst/D/1 model. In- 
depth theoretical calculation and simulation results are 
presented. Our results show that under low traffic load the 
N-Burst/D/1 queuing system, especially the simple 
1-Burst/D/1 queue, has close and smaller average queuing 
delays compared with that of the traditional M/D/1 queue with 
Poisson arrival process. When system utilization ratio 
approaches 1, we find that the queuing delays in N-Burst/D/1 
far exceed that of the M/D/1 queue. Our results indicate the 
N-Burst/D/1 model is more accurate to reflect the 
self-similarity nature and queuing behavior of realistic traffic 
than traditional M/D/1 queue, and can be helpful to estimate 
network performance under dynamic network environments.  
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ABSTRACT  
 

Multicast routing is the process for establishing a tree which is 
rooted from the source node and contains all the multicast 
destinations. A multicast routing tree with multiple QoS 
constraints is the one in which the delay, delay jitter, packet 
loss and bandwidth should satisfy the pre-specified bounds. 
With the rapidly extensive applications of Ad Hoc networks, 
QoS multicast routing with multiple QoS constraints in Ad Hoc 
networks has become a very important research issue in the 
areas of networks and distributed systems. This paper discusses 
the multicast routing problem with multiple QoS constraints 
which may deal with the delay, delay jitter, bandwidth and cost 
metrics and describes a network model for researching the Ad 
Hoc networks QoS multicast routing problem. Then a multicast 
routing algorithm with multiple QoS constraints for Ad Hoc 
networks (MQRA) and the process of routing based on MQRA 
are presented. Moreover, the correctness of MQRA is proved 
and the complexity of the MQRA is analyzed. Simulation 
results show that the MQRA is an effective approach to 
multicast routing with multiple QoS constraints in Ad Hoc 
networks. 
 
Keywords: Ad Hoc Networks, Multicast Routing, Qos Routing, 
Routing Protocol 
 
 
1. INTRODUCTION 
 
The mobile Ad Hoc networks (MANETs) refers to a temporal 
multi-hop autonomy system that is constituted by a group of 
mobile nodes with wireless send-receive equipment [1-13]. As 
an acentric, self-organized, fast-deployable, movable and multi- 
hop system, It can be wildly applied to many fields such as 
national defense, emergency and disaster, scientific 
investigation and exploration and so on. Therefore it has great 
prospects [1,4]. Every node in the Ad Hoc networks functions 
as both terminal and router. The limited bandwidth, 
unidirectional links which may appear at any time and the 
dynamic network topology caused by the nodes movement 
make it difficult to establish and maintain routing. So 
traditional fixed network routing technology cannot be adapted 
to the mobile Ad Hoc networks[1,4-12]. 
With the expansion of the fields in which mobile Ad Hoc 
network is used, the routing technology based on mobile Ad 
Hoc network has drawn many researchers’ attention. And how 
to provide QoS in the Ad Hoc network and do researches based 
on QoS routing protocol of Ad Hoc networks has become an 
important topic in the field of network[1-4]. In recent years, 
many researchers have proposed some influential Ad Hoc 
network QoS routing protocols[5-12].Ref [5] presents MAODV 
which is applicable to Ad Hoc network. Although this protocol 
adopts following up the scent to deal with the change of 
multicast tree, it costs a lot and bases on “best effort service” 
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principle. Ozaki and others [6] put forwards a bandwidth 
efficiency multicast routing protocol applicable to Ad Hoc 
network. But it cannot deal with the problem of multicast 
routing with multiple QoS constraints. Ref [7] brings forward a 
protocol based on constrains on bandwidth and energy to deal 
with the bandwidth wasting problem in Ad Hoc network. But 
this protocol doesn’t support multicast. Lin [8] has designed the 
on-demand QoS routing protocol only adapting to unicast 
routing; Lee [9] and others have presented mobile Ad Hoc 
networks on-demand multicast routing protocol (ODMRP) 
based on grid, which has applied the conception of forwarding 
group and has successfully avoided the weakness of 
non-best-path and frequent reconstruction of a sharing-tree.The 
shortage is that the maintenance of current transmit group may 
cause redundant cost. On the basis of TBP[11] arithmetic, 
reference [10] makes definition of long-life links to avoid the 
dynamic change of network topology caused by the nodes 
movement and put forward a QoS routing protocol satisfying 
both the delay and the bandwidth (LBRM). But it doesn’t offer 
any method or approach to support multicast. The contribution 
in Ref. [12] is QoS multicast routing protocol (QMRP) with 
constraints of bandwidth, delay, moving speed of node and the 
surplus electrical energy of node, however, it still exists 
imprecise in the definition of feasible path, besides only 
virtually considering the addable delay constraint. 

Aiming at the characteristics of Ad Hoc network, this 
paper puts forward QoS multicast routing protocol (MQRA) 
with constraints of bandwidth, delay and delay jitter. This 
protocol defines feasible links among neighbor nodes through 
support of neighbor protocol [13].In routing, firstly an initial 
multicast tree is formed by unidirectional links from multicast 
source node to certain multicast destination node which 
satisfying multiple QoS constraints. Then other multicast 
destination nodes apply to join the multicast tree. Therefore a 
multicast tree satisfying multiple QoS constrains is swiftly and 
efficiently established. 

The reminder of the paper is organized as follows. Section 
2 discuss network model based on Ad Hoc networks and 
description the problem of QoS multicast routing with multiple 
QoS constraints. In Section 3, we present description and 
realization of MQRA. In Section 4, we analysis and prove the 
correlative characters of MQRA, present the time-complexity 
and the message-complexity of MQRA. Section 5 is Simulation 
and experiment. Finally, Section 8 concludes the paper. 
 
 
2. DESCRIPTION of NETWORK MODEL and 

ROUTING PROBLRM 
 
2.1 Network Model  
A mobile Ad Hoc network can be manifested by a weighed 
digraph ),( EVG = , where V is the set of nodes in the network 
and E is the set of duplex links corresponding with nodes. Here 
|V| is the number of nodes and |E| is the number of links. If +R  

represents a set of positive data and +R represents a set of 
non-negative data, for any link Ee ∈ , we can define the 
characteristic value of QoS : delay function +→ REedelay :)( ,



A Multicast Routing Algorithm of Multiple QoS for Mobile Ad Hoc Networks 

 

302 

cost function +→ REet :)(cos , bandwidth function 

+→ REebandwidth :)( , and delay jitter function 
+→ REejitterdelay :)(_ . Meanwhile, for any node Vn ∈ , 

we can also define the characteristic value of QoS: delay 
function +→ RVndelay :)( , cost function +→ RVnt :)(cos , 

and delay jitter function +→ RVnjitterdelay :)(_ . And in 
this paper we have formed following hypothesis: Because ①
of the equality between nodes and links, we only consider QoS 
constrains of links in the following discussion. ②Every 
mobile node has an unique id and is supported by GPS in Ad 
Hoc networks. ③Each node has the same valid transmission 
range. If there are two nodes that are in the scope of each 
other’s transmission range, we shall call them neighbor nodes, 
and there is a link between the two. By periodic ④
broadcasting BEACON package neighbor nodes can identify 
itself and its neighbor node, and acquire the link circumstance 
between neighbor nodes [13]. 
 
2.2 The problem of QoS multicast routing with multiple 

QoS constraints 
In Ad Hoc network G =(V, E), If Vs ∈ is multicast source 
node, }}{{ sVM −⊆ is multicast destination node sets, then 
there exists following relation in the multicast tree “ ),( MsT ” 
composed of “s” and “ M”: 

⑴ ∑
∈

=
),(

)()),((
tsPe

T
T

edelaytsPdelay . 

⑵ ∑
∈

=
),(

)(cos),((cos
MsTe

etMsTt . 

⑶ )},(),(min{)),(( tsPeebandwidthtsPbandwidth TT ∈= . 

⑷ ∑
∈

=
),(

)(_)),((_
tsPe

T
T

ejitterdelaytsPjitterdelay . 

),( TsPT is the routing path between source node “s” and 
destination node “t” of multicast tree ),( MsT . So QoS 
multicast routing problem can be described like this: in the 
network ),( EVG = , Vs ∈ is multicast source node, 

}}{{ sVM −⊆ is multicast destination node sets, delay 
function +∈∗ Rdelay )( , delay jitter function 

+∈∗ Rjitterdelay )(_ ,cost function +∈∗ Rt )(cos , and 
bandwidth function +∈∗ Rbandwidth )( , seeking a multicast 
tree ),( MsT  which suffice following conditions: 

⑴delay constraint: max)),(( DtsPdelay T ≤  
⑵bandwidth constraint: min)),(( BtsPbandwidth T ≥  
⑶delay jitter constraint: max)),((_ JtsPjitterdelay T ≤  

cost constraint: in the multicast tree sufficing above three ⑷
conditions, )),((cos MsTt is minimum. 

),( TsPT is the routing path between source node “s” and 
destination node “t” of ),( MsT . Bmin is the bandwidth 
constraint, Dmax、Jmax and Lmax are respectively delay constraint, 
delay jitter constraint and packet loss constraint. 
 
 
3. DESCRIPTION and REALIZATION of MQRA 
 
Definition 1: Supposing node j and node i are neighbor nodes, 
link Ejie ∈),( , d(s,i) and dj(s,i) respectively represent the 
sum of delay and delay jitter from multicast source node s to 
node i , if link e satisfies: 

minmaxmax )())(_),(())(),(( BebandwidthJejitterdelayisdjDedelayisd ≥∧≤+∧≤+  

then link e is the feasible link satisfying Qos constrains. 
Definition 2:The set of tree nodesΩ is the aggregate of all 
nodes in the multicast tree ),( MsT ,and its initial value is 
{s}. 
Definition 3: All the nodes inΩ  memorize list LT(node, 
upnode,dlt(node),djlt(node) clt(node)), which mainly records 
information about some Qos constrains from certain 
node(node) to source node s, such as the value of 
delay(dlt(node)), the value of delay jitter (djlt(node)) and cost 
(clt(node)). Meanwhile, the parent-node(upnode) of that node 
is also recorded in LT. 
In MQRA the establishment of multicast tree undergoes two 
phases: A initial multicast trees composed of unidirectional 
links is established firstly, then the source node s begins to 
routing request ,ti( Mti ∈∀ ) is destination node of the routing, 
set up unicast link which satisfies Qos constrains. In the 
second phase, the other nodes in the set of multicast 
destination nodes M except ti will apply to join the multicast 
tree. Finally the multicast tree ),( MsT satisfying the 
requirements is formed. 
 
3.1 Establishment of Initialization Multicast Tree 
Before the multicast routing is established, a routing request 
message Requ with exclusive mark will be formed from 
source node s to certain multicast node )( Mtt ii ∈ . Requ 
contains information about source nodes、destination nodes、
Qos contains and links from source node to destination node. 
At the beginning of establishing routing, the source node s 
broadcasts Requ message to the neighbor nodes with feasible 
links. 

When node j receive the Requ message from node i , 
node j will process like following: 
Step 1: Supposing node j is not destination node ti  and has 

received Requ message, then it abandons the message 
and stops processing. Else it turns to Step 2. 

Step 2: Node i becomes parent-node of node j, node j will 
mark that it has received Requ message and node j 
updates its link information list LT. 

the mark of node j →node; 
the mark of node i →upnode; 
dlt(i)+delay(i,j) →dlt(j); 
djlt(i)+delay_jitter(i,j) →djlt(j); 
clt(i)+cost(i,j) →clt(j);     
then node j joinsΩ, e(i,j) joins the link information of Requ 
message, and turn to Step 3. 
Step 3: Supposing node j is not destination node ti, then node j 

broadcasts Requ message to the neighbor nodes with 
feasible links,without mark of receiving Requ 
message ,and then stops processing. Else it turns to 
Step 4. 

If node j can’t find the neighbor node which satisfied all 
condition to transmit the message, it abandons the message, 
delete node j in Ω , repeal e(i,j)in the link information of 
Requ message and node j’s mark of receiving Requ message. 
Then node j will mark relatively node i and node i chooses the 
feasible link to broadcast Requ message. 
Step 4: If node j is the destination node ti, the one in the 
request messages whose clt(j) value is minimum among the 
request message received within the prescribed time will 
become the result of request. Then ACK message is 
transmitted to the source node according to the link 
information recorded in Requ message and resource is 
reserved beforehand. While links information recorded in 
other messages will be saved as spare routing information. 
When the ACK message reaches the source node, unicast link 
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satisfying Qos constrains is established from the source node s 
to destination node )( Mtt ii ∈ and the initialization multicast 
tree is formed. 
 
3.2 Dynamic Join of Destination Node 
If multicast destination node }}){{( ijj tMtt −∈ applies to 

join ),( MsT , firstly we should judge whether Ω∈jt is true. 
When it is true, it means that node tj is the member nodes of 
multicast tree. So the application task is finished; else, do as 
follows: 
Node tj produces request join message (Rjoin) with unique 
mark, whose data structure is (s,tj,Dmax,Jmax,Bmin, Cd,path). 
“s” presents the source node, “tj” is the destination node 
which applies to join the multicast tree, “Dmax” “Jmax” and 
“Bmin ” respectively represent initial value of delay, delay jitter 
and the minimal bandwidth value which satisfy this multicast 
Qos constrains. Cd=0 represents initial cost of link, path={ tj } 
represents initial link. Node tj broadcasts Rjoin message to 
neighbor nodes with feasible links satisfying Qos constrains. 
When node p receives the Rjoin message from node q , it will 
do as follows: 
Step 1: If node p has received Rjoin message, it abandons the 

message and stops processing. Else it turns to Step 2. 
Step 2: Node p sets a mark of receiving Rjoin message and 

deal with the message as follows: the e(q,p) joins the 
path, and 

),(cos pqtCdCd += , ),(maxmax pqdelayDD −= , 

),(_maxmax pqjitterdelayJJ −= ,then it turns to Step 
3. 

Step 3: Judge whether Ω∈p  is true. If it is not true, it 
means node p doesn’t belong to the multicast tree, then 
turn to Step 4. Otherwise, judge whether 

maxmax )()( JpdjltDpdlt ≤∧≤  is tenable. If it is not 
tenable, cancel node p’s mark of receiving Rjoin 
message, delete the e(q,p) in path and abandon the 
message and stop processing. Otherwise, node p sends 
request reversion message 
Rack(s,tj,path,Cd=Cd+clt(p)) to destination node tj 
and the processing ends. 

Step 4: Node p broadcasts Rjoin message the node without the 
mark of receiving Rjoin message and with feasible 
links among its neighbor nodes, then the processing 
ends. 

 
After sending the Rjoin message, the multicast destination 
node tj will choose the one whose clt(j) value is minimum 
among the Rack message received within the prescribed time 
as the result of request. Then according to ACK message sent 
by path in Rack to the source node s the resource is reserved 
beforehand. When the ACK message from node tj reaches the 
source node s, so node tj successfully join the multicast 
tree ),( MsT . 

The following specific example will illustrate the 
process of establishing a multicast tree. Supposing that Fig. 1 
is the figure of Ad Hoc network topology temporarily 
established. The characteristics of links among the neighbor 
nodes are described by (D,J,B,C ) which respectively 
represents delay, delay jitter, bandwidth and cost. Suppose 
certain multicast source node s is node 0, the set of multicast 
destination nodes is M={4,9,14,19,22},and its QoS 
constraint values are: Dmax=20, Jmax=30, Bmin=40. 
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Fig.1. The network topology and initialization multicast 

tree 
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Fig.2. Multicast tree ),( MsT  

 
First of all, the source node 0 broadcasts Requ message to 
nodes 1,5,6 establish initialization multicast tree whose 
destination node is node 22. When a certain node (e.g. node 7) 
receives the Requ message from node 6, it updates its link 
information list into LT(7,6,11,18,35), and let e(6,7) join the 
link information of Requ. Meanwhile,links e(7,2),e(7,8),e(7,12) 
are the feasible links satisfying current Qos constrains, so 
node 7 broadcasts Requ message to 2,8,12. Similarly after 
receiving Requ message node 8 finds that link e(8,13) is a 
feasible link, and then node 13 can receive Requ message sent 
by node 8 and deal with it. If node 13 receives Requ message 
from node 12, because of the existed receiving mark it 
abandons message without any processing. But after node 13 
deals with the message sent by node 8, its link information list 
is LT(13,8,20,30,53), it doesn’t have any neighbor nodes with 
feasible links. So it abandons the message, cancels the 
receiving mark and refuses to receive any Requ message from 
node 8.Therefore node 8 has to choose new feasible links to 
broadcast this message. In the same way node 18 cannot find 
feasible links after receiving Requ message from node 17, so it 
lets node 17 broadcasts Requ message again. And node 17 
cannot succeed, so let node 12 broadcast messages again. Thus 
when node 13 receives Requ message sent by node 12 again, 
because of no receiving mark it can deal with the message and 
finally finds the feasible links like e(13,18). So a unicast link 
(0,6,7,12,13,18,22)(showed by the bold lines of Fig.1) 
satisfying Qos constrains is formed and an initialization 
multicast tree with Ω={0,6,7,12,13,18,22} is established. 

In the second phase multicast destination nodes 
4,9,14,19 respectively apply to join the multicast tree. If 
node 4 applies, it broadcasts Rjoin(0,4,20,30,40,0,{4}) to 
nodes 3,8,9. Receiving this Rjoin message node 8 which does 
not belong to Ω  alters the message into 
Rjoin(0,4,17,25,40,10,{4,8}) and broadcasts this to nodes 
3, 7, 9, 13. But nodes 3 and 9 have received the Rjoin message 
from node 4, so they abandon the message without any 
processing. Nodes 7 and 13 which belong toΩ deal with the 
Rjoin message sent by node 8. The result of node 13 is 
Dmax,=12,Jmax,=18, which does not satisfy 

max)17)13(( Ddlt ≤= and max)26)13(( Jdjlt ≤= . So node 13 
abandons the message and cancels the mark of receiving 
message. However, the result of node 7 is Dmax,=13,Jmax,=20 
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which satisfies maxmax )18)7(()11)7(( JdjltDdlt ≤=∧≤= . 

So node 7 sends message Rack(0,4,{4,8,7},55) to node 4. 
When the Rack message is received by node 4, ACK message 
is sent to the source node 0 through link {4,8,7,6,0}. When 
the source node 0 receives ACK message, node 4 successfully 
join the multicast tree. In the same way nodes 9,14 and 19 can 
also join the multicast tree. Finally a multicast tree 

),( MsT satisfying Qos constrains is established. ( showed by 
the bold lined in Fig.2 ) 

In MQRA the multicast tree is established from the 
initialization multicast tree, so the nodes which doesn’t belong 
to initialization multicast tree can dynamically join or quit the 
multicast tree without affecting the multicast tree. Meanwhile, 
each node of network only has to maintain the status message 
of its neighbor nodes regardless of the overall status message. 
Since the multicast tree ),( MsT  is established on the basis of 
feasible links, it can satisfy multiple Qos constrains. 
 
 
4. ANALYSIS OF THE PERFORMANCE 
 
The characters of MQRA protocol are proved in the following 
paragraphs. 
Character 1 In the process of routing based-on MRQW, there 
are no loops in the paths that constitute the initialization 
multicast tree. 
Prove: For Md ∈∀ , source node s sends Requ message and 
node d is destination node. Supposing a path p(s,d)from 
source node s to destination node d is formed in the process of 
routing, and parent-node of node d is node k. If there is loop in 
p(s,d), then in the path p(s,k)there must be some node 
receiving and transmitting Requ message twice without cancel 
the mark of receiving message. This is inconsistent with the 
requirement of establishing the initialization multicast tree. 
Thus, p(s,d) is a path without loops. 
 
Character 2  All the paths created in the process of routing 
based on MQRA will form a multicast tree ),( MsT  
structure. 
Prove: From character 1 we know the initialization multicast 
tree is a special tree structure whose only leaf node is 
multicast destination node. And other multicast destination 
nodes that apply to join the tree have their parent-nodes 
existing in the setΩ. So any node in the setΩ can only have 
one parent-node and all the leaf nodes in ),( MsT  are 
multicast destination nodes. Therefore ),( MsT  is a multicast 
tree structure. 
 
Character 3  In a multicast tree ),( MsT , all paths from 
root-node (source node) to leaf-node (multicast destination 
node) satisfy multiple QoS constraints requirements. 
Prove: In the process of forming the initialization multicast 
tree, each node only broadcasts Requ message to neighbor 
nodes with feasible links and the requirement of feasible links 
is 

minmaxmax )())(_),(())(),(( BebandwidthJejitterdelayisdjDedelayisd ≥∧≤+∧≤+

. No doubt, the paths obtained by the routing with above 
requirements satisfy delay, delay jitter and bandwidth 
constrains. When other nodes apply to join, the requirement 
they should meet is maxmax )()( JpdjltDpdlt ≤∧≤ , p is the 
existing nodes in the setΩ, thus it satisfies multiple Qos 
constrains. 
 

Character 4  In the process of routing based-on MRQW, 
under the worst circumstance the time-complexity is O(k|V|) 
and the message-complexity is O(3|m|). Here |V| represents 
the number of Ad Hoc network nodes, k represents the number 
of their neighbor nodes, |m| represents the number of multicast 
destination nodes. 
Prove: The complexity of Qos multicast routing protocol can 
be analyzed on the basis of calculation complexity of multicast 
tree and the number of message needed. In the MQRA 
protocol if any node of network has k neighbor nodes, then 
this node broadcasts Requ message to k neighbor nodes at 
most. So for the nodes of network its the time-complexity is 
O(k) and under the worst circumstance the time-complexity is 
O(k|V|). In the MQRA protocol the multicast destination 
nodes which does not belong to the initial multicast tree need 
to transmit Rjoin message, Rack message and ACK message if 
they apply to join the multicast tree. So the 
message-complexity under the worst circumstance is 
O(3|m|). 
 
 
5. SIMULATION PROTOCOL 
 
5.1 Simulation Environment 
The simulation testing can be carried out in a scenario, whose 
node capacity is 100 and size is a 2200×1000m rectangle, 
where every node has a transmission range scope of 180m. If 
there are two nodes located at each other’s transmission range 
scope, then there will be a link between them. The value of 
bandwidth between links get from a random data in the scope 
of (0~6) Mbps, the delay value and the delay jitter value of 
each link are evenly distributed between 5ms and 20ms. The 
value of link cost is distributed between 5 and 30. Each node 
selects its moving direction and speeds at random with the 
maximal speed is 30m/s, and every experiment scenario lasts 
600s. All the simulation experiment results are the average 
value of many times of experiments. 
 
5.2 Results of Simulation Testing and Performance 

Analysis 
To evaluate the performance of MQRA algorithm, three 
algorithms are compared with MQRA; they are LBMR[10], 
QMRP[12] and Flooding[13]algorithm. The performance 
measures of interest are routing success ratio, multicast cost 
and multicast average delay. 

When a multicast group has 20 nodes and the bandwidth 
constraint is 4Mbps, Fig.3 shows the routing success ratio of 
the different algorithms under different delay bound. In Fig.4, 
the routing success ratio of the different algorithms under 
different bandwidth constraint is presented, the delay bound is 
150ms. 

From Fig.3 and Fig.4, Flooding algorithm has the 
highest routing success ratio among these four algorithms 
under the condition of the different delay bound, and the 
routing success ratio of the MQRA algorithm is very near to 
that of the Flooding algorithm and higher than that of the 
LBMR and QMPR. When given the same delay bound, the 
routing success ratio of the MQRA algorithm is obviously 
higher than the other three algorithms. Thus the MQRA 
algorithm can be applicable in dynamic changed networks and 
be satisfied with the higher bandwidth constraint when only 
considering the routing success ratio. The results are 
reasonable, for the defined available link makes the MQRA 
algorithm not maintain the global state, and at the same time, 
the records in link information table also improve the routing 
success ratio. 
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Fig.3. Success ratio under different delay bound 

 
Fig.4. Success ratio under different bandwidth bound 

 
Fig.5 presents the cost of multicast tree under different delay 
bound using these four algorithms. Fig.6 shows the average 
delay of multicast tree under the different size of network with 
the different algorithms. In Fig.5 and Fig.6, the size of 
multicast group is 20 nodes. From Fig.5 and Fig.6, the cost of 
multicast tree of the MQRA algorithm is the smallest among 
these four algorithms and with the size of networks increasing, 
the MQRA algorithm can also keep the smallest average delay 
among these four algorithms. 

 
Fig.5. Cost of multicast tree under different delay bound 

 
Fig.6. Average delay of multicast tree under different 

number of mobile nodes 
 
It shows by simulation results that the MQRA algorithm has a 
better performance whether in the routing success ratio or in 
the cost and the average delay of multicast tree. The multicast 
tree generated by the MQRA algorithm can be satisfied with 
the Ad Hoc networks environment and provides a better QoS 
guarantee at the same time. 
 
 
6. CONCLUSIONS 
 
Aiming at the characteristics of Ad Hoc network, this paper 
puts forward MQRA multicast routing protocol satisfying 
multiple QoS constrains. Based on the definition of feasible 
links this protocol constructs multicast tree in two phases. And 
in the process of routing each node only needs to get the 
information about neighbor nodes but regardless of overall 

information. So the RSR increases and the complexity of 
carrying out this algorithm decreases. The simulation testing 
indicates that in the dynamic networks MQRA protocol can 
guarantee well the QoS constrains and perform very well. 
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ABSTRACT  
 

Ad Hoc networks are collection of wireless mobile hosts 
forming a temporary and dynamic wireless networks with no 
fixed infrastructure or central administrator. In Ad Hoc 
networks, routes are mostly multihop and mobile hosts 
communicate via packet radios. Each host moves arbitrarily 
and thus routes are subject to frequent disconnections. By 
exploiting a mobile user’s non-random traveling pattern, 
however, we can predict the future state of network topology 
and thus perform proactive rerouting process during the period 
of topology changes. In this paper we present an enhancement 
to MAODV protocol with mobility prediction. The results of 
simulation show that the scheme has better network 
performance. 
 
Keywords: Ad Hoc Networks, MAODV, Mobility Prediction,  
Multicast, Simulator 
 
 
1. INTRODUCTION 
 
In typical application (such as disaster recovery, distributed 
collaborative computing and military communication) of Ad 
Hoc networks, nodes need to accomplish a task by group. 
Therefore, multicast routing protocol plays an important role 
in Ad Hoc networks. However, mobility presents a 
challenging issue for protocol design since the protocol must 
adapt to frequent changing network topologies and maintain 
the multicast tree efficiently. With the increasing speed, routes 
are subject to frequent disconnections. A reasonable multicast 
tree maintenance mechanism must be found to keep the 
connections. In this paper we present mobility prediction to 
enhance a typical multicast routing protocol-MAODV. Based 
on the prediction, routes are reconfigured before they 
disconnect. 
 
The remainder of this paper is organized as follows. Section 2 
presents the related work about mobility prediction. Section 3 
describes an advanced multicast routing protocol 
(MAODV/MP) using the predicted information. In section 4, 
we present the simulation environment and evaluate the 
effectiveness of MAODV/MP. Concluding remarks are made 
in section 5. 
 
 
2. RELATED WORK ABOUT MOBILITY PRE- 

DICTION 
 
Mobility prediction focuses on distance for a time. In [1], it 
assumes that two nodes A and B are within the radio 
propagation range. Let VA and VB be the speeds, and θ be the 
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moving directions of node A and B. Then the distance of the 
two nodes will be predicted base on the motion parameters. In 
[2, 3], T, the amount of time two mobile nodes will stay  
 
connected is predicted with the similar approach and is given 
by: 

2 2 2 2

2 2

( ) ( ) ( )ab cd a c r ad bc
T

a c
− + + + − −

=
+

           (1) 

where 
cos cos , , sin sin ,A A B B A B A A B Ba v v b x x c v vθ θ θ θ= − = − = −  

A Bd y y= −  
 
All of the parameters of two neighbors are got by GPS [4]. 
And r is the transmission range.  (xA, yA) is the coordinate of 
mobile node A and (xB, yB) is that of mobile node B. 
 
Currently several wireless propagation model have been 
proposed and we can predict mobility of node based on 
received signal strength [5]. In [6], the link expire time t 
between neighbor nodes is given by: 

2 4
2

b b act
a

− + −
=                               (2) 

where 
2

2 1 1 2 2 2, (( ) ),s sa t PP b P P P t Pβ β= = − −

2 2 2 1 2sc t P P t PP= −  

1 2 2 2 3 3 1 3 3 2 3 2
2 2

2 3 3 2 2 3( )
PP t P P t PP t P P t

t t t t P P
β

+ − −
=

−
 

P1, P2 and P3 are three received packets’ signal power strength 
at time t1, t2 and t3 respectively. PS is the threshold of 
receiving signal power. It is a precise method to predict expire 
time. 
 
 
3. MAODV WITH MOBILITY PREDICTION 

PROTOCOL (MAODV/MP) 
 
In this section, we propose MAODV/MP which utilizes the 
mobility prediction mechanism to maintain multicast tree prior 
to route disconnection based on MAODV protocol. In our 
approach, we assume a free space propagation mode, where 
the received signal strength solely depends on its distance to 
the transmitter. While nodes receive multicast packets, they 
record the time and the received signal strength. Then the link 
expire time between the two nodes will be calculated by Eq. 
(2). If the value less than that contained in data packets 
received, the link will be marked soon to be broken. The 
downstream node of the neighbors triggers rerouting process. 
The maintenance of multicast tree includes state updating and 
multicast tree branch rebuilding. 
 
3.1 State Updating 
It is triggered when a node predicted the link will be broken 
based on the packets received from its neighbor. The state 
soon to be broken will be inserted into routing table entry of 
the upstream node only if one of neighbor nodes discovery the 
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latent disconnection. Thus, in spite of the direction of flow 
 
between neighbor nodes, the upstream node always suppose 
the link will be broken and the rerouting process will be 
initiated. In original MAODV [7], however, maintenance of 
multicast tree is called by downstream node after the link was 
broken. Data packets will dropped because of route 
disconnection before a new route is found. In MAODV/MP, 
on the contrary, data packets transmission will go on if link is 
not really broken. 
 
3.2 Multicast Tree Branch Rebuilding 
It is triggered by downstream node when it predicts the link 
will be broken. It begins to send routing request message. If 
the node do not receive reply message within a definite time, it 
will not increase the expire time of RREQ to broadcast RREQ 
message again until the time exceed the predefined one. 
 
Downstream node sends RREQ-J extension packet. The 
packet includes information about hops between downstream 
node and group leader and differs with that in process of 
multicast tree building. In this way, downstream of a node will 
not reply the RREQ-J packet based on the information. The 
group membership which receive RREQ-J extension packet 

need examine the hops to group leader. When the hops are less 
than those in RREQ-J extension packet, the group membership 
can reply the packet. Otherwise, relay nodes will broadcast 
RREQ-J extension packet. The node which receives RREQ-J 
packet will check the state of the reverse link to its neighbor. 
If the state marks soon to be broken, it must discard the 
RREQ-J extension packet. 
 
Once RREP-J packet is unicast to source node along the 
reverse route which RREQ-J packet transmit, a new multicast 
branch is built. While RREP-J packet is sent, relay nodes will 

also check the state of link. If the state marks soon to be 
broken, it also discard RREP-J packet. When the source node 
receives RREP-J packet, it will chose a route which the hops 
to group leader is the least and the sequence number is the 
largest. Then it begins to send MACT-J packet to active the 
new route and send MACT-U packet to its downstream node 
for updating the hops to group header. Upstream of source 
node changes in the new multicast tree branch, while the 
former upstream node still can send packet to source node 
until the old link is really broken. 
 
Figure 1 shows an example of multicast tree maintenance 
process. When node B receives a multicast packet, it 
calculates the expire time of link AB following equation 2 
based on the moment of received packet at last three times and 
the power of receiving signal. If the link is to be broken, node 
B will broadcast RREQ-J extension packet to build a new 
multicast tree branch. Once node B receives RREP-J packet, it 
will chose a route which the hops to group leader is the least 
and the sequence number is the largest. Then it begins to send 
MACT-J packet to active the new route. So before link AB 
broken, a new multicast tree branch (node B is the source node) 
will be probably built so as to enhance packet deliver ratio of 
the network. 

 
 
4. SIMULATION EXPERIMENT 
 
We implemented the simulator within OPNET Modeler. The 
IEEE 802.11 Distributed Coordination Function [8] was used 
as the medium access control protocol. Our simulation 
modeled a network of 50 mobile nodes placed randomly 
within an 800 meter × 600 meter area. Each node has a radio 
propagation range of 250 meters and channel capacity was 2 
Mb/s. The size of data payload was 512 bytes. The 
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B 

(a) node B predicts link AB soon to be broken

A C

B

(b) node B broadcasts RREQ message 

A C

B 

(c) transmission of RREPs

A C

B

(d) node B sends MACT message 

group leader group member router

transmission direction of control message transmission direction of multicast message 

Fig. 1. Multicast tree maintenance in MAODV/MP.
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performance evaluation parameters include end-to-end delay 
and packet delivery ratio. 
 
Figure 2 shows the end-to-end delay as function of group scale. 
We can see that as group member increase, the routing 
effectiveness of two schemes both degrade. When the group 
member exceeds 30, the delay of both protocols rises rapidly. 
Multicast tree growing leads packets transit more hops. 
Moreover, a node may synchronously have several 
downstream nodes in growing multicast tree. Queuing of 
packet and congestion in the node will probably often happen, 
contributing more delay. 
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Fig. 2. End-to-end delay as function of group scale. 

 
 
Figure 3 shows the packet delivery ratio as a function of group 
scale. As group members increase, the performance of two 
schemes both degrades. When the group member is less than 
20, the packet delivery ratio of MAODV/MP maintains above 
0.9. When the group member exceeds 30, however, the packet 
delivery ratio drops sharply. For most nodes are group 
members and more multicast tree branches form at this time, 
mobility of nodes will increase difficulties of rerouting and 
route overload of control messages rise gradually. 
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Fig. 3. Packet delivery ratio as a function of group scale. 

 
Figure 4 shows the end-to-end delay as function of mobility 
speed. As nodes move faster, the delay of two schemes 
increases slowly and the increment of MAODV/MP grows 
faster compared with MAODV. For link state prediction 
scheme brings more process of multicast routing maintenance 
and makes multicast tree grow. And then the average hops 
packets pass through increase so that the delay rises. 
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Fig. 4. End-to-end delay as function of mobility speed. 

 
Figure 5 shows the packet delivery ratio as a function of 
mobility speed. As speed increases, the routing effectiveness 
of both protocols begins to degrade because the probability of 
link to be broken adds and division and repair happen 
continually. The average packet delivery ratio of MAODV, 
however, degrades remarkably compared with MAODV/MP. 
The ratio of MAODV/MP maintains above 0.9 while 
MAODV about 0.6. We can see that in the high speed scenario 
the MAODV/MP protocol has obvious advantage. 
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Fig. 5. Packet delivery ratio as a function of mobility speed. 

 
 
5. CONCLUSIONS 
 
In this paper we applied mobility prediction mechanism to Ad 
Hoc network multicast routing protocol. In the advanced 
protocol MAODV/MP, nodes can predict the expire time of 
link based on the received time and signal of packet from their 
neighbors. The protocol can perform proactive rerouting prior 
to route broken. Simulation results indicate that with mobility 
prediction enhancements, more data packets were delivered to 
destination. Especially in the high mobility scene, its 
advantage is obviously. 
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ABSTRACT  
 

Early research on network congestion control focused on 
improving TCP congestion control, which has obtained some 
achievements. But with the wide use of optical fiber, high 
performance router and a large amount of application software, 
the network’s performance has been rapidly improved. Under 
such circumstances, the conventional TCP congestion control 
mechanism and IP drop tail mechanism cannot meet the 
requirements of congestion control for today’s high 
performance network. This paper proposes a congestion 
control architecture for high performance network, which can 
improve the conventional congestion control architecture at 
the TCP layer and the IP layer. It solves network congestion 
problems caused by UDP strings and TCP-unfriendly strings 
possessing overabundant bandwidth; meanwhile, it can also 
help solve such problems as global synchronization, lock out 
and full queue to a certain extent and thus, improving the link 
utilization. 
 
Keywords: High Performance Network, Congestion Control, 
Global Synchronization, Lock Out, Full Queue 
 
 
1. HIGH PERFORMANCE NETWORK 

CONGESTION CONTROL 
 
The conventional congestion control consists of the TCP 
congestion control mechanism and the drop tail queue control 
of the router. The TCP detects the network capacity by slow 
start and it will promptly lower the speed of message 
delivering to control the congestion as soon as it receives the 
signal of congestion message. The router won’t reject the 
packets until the queue in the buffer is fully loaded. Then the 
TCP and the router form a simple closed-loop control to 
ensure the stability of the network. 
 
With the development of the network technology, the 
conventional network congestion control architecture can no 
longer meet the requirements of today’s high performance 
network congestion control. What is high performance 
network? First of all, it refers to the rapid increase of the 
network backbone bandwidth and speed of network. The 
network hardware technology has been improved greatly and 
the typical backbone bandwidth has been over Gigabit because 
of the wide use of optical fiber. The high performance router 
increases the speed of packet forwarding, which has solved the 
bottleneck of network to a certain degree. Secondly it refers to 
the continuous emergence of various network applications on 
the basis of the greatly improved performance of network 
hardware. The current network applications include the 
enormous real-time flow caused by audio- and 
video-frequency, IP telephone call, network games, etc., which 
need the guarantee of QoS. And the rapid expansion of the 
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network scale has brought about much more file flow. 
Therefore, the high performance network need better 
congestion control. 
 
We hereby propose a congestion control architecture based on 
the high performance network, which is co-controlled by the 
source terminal (TCP layer) and router (IP layer). This can be 
illustrated as follows: 
 

 
Fig.1. The High Performance Network  
      Congestion Control architecture 

 
Our studies of this system: 
(1)  Use the TCP friendly protocol as much as possible at the 

source terminal. Some so-called fast TCPs are actually 
against the stipulation purposely that response should be 
made to the network congestion under TCP, at the same 
time, there is a great increase of the application of UDP 
as a transmission layer protocol on Internet. UDP, as an 
open-loop protocol, has no congestion control by itself. 
When the congestion occurs, the TCP which have no 
congestion control mechanism and UDP will make no 
response to it; this will bring about serious unfairness and 
even make the network break down because of the 
congestion. So we prefer the application of the FAST 
TCP. 

(2)  As to the queue scheduling, we suggest the use of FQ 
(Fair Queue), Round Robin, or WRR (Weighted Round 
Robin), etc. The queue scheduling can better solve the 
problem of over-possessing the bandwidth by the UDP 
flow and other non-TCP friendly flow, and avoid the 
network congestion to some extent. 

(3)  As to the queue control mechanism of the router, we 
suggest the AQM/ECN mode be used. The conventional 
router queue control adopts the PQM/Drop mode, which 
easily brings about such problems as global 
synchronization, lock out, full queue and the low link 
utilization. To solve the problems, IEFT suggests the 
application of AQM/ECN mode in the router. ECN 
notifies the TCP source terminal of congestion through 
the setting at the IP packet header instead of Drop. It can 
also reduce the unnecessary rejection of messages at the 
earlier stage of congestion so as to increase the link 
utilization. 

 
We’ll focus on the effect of the queue scheduling and ECN on 
the network congestion control in this system. 
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2. USE QUEUE SCHEDULING MECHANISMS 
TO SOLVE THE NETWORK CONGESTION 
CAUSED BY UDP FLOW 

 
2.1 Main Queue Scheduling Mechanisms 
The queue scheduling aims to schedule the messages in 
different queues in the router to meet the requirement of 
different flows to QoS on the Net. The classfier categorizes 
different groups and sends each group to the corresponding 
queue. Then the scheduler decides which group will be 
selected and sent to the link to guarantee the quality of service 
required by the flow. At present, the widely used are the Fair 
Queue algorithm and the Round Robin algorithm. 
 
(1) The Fair Queue Algorithm 

Nagel proposed the Fair Queue algorithm in 1987. It 
maintains an independent queue for each flow passing 
by the router so that noninterference exists between 
queues. When the output link is vacant, the router will 
scan round every queue to select a packet and send it out; 
when the network is congested, the rejected are always 
the packets in the longest queue. 
By analyzing Nagel’s algorithm, we can see the 
following problem: if the packet of flow is very large, 
the bandwidth occupied by it will be more than that of 
the flow using the smaller one. To correct the defect, 
Demers and others designed an improved scheme in 
1990, the main purpose of which is to scan round a byte 
instead of a packet each time. 

(2) The Round Robin Algorithm and the WRR (Weighted 
Round Robin) Algorithm 
The core of the Round Robin algorithm is that the 
scheduler serves each flow in turn. If the scale of each 
packet is the same, the Round Robin algorithm can 
guarantee the fairness of the bandwidth among flows. 
Otherwise, it’s hard to ensure the fairness. So it means 
the Round Robin algorithm also lays stress on the flow 
of large packet in allotting the bandwidth. 

 
WRR is used to meet the requirements of flows of different 
priorities to the bandwidth. According to the Round Robin 
algorithm, it assigns tasks to each flow on the basis of the 
value of weight. The flows with higher weight value will 
process more tasks than the lower one, and the flows with 
same value will process the same share of tasks. That is, the 
higher values of weight are allotted to those flows demanding 
high bandwidth. 
 
 
2.2 Use WRR Mechanisms to Solve the Congestion Caused 

by UDP Flow[4] 

 
Sally Floyd and Kevin Fall [4] suggested distinguishing the 
TCP flow from the open-loop flow which has no response to 
the indication of congestion in the router, using the queue 
scheduling to make the allotment of bandwidth fairer and 
reducing the probability of congestion. By using the 
topological diagram in Fig. 2, conduct the simulation 
experiment on the platform of NS (Network Simulator). 
 
The experiment verifies these: if the conventional FCFS 
mechanism is adopted in the network of mixed TCP and UDP 
flow, it will make the bandwidth allotment unfair and bring 
about the congestion easily; but using the WRR algorithm in 
the same network can efficiently avoid the unfair allotment of 
bandwidth and network congestion. 
 

 
Fig.2. The Network Topological Diagram of The Queue 

Scheduling Mechanism Experiment 
 
In Fig. 2, there are 4 nodes — S1～S4, two router — R1 and 
R2; the bandwidth and transmission delay time of each link 
are marked beside the corresponding link. Flows in the Fig. 
include:  

(1) three TCP links from S1 to S3, each with the 
transmission of data all the time. 

(2) one UDP flow of constant speed from S2 to S4. 
The highest speed of UDP flow is 2Mbps. In the experiment, 
the thick continuous line stands for the total good output, the 
thin one for the good output of the TCP flow, the dotted line 
for the good output of the UDP, the broken line for the arrival 
rate of the UDP flow in the router. 
 
Sally Floyd and Kevin Fall [4] discussed the congestion 
collapse caused by the undelivered packets. That happens 
because the bandwidth is wasted by the packets refused before 
reaching the host. It is mainly caused by that applications 
which do not use the end-to-end congestion control   
mechanism such as UDP. Some applications even increase the 
delivering rate when the refusing rate of packets increase, 
which makes the situation worse. 
 

 
Fig.3. Congestion Collapse Caused by UDP 

 
Such congestion collapses will not take place when the 
bandwidth of congestion link isn’t high and the bandwidth 
between the receiving node and the router is very large. But if 
the bandwidth between them is smaller than that of the 
congestion link, such collapses will happen more frequently.. 
 
Fig. 3[4] is based on the simulation experiment adopting the 
topological diagram in Fig. 2, in which the bandwidth of the 
link from R2 to S4 is 128 kbps and adopts the FCFS 
scheduling algorithm. In Fig. 3, under the FCFS scheduling 
algorithm, when the arrival rate of UDP increases linearly, the 
good output of UDP increases linearly at first and then keeps 
at 128k; but the good output of TCP decreases dramatically 
with the increase of the arrival rate of UDP. When the arrival 
rate of UDP is up to near 1.5M, the good output of TCP 
decreases to nearly 0 and the comprehensive good output 
decreases to about 128k, which we call congestion collapse. 
 
The conclusion in Fig. 3 shows that most UDP packets are 
refused by the router R2 because the bandwidth of link from 
R2 to S4 is much smaller than that of link from R1 to R2. The 
bandwidth over 128kbps in R1 to R2 occupied by UDP 
packets are wasted, and the congestion collapse caused by the 
undelivered packets makes the good output of the network 
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near to zero. To the UDP flows, it brings no benefit because 
the receiving end of the UDP flows doesn’t use those 
bandwidths. But to the TCP flows, the collapse is a disaster 
because the bandwidths abandoned by them are not efficiently 
utilized and the good output of them is near to zero. So this 
kind of congestion collapse is one of the biggest problems 
unsolved on Internet, which need people’s more attention with 
the increasing of application based on UDP on Internet. 
 
The topological diagram and the network scheme in Fig. 4[4] 
are nearly the same as those in Fig. 3 except that it adopts the 
WRR scheduling mechanism instead of FCFS. The bandwidth 
in R1 to R2 occupied by the UDP flow is confined to about 
25% and the good output of the entire network is a little lower. 
WRR plays an important role in preventing the congestion 
collapse. 
 

 
Fig.4. Use WRR to solve the Congestion Caused by UDP 

 
The above experiment shows that the application of queue 
scheduling algorithm as WRR and WFQ can effectively 
control the network congestion and make the allotment of 
bandwidth fairer. But the WRR scheduling algorithm cannot 
solve all the problems. When the UDP flows in Fig. 4 increase 
to 3 and the TCP flow falls to 1, the comprehensive good 
output can only reach to about 35% even by using the WRR 
scheduling Mechanism. Sally Floyd and Kevin Fall held that 
the congestion collapse are caused by the undelivered packets 
results from the UDP’s lack of end-to–end congestion control 
but not the scheduling algorithms used by the routers. They 
also pointed out that the end-to–end congestion control must 
be used in grouping network to prevent the flow from keeping 
sending packets when most of the packets in the flow are 
refused. 
 
 
3. ADVANTAGES OF USING ECN 

MECHANISM 
 
3.1 ECN Mechanism[5, 6] 
AQM begins to refuse the packets when the average queue 
length exceeds a certain threshold value; that is, it refuses the 
packets when the queue is still not filled. By this, AQM can 
effectively control the average queue length, but it also wastes 
the network resource and is not an ideal mechanism to the 
multimedia application. Therefore, AQM can use other 
methods instead of refusing packets as means of notifying 
congestion, in which ECN( Explicite Congestion Notification) 
is one of the congestion notifications suggested by IETF. 
 
ECN needs to set up a 2-bit ECN domain at the IP message 
header: one is ECT (ECN-Capable Transport) bit, which is set 
up by the TCP source terminal to show that the transport 
protocol supports ECN; the other is CE (Congestion 
Experienced) bit, which is set up by the router to show 
whether the congestion takes place or not. 
 

When TCP use three-way handshake mechanism to sets up the 
connection, the source sets up an ECN—Echo bit to support 
ECN at the header. The receiving end sends back an 
acknowledgement to this packet and sets up an ECN—Echo 
bit. Then the source sends a acknowledgement to the receiving 
end, and a TCP link supporting ECN is set up. After that, the 
source sets ECT bit as 1 at all the headers. When the packet is 
sent to the router, the router will check the ECT bit of IP 
packet before it decides whether to refuse the message or not. 
If the ECT bit has been set, the CE bit in the IP message 
segment will be set as 1 to show the congestion, or the packet 
will be refused. After receiving the packet with the CE bit set 
as 1, the receiving end sets the ECN—Echo bit of the ACK 
message segment to be sent. Having received the set ACK of  
the ECN—Echo, the source end halves the congestion 
windows, sets CWR (Congestion Window Reduced) in the 
first IP packet to be sent, and not responds to the following 
congestion notifications. Finally, the receiving end stops 
setting the ECN—Echo on ACK packet after it has received 
the packet which has been set CWR bit. 
 
3.2 The Comparison Between the Performances of ECN 

and Drop[7] 

 

 
Fig.5. The Network Topological Diagram of the Comparison 

Between the Performances of ECN and Drop 
 

Simulate the network in Fig. 5, and set α＝20，β＝30. The 
simulation comparison is made under the mark modes of ECN 
and Drop by adopting 100, 200 and 300 flows in the 
experiment separately, the result of which is shown in Fig. 6. 
From the Fig., we can see: the average queue lengths of 
TCP_ECN and TCP_Drop are almost the same when the 
indication probability of congestion is lower; with the 
increasing indication probability of congestion, the descending 
rate of the average queue length of the TCP_ECN flow is 
apparently lower and more stable than that of the TCP_Drop 
flow. We can draw the following conclusions from Fig. 6:  
 

 
Fig.6. The Comparison Between the Performances of ECN 

and Drop 
 

 (1) If we hope that the router can maintain a reasonable 
average queue length target (such as 500 messages in Fig. 6) 
when the load increases linearly, then the stable rate of Drop 
and ECN will increase exponentially. The difference is that 
ECN increases more rapidly than the Drop does. From the 
queue curves of ECN, we can see that the average queue 
length inclines to 0 comparably smoothly when the mark 
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probability approaches to 1, which means the ECN mode can 
have a mark probability to keep the queue length at a lower 
level even in the case of heavy load. 
(2) When the rate of mark/Drop increases, the queue curves of 

ECN mode descend more smoothly and stably than those 
of Drop mode. To the AQM algorithm, this means the 
average queue length of the router will be more stable 
under the ECN mode. 

(3) If RED and ECN are combined and the congestion is 
detected before the queue is filled, the congestion notified 
by ECN mode can avoid unnecessary packet drop and be 
more efficient to a short or delay sensitive TCP link. 
Meanwhile, ECN avoids unnecessary time-out 
retransmission of TCP. 

 
 
4. CONCLUSIONS 
 
By summarizing the existing congestion control mechanism, 
this paper proposes a congestion control architecture based on 
the current high performance network. The validity of the 
network congestion control architecture has been verified by 
analyzing the existing researches. As to the other two 
important problems—the congestion control of TCP and AQM 
and its improvement, we will conduct further research on them 
in the future. 
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ABSTRACT 
 

Multimedia real-time transmission, which are both delay and 
transmission cost sensitive, is an important aspect of 
application-layer multicast technology. Careful study of 
constructing a multicast tree with low delay and cost is a 
pre-condition for completing the multicast task with high 
quality and low cost in the internet. Multicast routing problem 
with delay constraints is the equal of finding the solution to the 
delay-constrained least-cost NP-hard problem.[1] Lagrange 
relaxation algorithm can deal with combinatorial optimization 
problem preferably[9]. It integrate delay and cost as a 
consideration by Lagrange relaxation factor and change the 
specific gravity of delay and cost in the process of finding 
solution to the multicast tree by adjusting the relaxation factor , 
thereby obtaining the satisfactory solution. Lagrange relaxation 
was first introduced into the paper, and according to this, we 
proposed an algorithm to find solutions to least-cost multicast 
tree under a given delay bound for the application-layer 
multicast. For this algorithm can combine the different factors 
(cost and delay) as a unified factor and obtain a multicast tree 
which is near-optimal solution. The simulation experimental 
results demonstrate the effectiveness of the algorithm 
. 
Keywords: Application-Layer Multicast, Lagrange Relaxation, 
Delay Constraint, Least-Cost Multicast Spanning Tree 
 
 
1. INTRODUCTION 
 
Some researchers begin to reflect on the problem of IP 
multicast architecture itself facing the plight of IP multicast 
service in the Internet .They proposed the new idea to realize 
the complicated multicast function in the end system. It regards 
multicast as an overlay service and realize the service for the 
application layer .So the end system multicast is known as 
application-layer multicast. The nodes of application-layer 
network are multicast member hosts. The functions of Data 
routing, copy and delivery are all completed by member hosts. 
Member hosts are established on an overlay network and the 
hosts establish and defend the overlay network based on 
self-organization algorithm [2-7]. The data of IP multicast 
realize their copy and delivery along the physical link, but all 
these functions can be realized in the hosts for the 
application-layer multicast .The multicast data delivery along 
the multicast tree contrasted on the overlay network (Logical 
link) multi-hop logical link can be pass the same physical link. 
Comparing with IP multicast, application-layer multicast has 
many advantages, such as it can dispose at any time and expand 
easily. Of course, it has its own disadvantages also for example, 
its efficiency doesn’t as good as IP multicast; its reliability can 
be effected easily by the stability of the end system. 
Furthermore, it’s very important to know how to generate a 
multicast tree quickly and effectively in application-layer 
multicast .This paper proposed a new delay-constrained 
least-cost multicast tree generation algorithm based on 
Lagrange relaxation. It combines the two independent factors 

(cost and delay) by Lagrange relaxation and obtains the 
polymerization cost of each link. It can obtain an 
application-layer multicast tree which is near-optimal solution 
during the process of solving the problem by the change of 
relaxation parameter too. We can get the result which is much 
more closely to the optimal solution. By this way, it′s a simple 
method to implementation. 
 
 
2. THE PRESENT MULTICAST TREE 

GENERATION ALGORITHM IN THE 
APPLICATION-LAYER ARCHITECTURE 

 
The present multicast tree algorithm can be divided to two 
kinds: one is heuristic algorithm based on SPT. Its basic idea is 
that let the single source node be the root, other object nodes be 
the leaves or the middle nodes. Find an object node which is 
most closely to the source node by using the shortest path 
algorithm based on Dijkstra, then add the new nodes and edges 
into the tree, construct a multicast tree including all of the 
object nodes gradually. Because the time complexity of 
Dijkstra is O (N2), for |H| nodes adding into the multicast tree, 
we can know its complexity is O (|H|N2). It’s a simple 
algorithm to implementation, but we can’t make sure that the 
spanning tree has the minimal cost. The other is the heuristic 
algorithm based on MST. Prim algorithm is the method we 
usually used as minimum spanning tree generation algorithm. 
Its basic idea is that search for a metric value or can be called 
cost, find the node which is the most closely to the formed tree 
from the source node, we can know that it has the minimal cost. 
Add the link and its corresponding notes into the tree, until all 
the object nodes can be added into it. The time complexity of 
Prim algorithm is O (N2). It’s obviously that it adapted to the 
network with a heavy load. But it may have a longer delay 
while considering the cost. 
 
 
3. MATHEMATICAL MODEL OF THE 

RELATIONSHIP BETWEEN MULTICAST 
NODES UNDER APPLICATION-LATER 
MULTICAST[8] 

 
Let the simple undirected weighted graph G (V, E) be the 
application-layer multicast network establishing on the virtual 
overlay network. Where V= {1, 2, … n} is the node set of the 
multicast tree. E= {eij} is the link set of the nodes of multicast 
tree. For each link eij，we have the following parameters: 
 

1）let cij be the cost of using the link eij； 
2）let dij be the needed delay of passing the link eij  
 

Let dij be the transmission delay on the link eij，P={P1, P2,… 
Pp} be the path set of the network node-pair, delay(s,d) be the 
delay of the path form node s to node d. According to the 
discretions above, delay(s, d) can be written as: 
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∈

= ∑  

the problem we should solve is that to construct a multicast tree 
from the multicast source nodes to a group of object node D 
（D is the object node set）each path from the source node to 
the object node in tree T should satisfy the delay-constrained 
and minimum total cost. Let the top limit on the path from 
source node to object node be Δ . Let delay (T) be the 
maximum delay of the tree T, cost (T) be the total cost. We can 
know that the problem should be solved by delay-constrained 
least-cost multicast routing can be written as: searching for a 
multicast tree T in the network, satisfying: 

( )
( , )

( , ) , 1
i j p s d

i j
e

D e l a y s d d d D
∈

= ≤ Δ ∈∑

cost-constrained： 
})(min{cos ∑

∈

=
Tij

ijcTt
 

Among all the multicast tree satisfying (1)，cost(T) is the 
minimum cost. 

 
 

4. APPLICATION OF LAGRANGE 
RELAXATION IN MULTICAST TREE 
GENERATION ALGORITHM BASED ON 
APPLICATION-LAYER 

 
Multicast routing problem with delay-constrained itself is a 
NP-hard problem. Lagrange relaxation algorithm can deal with 
combinatorial optimization problem preferably and it is very 
easy to realize. Many researchers have applied Lagrange 
relaxation to some combinatorial optimization problem 
nowadays and get a satisfied result. This paper proposed an 
algorithm to solve the least-cost multicast tree under the delay 
constraint condition in the application-layer multicast by 
introducing Lagrange relaxation. 
 
4.1 Algorithm Description 
Multicast routing problem with delay-constrained itself is a 
NP-hard problem. It absorb cost constrains into the delay 
function by Lagrange relaxation parameter and change the 
delay-constrained problem to the optimization problem which 
has the minimum delay and cost. Its optimization function is:  

))(min(cos)()( TtTdelayLR ⋅+Δ−= αα  

Each link generates an aggregate weight function for the cost 
and delay function on the link in the network. Let the function 
be: ω=delay+α·cost，whereαis the relaxation parameter，the 
optimization function can be written as： 

( ) ( )min( ) 2LR Tα = − Δ  

Because Δ is a constant，so the delay-constrained least-cost 
multicast routing problem can be changed to construct the 
minimum spanning tree of ω. For a certain α，solving 
problem (2) is easier than problem (1). 

The target value corresponds with the feasible solution of 
problem (2) is the upper bound of the optimal objective. We 
can get the lower bound of the minimal value of the object 
function by choosing the relaxation parameter α

（ 0α ≥ ）. It has been proved that the bigger the value of 
α, the less cost of the tree, the more delay it has. The 

minimum spanning tree corresponds with the biggest value of 
αsatisfying delay-constrained is the solution which is the 
most closely to the optimal solution. We use the sub gradient 
method to solve such problems: choose a relaxation parameter 
between minimal delay multicast tree and least-cost multicast 
tree and amend the value of relaxation parameter α

continuously，lessen the set of solution guardedly. Finally we 
get a delay-constrained least-cost tree.  
 
For two delay-constrained trees with different costs, get the 
margin of the delays and costs, and then calculate the ratio of 
them. We can get the value of α  according to the ratio. For 
the two different trees  T1、T2，let delay(T1)> delay(T2)，
but cost(T1)< cost(T2)，we get ：  

 )(cos)(cos
)()(

12

21

TtTt
TdelayTdelay

−
−

 
We construct a minimum spanning tree T of ω based on Prim 
algorithm. The process is: choose a node which is the most 
closely to the tree from the node s. if its delay satisfying the 
constraints, add it into the tree T, till all of the object nodes be 
added into it, and then delete the branches which doesn’t 
include the object nodes. The algorithm will be ended by now.  
 
4.2 Specific Steps of the Algorithm 
Step1：Construct a minimal cost tree T1 by Prim its root is the 
source node S. deletes the branches which doesn’t include the 
object nodes. We can get the minimum cost tree T1 from S to 
object nodes. Compute its delay written as delay (T1). If 
delay(T1)≤ Δ ，we can know that T1 is the optimum solution 
to the problem. The algorithm stopped.  
 
Step2：Otherwise store T1 into the solution set T as an 
optimum tree which doesn’t satisfy the delay constrains. (It is 
known as the optimum infeasible solution). 
 
Step3：Get a minimum delay tree T2 based on Prim. Its root is 
the source end S. letα=0，construct the minimum spanning 
tree of ω=delay+α ·cost or we can say to construct a 
minimum delay multicast tree, delete the branches which 
doesn’t include the object nodes, and then get the minimum 
spanning tree T2 of ω, and calculate its cost written as 
cost(T2). If delay(T2) > Δ ，we can reach the conclusion that 
it has no solution. Or store T2 into the solution set T, and take 
it as the optimal solution at present. 
 
Step4：if cost(T2)≠cost(T1), let  

 )(cos)(cos
)()(

12

21

TtTt
TdelayTdelay

−
−

， 
ω=delay+α·cost, we can get the minimum spanning tree T3 
by Prim from the source node S to object nodes for the new 
weight ω. And then calculate the cost and delay of T2. If 
cost(T3)＝cost(T1) or cost(T3)＝cost(T2)，we can reach the 
conclusion that it has no better solution. The algorithm 
stopped. Otherwise if delay(T3)≤ Δ ，let T2＝T3，store T3 
into the solution set T；if delay(T3) > Δ ，let  T1＝T3. 
 
Step5：If cost(T2)＝ cost(T1)，the algorithm stopped. Or turn 
to Step4. 

 
 

5. SIMULATION EXPERIMENT RESULT  
 

α=

α=
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For the network topology model with six nodes (as shown in 
fig 1), we conduct the simulation experiment according to the 
algorithm above-mentioned. The link  

 

 
Fig.1. network topology model 

 

 
Fig.2. minimum cost tree T1 

 
between the nodes adopts the method of random generation in 
the simulation experiment and we should make sure it’s an 
always-connected network. Let A be the source node, C.F be 
the object nodes. We use a binary group (delay, cost) to 
indicate the value of delay and cost of each link. The purpose 
is to construct a delay-constrained least-cost multicast tree 
(maximum delay<=8, or we can say Δ =8). 
 
To construct a minimal cost tree T1 from source node A to 
object nodes C,F (as shown in fig 2), its delay and cost are 
delay(T1)=9，cost(T1)=7. 
 
Then construct a minimal delay tree T2 from A to C，F（as 
shown in fig3）， its delay and costs are delay(T2)=6，
cost(T2)=10 
 
Because cost(T2)≠cost(T1)，we get: 

1
710
69

)(cos)(cos
)()(

12

21 =
−
−

=
−
−

=
TtTt
TdelayTdelay

α
, 

ω=delay+α·cost=delay+ cost 

update the aggregate weight of each edge in fig 1 according to 
the value of ω above, and construct the minimum spanning 
tree T3 according to the new weight ω（as shown in fig 
4）,where delay(T3)=8，cost(T3)=9. 

Because delay(T3)≤8,let T2=T3.We obtain 

 

Fig.3. minimal delay tree T2 

 

 

Fig.4. minimum weight spanning tree 
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1cos cos
2

delay t delay tω α= + = +i .We can get the 

minimum spanning tree T3 according to the value of ω (as 
shown in fig 4). The algorithm cease. Tree T3 is the final 
result as shown in fig 4. 
 
 
6. CONCLUSIONS AND DISCUSSION 
 
Lagrange relaxation algorithm is a method of calculating the 
lower bound for solving combinatorial optimization problem. 
LR problem includes less constrains so it’s easy to be solved. 
This paper analyzed the delay-constrained multicast routing 
problem based on the application-layer in the Internet and 
proposed the algorithm of constructing a delay-constrained 
least-cost multicast tree based on Lagrange relaxation. 
Lagrange relaxation was first introduced to the algorithm then 
adds the cost function into the delay function. The author 
reduces the complexity of the delay-constrained least-cost 
multicast tree problem to the minimum spanning tree of 
function w issues by updating the object function. Finally it 
can get a near-optimal solution multicast tree. The simulation 
examples above verified its validity. 
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ABSTRACT  
 

The multiple QoS constraints multicast routing is a complicated 
problem. In allusion to the application level multicast (ALM) 
routing problem with multiple QoS constraints, a distributed 
dynamic application level multicast routing algorithm was 
presented. In the algorithm, the network node only need 
maintain local state information of network links and nodes, 
and not require the global network state information. The 
algorithm adopts a dynamic and distributed method to solve the 
problem. Accordingly, it can satisfy the multiple QoS 
constraints and get the minimal cost tree. Simulation results 
show that it has less delay and minimal cost of the tree. It is 
fitter for network situations with the status changed frequently 
and multiple real-time multimedia applications. 
 
Keywords: Dynamic, Routing, QoS, Multicast. 
 
 
1. INTRODUCTION 
 
The multicast is an effective communication way for the 
computer network from one point or many points to many 
points. With the increase application of VOD, video meeting, 
computing cooperate and so on, the multicast is becoming an 
important technology for network communication [1]. For 
overcoming the disadvantage of the IP multicast, the 
application level multicast (ALM) was presented in recent 
years. The ALM adopts the Internet as the based structure to 
provide multicast services for end hosts and all multicast 
packets of ALM transmit in unicast. In the ALM, the end hosts 
organize an overlay network on the base physical network and 
multicast packets distribute in the multicast tree on the overlay 
network. Comparing with IP multicast, the ALM has easy 
deployment characteristic and solves the address problems. It 
can implement reliability easily. But its efficiency is lower than 
IP multicast. Its stability is affected by the capability of the 
hosts. 

The generic application level multicast routing protocols 
provide the best-effort data traffic. They can not offer 
quality-of-service (QoS). Those protocols are composed based 
on the connectivity between the hosts. When the resources of 
the network are not enough, those protocols can not satisfy the 
request of the application services. But, with the various 
application services appearing, the provision of QoS guarantees 
is of utmost importance for the development of the multicast 
services. The design of a good multicast routing algorithm is 
essential for offering effective QoS guarantees on the ALM. 

Currently, various projects [2-4] of the ALM are 
implemented for different application objects and the typical 
schemes are the Narada, Scatercast, Overcast and ALMI. 
Among of them, the Narada and Scattercast want each member 
of the multicast group has the least delay. And the object of the 
Overcast is to let the each member of the multicast group has 
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the most bandwidth used. The ALMI try to improve the using 
ratio of the network with reducing cost of the system. But those 
algorithm do not consider the QoS constraints, they can not 
provide better QoS. And they need get whole state information 
of the network or adopt centralized static algorithms. When the 
network scope increases, they can not expand well. 

Some algorithms [5] provide heuristic solutions to the QoS 
constrained multicast tree problem, which is to find the 
delay-constrained least-cost multicast trees. These algorithms 
however are not practical in the Internet environment because 
they have excessive computation overhead, require knowledge 
about the global network state, and do not handle dynamic 
group membership [6]. For instance, QoSMIC dose not 
eliminate the flooding behavior. It relies on flooding to find a 
feasible tree branch to connect a new member. 

In this paper, we study the delay, delay-jitter and node 
degree constrained low cost QoS multicast routing problem 
which is known to be NP-complete, describe a network model 
for researching the routing problem, and present a distributed 
dynamic application level multicast routing algorithm with QoS 
constrained (QDDMR). This algorithm only need maintain 
partially local state. In QDDMR, a multicast group member can 
join or leave a multicast session dynamically. The QDDMR 
can significantly reduce the overhead of constructing a 
multicast tree 
 
 
2. MULTICAST OVERLAY NETWORK (MON) 
 
2.1 MON  
The ALM tree is constructed by the network hosts which not 
only receive multicast data, but also replicate and transmit data 
to other hosts. Because the ALM nodes communication is 
based on the unicast above the foundation network, any two 
ALM tree nodes can connect each other. For an overlay 
network with N  nodes, it has ( 1) 2N N −  links. On the one 
hand, when the network scale N increases linearly, network 
links will rise in geometry series. The network maintenance 
state is much more than before. And the algorithm 
complication also rises. On the other hand, because the network 
is completely connected, the ALM tree structure may be a star 
topology based on the shortest path between tow nodes on the 
ALM tree. The multicast source node is direct connected with 
all destination nodes, which is same as the unicast 
communication. From the end host point, this way has the least 
delay, but global network cost increase greatly. This can not 
exhibit multicast merit. From the network topology, for 
network maintenance state, each node must reserve the global 
network state. This make network extend restrictedly. 

In this paper we adopt overlay network technology [7], 
and construct a multicast overlay network (MON). In MON, 
the nodes are ALM nodes which do not reserve global network 
state, and only need maintain neighbor state partly. The MON 
suppositional link selected principle is that when the 
suppositional link between MON nodes is a real link in the 
foundation network, and dose not include the other shortest 
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suppositional link, this link is reserved. Otherwise this link is 
deleted. Based on the MON link selected principle, on the 
normal application layer network we can create a new 
optimized MON, which link size is much less than a 
completely connected network. As MON indicated in Figure.1, 
because the suppositional link between F and K node includes 
the shortest link of the F , J and K , this link is deleted. 
However, the links of the F , J and K do not include other 
shortest links, these links are reserved. By this way, a 
suppositional link between two nodes is the real shortest path in 
the foundation network. While the delay and links size reduce, 
the network cost also decreases. Based on the MON, the ALM 
tree will has a better performance 
 
2.2 MON Model 
An overlay network is modeled as an undirected graph 

( ),G V E= , where V  is the set of the source and all 

destination nodes of the multicast session, and e E∀ ∈  is the 
set of the suppositional links on the overlay network. Let 

( ) :d e E R+→ is the link delay, ( ) :dj e E R+→  is the link 
delay-jitter, and ( , )TP s v is a path from the source node s to 
destination node v U∈  ( { { }}U V s= − is a set of destination 
nodes). The path delay, delay-jitter, and cost of the ( , )TP s v can 
be denoted as: 
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In above formulas, ( ) :c e E R+→ is the link e  cost. The end 
host has limited capability of computing and bandwidth, and 
each host only can be connected with finite other nodes. 
Therefore, the number of nodes connected with node v can be 
denoted as ( )Degree v N∈ ， v V∈ . 

For multicast services, e.g. VOD and online meeting, the 
delay and delay-jitter are important QoS constraint parameters. 
Because of the limited connection capability of the host, the 
node degree constraint is also absolutely necessarily constraint 
parameter. So constructing an ALM tree on the MON is 
searching a tree ( , )T s U , which satisfies with the following 
QoS constraints, and make the tree cost minimal. 
Delay constraint:  

( ( , )) ,     TDelay P s v D v U≤ ∀ ∈           (1) 
Delay-jitter constraint:  

_ ( ( , )) ,     TDelay jitter P s v J v U≤ ∀ ∈      (2) 
Node degree constraint:  

max( ) ( ),       vDegree v d v V≤ ∀ ∈           (3) 

Object function:   
( ) ( ( ( , ))Cost T Min Cost T s U=     (4) 

In above formulas, the parameter D , J  and max ( )d v  are 
delay, delay-jitter, and node degree constraint values. The delay 
parameter is close associated with the delay-jitter parameter. 
The latter a certain extent reflects the stability of the former. 
They all have addition characteristic. The node degree 
constraint can balance network load, and make node resource is 
utilized much more reasonably. 
 
 
3. QDDMR  ALGORITHM 
 
In the QDDMR, the multicast tree construction is driven by the 
end host, and gradually created. By the state of the 
suppositional links, the node can know delay, delay-jitter and 
cost values of the links which are directly connected with itself. 
For conveniently describing the QDDMR, we bring forward 
following definitions. 

Definition 1: If a path from a new node w  to the source 
node s  satisfies with the following formula, the path ( , )P s w  
will be a feasible path for node w joining the multicast tree 

( , )T s U . 

max max
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Cost P s w Min Cost P s w

= + ≤ ∩
= + ≤ ∩

≤ ∩ ≤ ∩
=

 (5) 

In the formula (5), the ( ,*)d s  and ( ,*)dj s are the sum of 
delay and delay-jitter from source node s  to any middle 
“ *  ”node. 

Definition 2: If a path ( , )TP s w satisfies with the following 
formula, the path is an optimization path from the source node 
s  to the new node w . 

max max

( ( ( , )) ( ( ,*) ( , )) )
( _ ( ( , )) ( ( ,*) ( , )) )
( ( ) ( )) ( (*) (*))
( ( ( , )) ( ( ( , )))

T

T

T

Delay P s w d s d v w D
Delay jitter P s w dj s dj v w J
Degree s d s Degree d
Cost P s w Min Cost P s w

= + ≤ ∩
= + ≤ ∩

≤ ∩ ≤ ∩
=

 (6) 

In the QDDMR, firstly the multicast source node is 
selected as the initialization multicast tree. Then based on the 
joining or exiting request of the multicast group members, the 
tree branches are dynamically created or pruned with the 
corresponding operating principle. Forming a multicast tree 
process is just a course of the group member joining or exiting 
process. 
 
3.1 Node Joining 
Let new node w  is preparing to join the multicast group. The 
node v  is an upriver node directly connected with node w , 
and the node u is the upriver directly neighbor of node v  on 
the MON. 
 
1) When node w will join a multicast group, it firstly sends 

a “Join” message to the node v , and node v transmits the 
message to the node u . 

2) Then node u comes into computing test process based 
on the following formula (7).  

max

( ( , ) ( , ) ) ( ( , ) ( , ) )
( ( ) ( ))

d w v d v u D dj w v dj v u J
Degree u d u

+ ≤ ∩ + ≤
∩ ≤

     (7) 

If the formula is satisfied, the node u still transmits “Join” 
message to its upriver directly connected neighbor node. This 
process persists until the source node s receives the message. 

Foundation 
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3) After the message is received, the source node s  comes 
into computing test process based on the formula (5). If 
the formula is satisfied, node s  returns a respondent 
message “Accept” to the new node w .When node w  
receives the “Accept”, the new node joining process is 
over, and can receive multicast data. 

4) If the following formula (8) is satisfied in the searching 
routing path process, the node u sends “Reject” message 
to the downriver node v . Then node v will come into the 
selecting routing process. 

max

( ( , ) ( , ) ) ( ( , ) ( , ) )
( ( ) ( ))

d w v d v u D dj w v dj v u J
Degree u d u

+ > ∪ + >
∪ >

     (8) 

5) In selecting routing process, node v  sends “Request” to 
its neighbor nodes except node u . If a neighbor node can 
still accept a new link, it will return a message “Respond” 
to node u . Otherwise, it deserts the message and rejects 
response. If node v  receives some “Respond” messages, 
it selects the fastest response neighbor node as a new 
upriver node and transmits the “Join” message to it. The 
joining process still works until a new node is connected 
with the multicast tree. 

6) In selecting routing process, several feasible paths whose 
“Respond” messages were received by the node v  at the 
same time may emerge. In this condition, node v  comes 
into test computing based on the formula (6). The path 
which satisfies QoS constraints and has the minimal path 
cost will become a new multicast routing path. Then the 
new node continues the joining process. 

Other new nodes also iterate above node joining process, and 
finally construct a new application multicast tree which is 
satisfied with delay, delay-jitter and node degree constraints, 
and has a minimal (or near minimal) tree cost. The node joining 
algorithm is described as the Fig.2. 
 
3.2 Node Exiting 
1) If the node which wants to exit the multicast group is a 

leaf node, it sends a “Prune” message to its upriver 
directly connected father node. 

2) When upriver father node receives the message, it prunes 

this branch from itself to the son leaf node. And a leaf 
node exiting process is over. 

3) When an exiting node is a non-leaf node, because all 
ALM tree nodes are also multicast group members, the 
son nodes of the exiting node still need be connected with 
the tee after their father node exits the tree. Therefore, 
when the exiting node sends a “Prune” message to its 
father node, it must send other “Prune” messages to its 
son nodes and tell them their grandfather’s address. 

4) While the upriver father node receives the “Prune” 
message, it prunes the branch from itself to the son 
non-leaf node. So a non-leaf node exits the ALM tree. 

5) While a son node of the non-leaf node receives the 
“Prune” message, it sends a “Join” message to its 
grandfather node whose address is got from the “Prune” 
message. The son node requests joining the tree, and 
implements a new node joining process again. In the end, 
all son nodes will rejoin the tree. The node exiting 
algorithm is described as the Fig.3. 

 
 
4. SIMULATIONS 
 
In this section, we discuss the simulations and performance of 
the QDDMR for the ALM routing problem with multiple QoS 
constraints. For better performance evaluation compare of the 
algorithm, we also simulate the other algorithm YAM, QMRP, 
and this paper algorithm QDDMR. The network simulation 
platform is Network Simulator 2.0. The network topologies 
used in the simulations experiments are manipulated to 
simulate wide area sparse network. The network graphs used in 
the simulations are constructed by the Waxman’s random graph 
model. In each experiment, a source node and destination nodes 
are random selected. Every experiment is repeatedly done 50 
times, and takes the average value of all experiments as the 
final result. Thereby the experiment results are much more 
authentic. 

In experiments, the multicast service delay constraint 
varies in the bound [0.5 ,2 ]s s , and the delay-jitter constraint is 
in the bound[0.5 ,1.5 ]s s . With the network nodes increase, QoS 
constraints are broadened accordingly. The node degree 
constraint varies in the bound [1,4] . Each node degree is 
random selected, but the sum of all the node degree value 
is ( 1)V − . Thereby network bandwidth is sufficiently used. 

In Fig.4 the lines are the results of the multicast tree cost 
with the group size increase. From the figure, we can analyse 
that when the multicast group size increases, the cost of the 
QDDMR, YAM, QMRP also rise. But the increase range of the 
QDDMR is the least. And the cost of the QDDMR is also the 
least with the same group size. So the QDDMR can search a 
much better reasonable routing path and optimizes the tree cost 
in the same condition relative to other two algorithms. 

In Fig.5, the lines are the variety results of the searching 
path successful probability of the three algorithms with the 

Fig.2. QDDMR_Join algorithm 

Algorithm QDDMR_Join( , ,ONG s w ) 
If u satisfies the formula as 

max

( ( , ) ( , ) ) ( ( , ) ( , ) )
( ( ) ( ))

d w v d v u D dj w v dj v u J
Degree u d u

+ ≤ ∩ + ≤
∩ ≤

 

Then Transmit the Join/Request message to the source s . 
Else v sent the Request to its upriver neighbors. End if 
While ( )g Neighbor v∀ ∈  Do 
If g satisfies the formula as  

max

( ( , ) ( , ) ) ( ( , ) ( , ) )
( ( ) ( ))

d w v d v u D dj w v dj v u J
Degree u d u

+ > ∪ + >
∪ >

 

Then Transmit the Join/Request to the source node s . 
Else g reject to transmit  the Request message to s . 
End if .End while. 
s  receives multiple routing path from w  to s . 
While all path ( , )P s w   Do 
If  ( , )TP s w  satisfies ( ( , )) { ( ( , ))}Tcost P s w min cost P s w=  
Then Select the path ( , )TP s w  as the multicast routing path.
Else delete the path ( , )P s w .End if. End while. 

Fig.3. QDDMR exit algorithm 

Algorithm QDDMR_exit( , ,T s w ) 
w  sends the Prune to the father node v  in the tree. 
If w is not the leaf node of the tree  
Then w  sent the Prune message to its children nodes. End if 
v  delete the child w  after it receives the Prune of the w . 
If v  is a relaying node. 
Then v transmits the Prune to its father. End if 
Children rejoin the tree after received the Prune from w . 
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group size increase. From the figure results, the probability 

increases with the group size variety because while the network 
scope expands, the candidate path size also increases, that make 
the probability increase. In the same network scope, the 
QDDMR also has a maximal successful probability because 
this algorithm adopts the divided path searching way which can 
much faster find a branch routing path and get an upper 
probability. 
 

 
5. CONCLUSIONS AND FUTURE WORK 
 
Currently, the multiple QoS constraints multicast routing 
problem is a hot point of the computer network research. In this 
paper, we deeply study the ALM routing algorithm with delay, 
delay-jitter and node degree multiple QoS constraints, construct 
a new network model based on the special MON, and present a 
new distributed dynamic ALM routing algorithm QDDMR 
with multiple QoS constraints. The algorithm can connect a 
new node with the tree in an optimization or near optimization 
routing path based on dynamic divided searching feasible 
branch paths. The QDDMR can effectively reduce the overhead 
of constructing the tree with multiple QoS constraints. In the 
QDDMR, a multicast group member can join or leave a 
multicast session dynamically, which dose not disrupt the 
existent multicast tree. Simulation results show that QDDMR 
works simply, has better expansibility, and is an available 
approach to multicast routing decision with dynamic group 
topology. 

Our work is just beginning, only has some limited testing 
and simulation. The design needs to be validated in actual using. 
It is necessary to do more optimize for some multi-objective 
problem during the process of looking for the best multicast 

trees in the future. 
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ABSTRACT  
 

This paper deals with the fairness of pricing scheme in TCP 
network and how the users to modulate rate to achieve the best 
utility As the case of a single bottleneck. The incentive 
Stackelberg strategy concept was introduced to the model of 
network system to make the users to obtain the best rate. At 
the meantime, the strategy can prevent the users from 
occupying their resource of the network excessively, which 
can avoid the congestion of the network to a certain degree. 
Finally, some numerical simulations about nonlinear strategy 
are given via MATLAB to illustrate the proposed method. The 
result of the simulation certifies the validity and practicability. 
 
Keywords: Pricing Scheme, Fairness, A Single Bottleneck, 
Incentive Stackelberg Strategy 
 
 
1. INTRODUCTION 
 
With the expansion of the bandwidth and the increasing 
number of users, they, the network designers, are facing a 
grim problem-how do they provide a fair and effective 
allocation for the available bandwidth. In the recent network, 
there are so many connections are using TCP(Transmission 
Control Protocol) such as FTP、HTTP、DNS、SMTP etc. TCP 
retains two state variables: cwnd and ssthresh to control the 
transfer speed. The latter used to distinguish slow start from 
congestion avoidance. The source end adopts the method of 
increasing the value of cwnd by the index way at a first stage 
of establishing the connection till the data packet loss. When it 
comes TCP-Reno will halve the value of ssthresh. When cwnd 
obtain the new value of ssthresh, TCP enter upon a phase of 
congestion avoidance, cwnd will increase by the linear way 
soon after. This kind of mechanism estimates the available 
bandwidth by ssthresh and detects the additional bandwidth by 
the method of congestion avoidance. Nevertheless, TCP no 
need for giving a fair and effective allocation for the available 
bandwidth in the connection.[1]  The researchers have 
proposed many different rate allocation mechanism so far, for 
instance, the perceive flow control mechanism based on RTT 
was first proposed by Nandy et al[2] and ECN (Explicit 
Congestion Notification) was adopted by Matsda et al[3] to 
solve such fair problem.  

 
The network is a public industry in fact and the potential 
uncooperative conditions also stimulate the researchers to dig 
out more strategy. Nowadays it is considered that the system 
optimal problem can de divided into two facets- the network 
and the users by Kelly’s study. Systems try to achieve the best 
optimization for the user’s selective consumption and the 

                                                        
 * Project name: Wireless mobile computer equipment based on 

Bluetooth, NO: 863-306-ZD13-04-8 

allocation of the rate[4]. We should consider the fairness of 
the user’s rate allocation; moreover try to maximize the user’s 
utility as much as possible. 

 
 
2. THE FAIRNESS OF PRICING SCHEME 
 
Congestion control algorithm based on the window not only 
needs to control the transmission speed, it also limits the 
maximum quantity of the unreleased packets according to the 
congestion window. It favors to ease the problems causing by 
the users′inaccurate forecasts of the available bandwidth. 
The throughput of the connection relies so much on its RTT, it 
is bad for sharing the bandwidth fairly at the junction of the 
bottleneck. Suppose the user adopt the rate-based congestion 
control algorithm, and if they can not forecast available 
bandwidth accurately and thus put the dada packets into the 
network with a very high speed, then the network will lost the 
packets with a high rate because of over-load buffer, and it 
takes a long time to recovery[5]. in the open network, it can 
guarantee the network stability by controlling the number of 
the packets and the connection and then assure no user can 
increase the rate arbitrarily because of the users′inaccurate 
forecasts of available bandwidth and take it as a penalty for 
other users during the network congestion. If the total rate of a 
link is less than the bandwidth capacity of it, there is no 
congestion, and every user can reach his expected speed so 
need not to compete with the other users. Otherwise, it can 
cause the overstock in the source end if any user attempt to 
accelerate their own rate when the total rate reached the 
bandwidth capacity of the link, and then it can lead to a 
serious queue delay. Suppose the network attempt to increase 
the consumption of the system while a queue delay, as we seen 
in the flowing pricing scheme： 
 

Let je  be an overstock queue length of source end j, 

j J∈ .when the total rate passing the source end is less than 
the bandwidth capacity of the link, we can suppose that it has 
no congestion. When source j J∈ has congestion, we can 
know that the total rate passing it equals to the bandwidth 
capacity of the link, it need to cost a price in the source end at 
the moment. 
 
The cost of per-unit flow jλ  is the cost caused by the queue 

delay of the source end. j i je Cλ = .so we can get the total 

price of per-unit flow on router iJ J∈ is
ij J jλ∈∑ .let the 

rare of use i be i
x , we can get that the user i  spend 

ii j J jx λ∈∑i per second because of the delay. Therefore, we 

have the user’s utility function or we can say node beneficial 
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function as flowing: 

( ) ( )
i i

j
i i i j i i i

j J j J j

e
U x x U x x

C
λ

∈ ∈

− = −∑ ∑i i     (1) 

 
Considering the cost of per-unit flow, the users only need to 
know the total cost of per-unit on its router instead of the cost 
of the source end, for maximizing the object function. Now 
let’s introduce how the users use TCP to calculate the cost of 
per-unit flow without the help of network. We suppose that 
every connection knows its propagation delay in the router, it 
can be realized by keep detecting the RTT of the packet Let 
the object queue length of the user’s be ,( )ip p i I= ∈ , and 
the user’s window size is close to the equilibrium point of TCP 
[6], what is more, the rate now satisfying the weighted scale 
average, we can get the per-second cost as flowing:  

i i i

j ii
i i j j i

j J j J j Jj j

e x
d x e e p

C C∈ ∈ ∈

= = = =∑ ∑ ∑i i
  (2) 

Where i
je is the queue length of connection i in source j. We 

suppose the sending rate of every link happened to be the 
queue length of congestion in the source end. This accords 
with the service discipline of FIFO of switches .therefore, for 
a definite point p , the user’s cost equals to its queue length, 
what is more, the user can speculate their own cost according 
to the object queue length. 
 
One important aspect of pricing scheme is fairness. The cost 
of a connection in source j J∈ should be equal to its rate. 
In other words, the cost of per-unit flow for each connection in 
the source end should be the same. So it is easy to see form the 
pricing scheme above, when a new user enters the network, its 
cost equals to the total increasing of the cost of the system. 
The cost of new user i equals to its object queue length p. we 
can calculate the total cost per second of the system as 
flowing: 

j
j j j j i

j J j J j J i Ij

e
C C e p

C
λ

∈ ∈ ∈ ∈

= = =∑ ∑ ∑ ∑i i
     (3) 

Thus, the fairness of pricing scheme is protected 

automatically. 
 
 
3. THE APPLICATION OF PRICE INCENTIVE     

STRATEGY IN THE USERS’RATE 
MODULATION 

 
It has been mentioned in Kelly’s references that the unit price 
of the flow is an intermediate variable. The system 
optimization can be realized when achieving a balance 
between the user’s cost choice and the choice of the 
distributive law of the network [7]. In the game theory model 
its input was controlled respectively by at least two players so 
that the system status can reach their won requested output. So 
the game theory afforded an architectural structure to analyze 
the dynamic characteristics of the uncooperative network [8]. 
 
3.1 System Model 
We consider a network with a resource set J, let Cj be the 
band-limited capacity of resource j, and j is a member of the 
set J . The users in set I use the network at a speed 
of 1, 2( , , )ix x x x= " . We can get the maximum utility 
model for each user I as following: 

,( )i i iU S E R U λ : 

Maximize:  ( )i
i i

i

p
U p

λ
−         

Over:   0ip ≥       (4)  

Where iλ  is the unit price of the flow per second i
i

i

p
x

λ
=  

is the user’s rate, the utility function iU  is a continuously 
derivable and strictly convex increasing function 
when 0ip ≥ . 
 
Now, we can reach some conclusions about the optimal 
problem of the system as follows: 

( , , ) :N E T W O R K A C p  
Maximize: lo gi i

i
p x∑        

Subject to:  TA x C≤       
Over:   0x ≥      (5) 

Where A is a 0-1 matrix. 
Theorem: For a set :T P P→  

             ( ) arg max ( )
( )i

i
i i i

p

p
T p U p

pλ
= −

�

� �      (6)

  
Where IP R += , ( )pλ  is a unit flow vector which in the 
vicinity of an independental fixed stable point of TCP. There 
exist a fixed point *

ip satisfying the mapping T , the rate 

allocation *
ix  is the best rate at the point *

ip , at the 

meantime, and it’s the solution to ( , , )SYSTEM U A C . 
Problems above-mentioned satisfy: 
(1) * * *

i i ip x λ= i ； 

(2) *
ix  is the solution to ( , , )NETWORK A C p ； 

(3) *
ip  is the solution to ,( )i i iU S E R U λ . 

 

Tack the partial derivative of
*( )i

i i
i

p
U p

λ
−

� � , we get 

*

'
* *

{ ( ) }

1 ( ) 1

i
i i

i i

i
i

i i

p
U p

p
p

U

λ

λ λ

∂
−

∂

= −

� �
�

�
             (7) 

 
According to Kunhn-Tucker, this is a sufficient and necessary 
condition, ip�  satisfy: 

' *
*

' *

0 ( )

0 ( 0 )

i
i i i

i

i i i

p
p U

p U

λ
λ

λ

> ⇒ =

= ⇒ ≤

��

�

           (8)   

 
Therefore, for any equilibrium point *

ip  we get: 
*

* ' ' * *
*

* ' *

0 ( ) ( )

0 (0 )

i
i i i i i

i

i i i

p
x U U x

x U

λ
λ

λ

> ⇒ = =

= ⇒ ≤

       (9) 
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* * *

* ' * *

*

( ) 0

0 0

i i i

i i i i

i

p x

x U x x

x

λ=

⎧ >⎪= ⎨
=⎪⎩

i

i           (10)   

 
For such an equilibrium state, if the user I doesn’t change the 
parameter ip , the rate now will be the user’s optimal rate. 
Hence we obtain the following renewal strategy: 

'

* '

( ) arg max ( )
( )

0 if ( ) (0)

if 0 ( ) (0)

i

i
i i ip

i

i i

i i i

p
p t U p

t

t U

p t U

λ

λ

λ

= −

⎧ >⎪= ⎨
< <⎪⎩

         (11) 

 
Suppose that the adjustment of price occur within range of a 
long time, what is more, the users allow their window size 
closely to the TCP equilibrium point. The user calculates its 
optimal price based on the current system flow unit ( )i tλ  at 
any time to achieve the best utility of the node. The users need 
to wait till the flow unit price debased if it is too high. 
Considering the one-to-one correspondence between the price 
vector and its corresponding rate allocation, it’s a challenging 
problem that to introduce the user’s gathering grade in a 
common network. In some cases, the users gather in a single 
bottleneck .the unit price of flow per second are the same. 
so ,every user adjust its price based on the current system unit 
price of flow. 
 

i
i
i

i
i
i

1
2

i  
 

Fig.1. A single bottle neck 
 

Users need to know both available bandwidth and flow unit 
price in such a situation. It’s different to obtain the best rate 
since the residual available bandwidth can be taken by other 
users. According to the theorem in reference [9] we can know 
that Problem (4) exists a Nash equilibrium point in a single 
bottleneck link with the bandwidth limited capacity and using 
by limited users .So, the stackelberg strategy in game theory 
was introduced in the model here .The network system is the 
host and the users are guest that satisfying Nash equilibrium 
point and what’s more, both the system and users can take the 
library of changing ix . As a result, the host must be in the 
magisterial position if it requests any other user to reach the 
prescriptive price of the system. We can reach the conclusion 
according to the following Stackelberg strategy: 

*( ) ( ) ( )i i i i i i ix q x q xξ λ= + −              (12) 
 

Where ( )i iq x  is any one of the uncertain function of xi. x* is 
the expected point to meet the requirement of the user’s rate in 
the network. 

*( )i i ixξ λ=                                  (13) 

argmax *[ ( ) ( ) ]i i i i i i i iU x x q x x xλ− − =          (14) 
 
3.2 The Nonlinear Incentive Strategy  
The strategy to stimulate the users to accelerate the speed is 

taken when the total rate of the link is less than the bandwidth 
capacity of it, but it will be forced to slow down after it 
beyond the optimum point .  
 
Consider such a nonlinear function： 

*

*
*

*

1

*

( )
            if  

( ) 0                                   if    

( 1)
  if   

i

i

i i i
i i

i

i i i i
x
x

i
i i

i

x x
x x

x

q x x x

e
x x

x

λ

μλ
−

⎧
−⎪ <⎪

⎪⎪= =⎨
⎪
⎪ −⎪ >
⎪⎩

   (15) 

Where μ  is a penalty divisor which is greater than zero. 

Replace iλ  in (4) with a nonlinear structure 

iξ ,problem(4)can be written as： 

  Max ( )i iW x ,    over 0ix ≥      (16) 
where ( ) ( ) ( )i i i i i i i i iW x U x x q x xλ= − − . satisfying 
both (13) and  (14)  by  checking  
 
 
4. NUMERICAL EXAMPLES AND 

SIMULATION RESULT 
 
Choose a utility function such that： ( ) 6log( 1)i i iU x x= + , 
let 1λ = , according to 

' ( ) 1 0i iU x − = ⇒ * 12.81ix = and ' (0) 6iU = , 

satisfying ' (0)i iUλ < , * 12.81 1 12.81ip = =i . The method of 
network control was taken and Kelly’s utility function was 
introduced to also. Put ( )i iq x  into ( )i iW x  We can point 

out the curve of ( )i iW x  μ =1, 3, 8 we can reach the 
conclusion that the downward trend will be much more 
obvious with the increasing of μ . 
 

 
Fig.2. The curve of user’s utility function 

 
 
As shown in graph 2, ( )i iW x obtain the largest value at the 

point of 12.81ix = , it is obviously that x=12.81 is a division 
point. The curve increases slowly in the former part and falls 
sharply in the other. Therefore the users felt a great necessity 
to modulate their rate for achieving the best utility .They will 
make it to approximate to *

ix , for making the utility function 
maximize. 
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Fig.3. Numerical curve of nonlinear incentive strategy 

 
 
According to (12), as the case of a nonlinear 
condition:
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We can reach the result, 6,  1ih λ= = , to the contour curve 

log i i ih x xλ− by graph 3. The broken curve in the picture is 
the curve of nonlinear incentive strategy ( )i ixξ  when μ =1, 
3, 8. Hence we obtain the max value of the curve is 

12.81 1,  i ix λ= = .the user    can get the greatest utility 

function at this point. In other words ,comparing with *
ix , the 

more approximate the user’s rate ,the more benefits they can 
get ,we can get the following conclusion by picture 2, if the 
value of x-axis is less than *

ix , ( )i ixξ decreased gradually,这
the lower ( )i ixξ ,the greater the user’s rate, however 

( )i ixξ will be increased when the user’s rate is beyond the 
optimal point *

ix .This kind of incentive strategy was adopted 
to encourage the users to adjust their rate, avoid waste of 
resources and benefit the users at the same time when the 
network flow is greater then the user’s total need. As we can 
seen that the bigger the penalty divisor μ , the steeper the 
curve is and the more obvious the incentive application is. We 
should pay a tension to that the users should adjust the rate in 
time to avoid t ( )i ixξ too high. At the meantime, Debate the 
rate can relieve the network congestion to a certain degree and 
can avoid the congestion caused by the total rate beyond the 
network bandwidth capacity since the over speed of user i. 
Decrease sharply after the optimal point can avoid the 
unnecessary cost caused by increasing rate arbitrarily. Every 
user can use the network at the best rate when the network has 
limited users and the flow of network is more than the total 
demand of the user. 
 
 
5. CONCLUSIONS 
 
This paper analyzed the fairness of pricing scheme TCP 
network and discussed the uncooperative user’s utility 

problem with the incentive Stackelberg strategy in game 
theory. Simulation result showed that it is particularly 
important for both the network and the users to restrain the 
users to use the network resources more effectively by using 
this method. In recent years the methods building a model by 
using the game theory came in increasing numbers for the 
route planning and flow control in the communication network. 
Both the specified price by the network administrators and 
user’s reaction rate concern the user’s utility and affect the 
congestion of the network. Therefore, it is hot spots of 
specifying a reasonable price and using the different strategies 
for today’s network management. It is of great practical 
significance to combine the price control and the view of 
market and it is basic to measure the utilization of the network 
and its gains. 
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ABSTRACT 
 

Cell access time delay of ONU (Optical Network Unit，ONU) 
in BPON (Broadband Passive Optical Network based on ATM) 
is studied and emulated in this paper. An algorithm of upstream 
cell time delay and cache length or buffer size in the ONU are 
given, which is based on the queuing theory of M/G/1/∞ model. 
Through simulation experiment by using OPNET, CD(Cell 
Delay) and CDV (Cell Delay Variation) results of CBR and 
VBR cell streams are acquired. The experimental results show 
that by using queuing theory of M/G/1/∞, CD and CDV can be 
reduced and capability of access network can be improved , 
which would provide higher QoS. The given algorithm in this 
paper can improve capabilities of Cell Delay and Cell Delay 
Variation, provide the referenced theory criterion of BPON 
MAC (Media Access Control) protocol designing. 
 
Keywords: Optical Communication, BPON, Queuing Theory, 
MAC 
 
 
1. INTRODUCTION 
 
In passive optical access network based on ATM, there are 32 
or more ONU(Optical Network Unit，ONU) who share the 
network resource. In upstream direction, TDMA (Time 
Division Multiplex Access) is used to access network[1], so 
Media Access Control protocol is used to avoid upstream cell 
collision and provides transparent transmission of multi-service. 
Arrived cells of subscriber such as voice, data, and video are 
stored in ONU’ buffer, and after waiting time delay, these cells 
are multiplexed into one data frame in their own upstream time 
(called time slot) and transmitted to OLT( Optical Line 
Termination) through fiber. In the access network, cell delay 
(CD) and cell delay variation (CDV) are two most important 
characters, which have seriously influence on network 
capability. Therefore, it can provide applied algorithm for 
designing of ONU buffer and can improve access network 
capability by analyzing cell upstream access time delay with 
queuing theory. 
 
 
2. QUEUING MODEL OF BPON 
 
Queuing model of broadband passive optical network is 
illustrated in Fig.1, whose basic character is that ONUs apply 
the required bandwidth and OLT assigns later according to 
bandwidth allocation algorithm. In this way, there are no 
collisions of cells in the line. Ways of applying bandwidth are 
classified as SR and NSR, it is that ONU reporting status (SR) 
or OLT monitoring the upstream bandwidth (NSR, non Status 
Reporting). Each ONU have cell buffers, which are 
corresponding to the T-CONT of each ONU. Each T-CONT 
store the different priority service cells, and these cells come 
into the different T-CONT to wait for being transmitted. To the 
way of SR, every ONU reports the cell number in each 

T-CONT by mini-slot at interval (on the assumption that the 
interval is W, which can be set by OLT with sending 
Divided-slot grant); To the way of NSR, OLT collects and 
calculates the total cells number of ONU and its T-CONT (that 
is the bandwidth of ONU) at interval of W. When OLT gets 
this information, it may allocate the bandwidth to every 
T-CONT of ONU by considering of their priority. The 
downstream bandwidth is indicated by downstream data grants 
which are stored in the buffer and transmitted in the PLOAM 
(Physical Layer Operation and Maintenance) cell. When each 
ONU receive one data grant, they will send one upstream cell 
at the corresponding data grant time slot. What is described 
above is access process of BPON. 
 

 
Fig.1. queuing model of BPON 

 
MAC (Media Access Control) protocol is the core of queuing 
model. Formats of downstream and upstream data frame, time 
interval and frame format of reporting upstream queuing cells 
number, downstream grant assigning plan and bandwidth 
allocating plan are all dependent on MAC protocol. 
 
Source model and its compound stream model can be used to 
simulate the practical running process of multiple services in 
BPON. And in this way, performance objectives of BPON can 
be known in advance. In order to acquire high capability but 
being irrelevant to service, and reduce the influence of MAC 
protocol on parameters of BPON QoS (Quality of Service), 
performance studying should be generalized. Considering these 
cases described above, cell time delay (CD) and cell time delay 
variation (CDV) of real time service cell stream, for example, 
CBR, and non real time service cell stream, for example, UBR 
which is often represented by ON-OFF model, would be 
studied on different load condition in this paper, and capability 
of service in the different priority should also be studied. 
 
On consumption that source stream model will generate cells 
which comply with Possion distribution. This model can be 
described and scaled by Possion intensity. There are two 
advantages when using this distribution to generate cells in the 
process of computer simulation, one is that there are no 
aftereffect; the other is that multiple Possion streams when 
being mixed into one stream still keep the Possion character, 
and the intensity of compounding streams is the total intensity 
of all individual Possion stream. As a kind of model of 
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describing random phenomena, Possion distribution plays an 
important role in the queuing theories and communication 
network. In the theoretical analyzing, rules of calculating queue 
length and cells average time delay are provided by using 
Possion distribution and queuing model.  
 
 
3. STUDYING OF BUFFER QUEUE LENGTH 
 
Supposing that cells arrive with Possion distribution, Possion 
parameter is λ, which indicates that there are λcells arriving 
within the unit time (one slot in this research). Multi-Possion 
streams can be compounded into one stream whose parameterλ 
is sum of each Possion stream, that is λ1+λ2+…+λn. 
Multi-Possion streams follows the general serving time 
distribution, that is, M/G/1/∞ queuing system. Cell queuing is 
analyzing by using M/G/1/∞ model in this paper. 
 
To M/G/1/∞ queuing model, as serving time follows the 
general distribution, to random selected time point t, the 
customer which is being served may not finish serving. From t 
point, the left serving time doesn’t follow the former time 
distribution and may have remembrance. Consequently, the 
system process would be affected by the former status. 
Nevertheless, if the left time of customer is especial in 
M/G/1/∞ model, for example, at time of one customer just 
being finished, from this moment, the work status of model is 
just pull round; or at this time system is idle status or begins to 
serve another customer. The moment of finishing serving may 
not be the same time as that of customer arriving. To the 
customer on the road, the arriving time in compliance with the 
negative exponential distribution, as negative exponential 
distribution have no remembrance, the left arriving time is still 
in compliance with the negative exponential distribution. At 
this moment, system looks just like as recommencing, the 
following status is decided by the status of this moment, and is 
irrelevant to former status. This moment is called a second 
birth point or a second birth time. So all the moments of 
finishing serving can be found out to buildup a second birth 
point series, that is: t1，t2，…tn，…{tn} is a random series, the 
status of model (cells number) have Markov characteristic 
when being watched on the second birth point[2]. Nn 
represents the left cells number in the buffer that when the No, 
n cell leaves. {Nn} is a Markov chain, is also called imbedded 
Markov chain, and {Nn}is also a homogeneous Markov chain. 
 
Assuming that the probability of reaching k cells in one time 
slot is kα (k= 0，1，2，…), and reaching λ cells averagely. 
Serving time 

μ
1  is a fixed time slot. Assuming that density 

function of serving time is )(tb , the average serving time is: 

∫
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Laplace transformation B*(s) of )(tb is: 
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Supposing:
μ
λρ =  

nC  : the nth cell of going to ONU buffer; 
nt  : the moment of leaving BPON system when finishing nC  

serving; 
nN  : the queue length when nC  left; 

nV  : serving time of nC ; 
nA  : arriving cells number within serving time nV  of nC ; 

As analyzed above, { nV } is an independent random series and 

follows the same distribution, its distribution density is )(tb , 
{ nA } is an independent random series and follows the same 
distribution, its probability distribution is {

kα }.  
It can be concluded:  
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Average value ][ nAE  of nA , that is, average cells number 
within the nth cell serving time nV , is as follows: 
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It can be concluded by transition matrix P that { nN } is a 
homogeneous Markov chain, is aperiodic and irreducible. On 
condition that 

1<=
μ
λρ

, this Markov chain has character of 

ergodicity, so the stationary distribution exists. Status transition 
figure is as Fig. 2. 

i-1 i i+1 i+2 j... ......
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Fig.2. Markov status transition Figure 

 
Because {

jp } meets with the balance equation: 
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So the average queue length can be solved:  
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Using 1=s  substituting the (3) equation, whose right side is a 
kind of 

0
0  indefinite equation. When 1→s , using L’Hospital 

rule twice, average queue length is only decided by ρ and ][VD , 
namely, by serving intensity conditions and square difference 
of serving distribution, and it is irrelevant to other capabilities 
of serving distribution. 
So the waiting queue length formula: 
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If serving time follows the fixed length distribution, queuing 
model is M/D/1/∞, it can be concluded that :  
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The waiting queue length:  
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4. STUDYING OF UPSTREAM CELL AVERAGE 

TIME DELAY 
 
It can be drawn by Little formula:  
Average waiting time is:  
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Average staying time:  
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When serving time follows fixed length distribution, its 
queuing model is M/D/1/∞, αλρ

α
μα === ，，
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The equation below can be drawn as follows. 
Average waiting time:  
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Average staying time: 
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The formula (9) and (10) above are the solution of calculating 
average waiting time and average staying time. 
 
Average staying time is the sum of average waiting time and 
average serving time, and to real time service and non real time 
service, waiting time is different. 
 
 
5. SIMULATION RESULTS 
 
In BPON, upstream cell delay are composed of the following 
factor: queuing time of arriving cells in ONU; transmission 
time of upstream queuing information (maximum distance 
between OLT and ONU is 20km, cell transmission time in the 
fiber is 100us); processing time of OLT; downstream 
transmission time of grant; ONU processing time (which is less 
than 50us[3]); cell upstream transmission time. The simulation 
results of CD and CDV probability density distribution 
function are illustrated in Figure 3 and Figure 4, which are 
concluded by using M/D/1/∞ model on the OPNET software 
platform. From the figure, CD and CDV can meet the demands] 
in optical[4][5] network.  
 
 
6. CONCLUSIONS 
 
Through analyzing and developing of queuing time delay in 
BPON, the cell time delay in the access network can be 
reduced. Average waiting time is essential to cell delay in 
access network, the theoretical algorithm can enhance 
robustness and improve capability of system, and then raise the 
parameter of service QoS. Queue length algorithm and formula 
can provide reference bases to ONU software buffer length 
designing. 
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ABSTRACT 
 

At present, with the development of Internet, the streaming 
media is increasing so rapidly that it has already become the 
main format of the Internet information. Comparing with the 
traditional Web applications such as text and figures, the 
characters of streaming media are containing large quantity of 
data and visits which need broader bandwidth and excellent 
network service. Nevertheless, because of the limitation of the 
structure of Internet, there are difficulties to apply streaming 
media in a large scale. 
 
In such conditions, CDN and P2P are developed to resolve the 
problem of content distribution with respective advantages in 
different ways, however, there still evident shortages for the 
limitation of the computing models of CDN and P2P. In this 
paper, a new streaming media content distribution model is 
discussed depending on the compromising of CDN and P2P. 
 
Keywords: P2P, CDN, Compromising  
 
 
1. INTRODUCTIONS TO THE TRADITIONAL 

CDN AND P2P 
 
1.1 Introduction CDN 
The full name of CDN is Content Delivery Network. In this 
way, the content can be delivered from the core to the nearest 
end point of the network, where the best service is provided by 
adding a layer of new network framework and using the 
passing intelligent tactics, and the users can access to the 
needed information nearby. By this means, the crowding of the 
Internet is released and the response time of the website is 
reduced. From technical aspect, CDN resolves the problem that 
the visit of the user is responded too slowly, which is caused by 
the narrow bandwidth, numerous visitors, as well as the uneven 
distribution of the network stations.  
 
However, CDN still belongs to the Client/Server computing 
model. Although it can distribute the functions and services in 
the network, which will promote the delivery of the content of 
streaming media in a certain degree and improve the service as 
well, the service extending ability is decided by repeated 
arrangement of the delivery nodes with high cost and 
continuous investment because its core is depending on the 
framework of C/S. Further more, because users’ visits are 
random and unexpected, without elastic extending ability CDN 
can not promote the efficiency of the system basically. 
 
1.2 Introduction to P2P 
The full name of P2P is Peer to Peer, that means transmitting 
equally from point to point. P2P integrates the single user into 
network. In this way, the bandwidth can be shared and the 
information is processed in together. Different from the 
traditional C/S model, all clients have the service function. 
Using the framework of P2P, the computing resources and the 
bandwidth of the common computing apparatuses are used 

efficiently, and the computing tasks and memorized data are 
delivered to every peer. As the result, high performance 
computing, strengthened I/O ability, broader bandwidth as well 
as enormous storage can be realized. As the same time, because 
of the characters of P2P, the advantages are significant when 
synchronous services of the system are demanded in a large 
scale. The system has the ability of dynamic extending, and it 
can provide efficient and reliable service with low delivery 
cost.  
 
Nevertheless, shortages still exist in the application of single 
client P2P. Firstly, P2P system is difficult to be controlled and 
not manageable inborn, so there is the problem of utilizable 
ability. P2P is reliable from the aspect of the whole system, but 
focusing on the individual content or task, the system is not 
satisfied. Every peer is random and can quit the system, as well 
as the content for exchanging can be deleted and the sharing of 
it can also be terminated at all times. Further more, using the 
traditional technology, the best logical links are chosen as the 
channels for data exchanging automatically, but the condition 
of the practical physical links are ignored. The real framework 
of the IP network of telecom has not been considered which 
leads to problems harming the benefits of the telecom 
merchants such as the block and streaming storm of the 
back-bone network. All these hinder the traditional client 
terminal P2P developing into the technical platform in the level 
of telecom.  
 
 
2. THE PRACTICABILITY OF THE 

COMPROMISING OF P2P AND CDN 
 
P2P is an elastic system can be extended at anytime with high 
service efficiency, its weak concentrates on the management of 
content copyright and users, the insurance of Qos service as 
well as the sequence of the data stream. On the contrary, CDN 
technology has the advantage in the ensured service and 
manageable content and client, but because of its inflexible 
character, the efficiency of the system is difficult to be 
promoted and large scale service is hardly to be realized with 
low cost.  
 
From above, we can learn that, as two main technologies of 
content distributing, both CDN and P2P has superiorities in 
their own field. Further more, there are complementarities in 
the difference between their computing models. If we can 
compromising the extending ability of P2P with the reliable 
and manageable character of CDN, a streaming media delivery 
platform can be constructed which will fulfills the 
responsibility of the content application in the level of telecom.  
 
 
3. THE COMPROMISING OF P2P AND CDN 
 
Considering the research on P2P and CDN, a new model is 
conceived which adopt traditional CDN as the upper 
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framework and P2P as the lower layer to realize the content 
distributing. Using the traditional CDN technology, the content 
of streaming media is pushed from the core to the end of the 
network and cached in the service peer. And then, using P2P 
technology, the transmitting must be limited within the service 
of local peer. If the local peer does not have the content needed 
by the user, it will ask the central server for it, and then deliver 
the content to the local client after fetching it. This model 
combines the respective characters of traditional P2P and CDN. 
On the one hand, the content is pushed to the peer nearest to the 
user depending on the ensured service of CDN; on the other 
hand, the service ability is promoted through the advantage of 
extending of P2P. 
 
However, combining P2P with CDN in this way just uses the 
outside characters of themselves, the nature of these two 
technologies has not been touched, and the frameworks of them 
has not been compromised yet. Just their serving methods are 
added up. Only when the superiorities of P2P and CDN are 
utilized completely, can the compromising of them be realized, 
that means not only the advantages in service should be utilized, 
but also their shortages should be remedied by the superiorities 
of the other side. At last, after composition and unification, an 
optimized platform of streaming media content delivery is built 
up which compromises CDN and P2P. 
 
The CDN can be optimized and modified by P2P. In the 
traditional CDN, the data links between the core and the end 
service point need quite a lot of investment, but utilizing rate of 
the resources and bandwidth is not high. Further more, the 
unimpeded transmission of the links across ISP can not be 
ensured. Facing this problem, the node apparatus of CDN 
should be organized in the way of P2P, using the list service 
and multi-peer transmitting function of it, the content of the 
different node equipments of CDN can be exchanged and 
duplicated. Then content delivery ability of CDN is improved 
for in this way, the transmitting of the content from the core to 
the end is accelerated and the redundancy of the system is 
improved. 
 
Absorbing the advantage of CDN, using the management 
system of it, increasing the position of the super nodes, a 
framework can be constructed in which CDN is the reliable 
content core and P2P is the extending mechanism. In such way, 
the content and users can be well managed and the streaming 
load of the network will be in order.  
 
All in all, the compromising of CDN and P2P does not mean 
the simple composition of them. On the one hand, adopting P2P 
to optimize the core layer of CDN and re-organize the original 
framework and service point of it; on the other hand, using the 
technology of CDN to improve the function of control and 
management of P2P network.  
 
After completed compromising, infiltration and modification, a 
unified optimized content distribution platform (the upper layer 
is CDN with improved delivery ability after being modified by 
P2P, and the lower layer is P2P with strengthened function of 
control and management) compromising CDN and P2P is 
formed. 
 
 
4. THE ADVANTAGE OF THE COMPROMISING 

MODEL 
 
The streaming media content distribution platform 
compromising P2P and CDN has the advantages as following. 

First, the pressure on the data resources of the central peer is 
released greatly. In the traditional CDN, if any point wants to 
acquire the data of the resources of the central point, it must 
visit the server of the data resources in direct, which cause that 
the pressure on the data resources is too extensive and waste 
too much bandwidth as well as affecting the stability of the link 
between the center and the end point. Instead, data in the CDN 
which has been re-organized in the way of P2P can be shared 
and cached, so that the pressure on the central data resources is 
released in a great degree. 
 
Second, the reliability of the system is enhanced by the 
multiple back-ups of the data of central data resources. 
Multi-peer back up is the result of that different service peers 
duplicated the data of the central resources, which strengthens 
the redundancy of the CDN system as well as the ability of the 
self repairing of the service, so that the stability of the whole 
system is improved. 
 
Third, flexible service is realized by adding service nodes. The 
data is shared and cached in the way of P2P, which releases a 
lot of nodes to provide service that is much more flexible and 
intelligent. For example, using streaming media VOD, the 
nodes in neighborhood can cache different streaming media 
data in a certain sequence respectively. If the user of node A 
requests the content cached in node B, the data will be 
exchanged between the two nodes, at last the user will acquire 
the content from node A. 
 
Fourth, the efficiency of the service is promoted by 
strengthening the extending ability of the system. Using P2P 
technology to deliver the content in the lower layer improve the 
extending ability of the system significantly, a elastic system 
can deal with the bursting out of the unexpected visits, which 
will maintain the high service efficiency.  
 
The streaming load in disorder can be avoided by enhancing 
the management of the network. Because the range of P2P is 
strictly limited in a certain service area of a specific end service 
peer, many problems such as block of back-bone network and 
the disorder of the streaming load can be resolved, which used 
to be caused by the transmission across regions and ISP of P2P. 
Thus the network is much more manageable and the good 
service is ensured. Further more, both the users and the 
streaming load can be supervised through the client terminal. 
 
 
5. CONCLUSIONS 
 
After compromising P2P with CDN, the shortages of the two 
technologies can be remedied by the advantages of the other 
side, and the original framework is modified. In addition, the 
extending ability of P2P and the reliability and manageable 
ability of CDN are integrated perfectly. All these provide an 
opportunity to construct a super content distribution platform 
which can support the delivery and the application of the 
content in the level of telecom.  
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ABSTRACT  
 

Under the all-to-all communication mode and shortest path 
scheme, this note shows that the load of an edge in a Kautz 
network K(d, k) is upper bounded by 1 + 2d + 3d2 + · · · + 
kdk–1. The sufficient-necessary condition for an edge to reach 
this bound is also given. This result implies that if  

2 1d k≥ + −  then the load of the Kautz network equals l(K(d, 
k)) = 1 + 2d + 3d2 + · · · + kdk–1.  

 
Keywords: WDM Networks, Shortest Path Routing, Network 
Loads 
 
 
1. INTRODUCTION 
 
With the development of optical fiber techniques, more and 
more optical fiber techniques such as Wavelength Division 
Multiplexing (WDM) are introduced into multiprocessor 
interconnection and computer networks interconnection. 
Single hop network is optical networks in which no 
Wavelength converter is used [1]. In single-hop networks 
two end-nodes must communicate with one another in one 
hop, that is, the connection between a pair of nodes should 
use the same wavelength throughout the route of the 
light-path. In WDM scheme, frequency multiplexing in the 
optic domain is used where several communication channels 
operate at different carrier frequency on a single fiber sub-
ject to the constraint that two different light-path sharing a 
fiber must use separate channels. In all-to-all communication 
mode, every node sends messages to each of the others 
through light-path between them. The number of light-path 
passing through a fiber is called the load of this fiber and the 
maximum load of the fibers in the network N is defined as 
the load of N [2]. While the ability of a fiber to bear 
light-path is limited and when the scale of the network is 
extended, the load of the network will increase and may be 
more than the fiber can bear. So how to lower the load of a 
fiber and save the wavelength resource is a key problem for 
an all-optical network. 

An optical network is convenient to be modeled as a 
directed graph G = (V, E)(with V as the node set and E as the 
edge set). The Kautz digraph is frequently used in modeling 
networks topology because it is regular, smaller in diameter 
and better fault tolerance. The other properties of Kautz 
networks have been studied to evaluate their suitability as 
topology for optical networks. For example, Kautz networks 
has better performance such as for given degree of each node 
and a given diameter of the network; it supports more nodes 
than other topologies, it also has better performance in terms 
of queuing delay in multi-hop networks[3]. The fault tolerant 
routing ability of Kautz networks is studied in literature [4]. 

It is known that there is only one shortest path between 
any two nodes in Kautz digraph, that is, the shortest path 
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routing scheme is determined once the parameter of Kautz 
digraph is given. The shortest path routing algorithm was 
proposed in literature [3]. By all-to-all communication mode 
in single hop optical network, there is a light-path between 
any two nodes, the message can be transmitted in the light--
path by one wavelength. 

In this paper, we will focus on the all-to-all communi- 
cation mode and shortest path scheme of the Kautz network. 
We show that the load of an edge (denoted by l(e)) in a Kautz 
network K(d, k) is upper bounded by 1 + 2d + 3d2 + · · · + kdk–1. 
The sufficient-necessary condition for an edge to reach this 

bound is also given. This result implies that if 2 1d k≥ + −  
then the load of the network equals l(K(d, k)) = 1 + 2d + 3d2 
+ · · · + kdk-1. 
 
 
2. MAIN RESULTS 
 
For two vertices u and v of a graph G, we denote by (u, v) the 
directed edge with direction from u to v. Given two positive 
integers d and k, the Kautz digraph K(d, k) [4] is defined to be 
a regular digraph whose node set consists of all strings   a1 
a2 · · · ak of length k, where ai∈{0, 1, 2, · · ·, d},  i = 1, 2, · · ·,  k,    a i≠ ai+1  

for  each  i ∈ {1, 2, · · ·, k –1} (i.e., any two successive symbols 
in the string are distinct); and two nodes (strings) u and v have 
an directed edge from u to v provided they have the form u = 
a1 a2 · · · ak and v = a2 · · · ak ak+1.  One can see easily that K(d, 
k) have dk + dk–1 nodes with degree d and diameter k. As an 
example, K(2, 3) is as shown in figure 1. 
 
 

Fig.1. The Kautz network K(2, 3). 
 
When we say that a string a1 a2 · · · ak is equal to  a′1 
a′2 · · · a′k′, denote by a1 a2 · · · ak = a′1 a′2 · · · a′k′,  we always 
mean that k = k′ and ai = a′i for all  i = 1, 2, · · ·, k. For two 
(or more) strings w = a1 a2 · · · ak , w′= a′1 a′2 · · · a′k′, we 
denote by ww′ the connection of w and w′, i.e., ww′ = a1 
a2 · · · ak a′1 a′2 · · · a′k′. 
 
Theorem 1. For any edge e = (a1 a2 · · · ak, a2 · · · ak ak +1) of 
K(d, k),  

l(e) ≤ lmax = 1 + 2d + 3d2 + · · · + kdk–1,  

and the equality holds if and only if non of the 
following three cases holds. 
1). There exist i, j∈{1, 2, · · · , k}, i≥ j+1, such that  a1 
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a2 · · · aj = aiai+1 · · · ai+j–1;  
2). There exist i, j∈{1,2, · · · ,k}, j≤i+k – j, such that 

aiai+1 · · · aj = ai+k–j+1ai+k– j+2 · · · ak+1;  
3). There exist i, j∈{1, 2, · · · , k}, 2j– i–1≤ k, such that 

aiai+1 · · · a j–1 = aj aj+1 · · · a2j–i–1.  
 
Proof Let e = (a1 a2 · · · ak, a2 a3· · · ak +1)  be an arbitrary 
edge of K(d, k). Then the initial node u and the terminal 
node v of a path P : u→ v passing through e has the form: 

u=b1 · · ·bk–sa1a2 · · · as  
and   v = at at+1 · · ·ak+1c1 · · · ct–2,             (1) 
where s, t ∈{1, 2, · · · , k}, t ≤ s + 1. Recall that any 
two successive symbols in the string are distinct and 
notice that the number of all the symbols bi  and cj  
equals (k – s) + (t – 2). This implies that, when s and t 
are fixed, then the number of all the possible paths is 
no more than d (k–s )+( t–2). Therefore, when s – t is fixed, 
say s – t ≥ –1, the number of the possible such paths 
is no more than  

((k – s) + (t – 2) + 1) × d(k–s )+( t–2)  
On the hand, we notice that  –1 ≤ s – t ≤ k – 2. Thus, the 
number of all the possible paths passing through e is 
no more than 

1 + 2d + 3d2 + · · · + kdk–1, 
as desired. 

Now suppose that non of the three cases 
mentioned in the theorem holds. From the above 
discussion, to prove l(e) = lmax,  we need only to prove 
that the path P with initial node  
u = b1  · · · bk–s a1 a2 · · · as and terminal node v = 
atat+1 · · · ak+1c1c2 · · · ct–2 must pass through e for any 
b1 , · · · , bk–s, c1c2· · · ct–2 ∈{1, 2, · · ·, d}(with the re-
striction that any two successive symbols in the 
string are distinct). Since from u we can reach v by (k 
– s) + (t – 2) steps, the distance d(u, v) from u to v is 
at most (k – s) + (t – 2). Furthermore, it is clear that if 
d(u, v) = (k – s) + (t – 2) then P must pass through e. 
Now assume that  
ρ = d(u, v) < (k – s) + (t – 2). 
Case 1. ρ< k – s and k –ρ≤(k + 1) – t + 1. 

This case implies that 
 bρ+1 · · · bk–s a1 a2 · · · as = at at+1 · · · at+k–ρ.  

That is, a1 a2 · · · as = at+(k–s)–ρ+1at+(k–s)–ρ+2· · · at+k–ρ ,  which 
contradicts the fact that e does not meet the condition 
1). 
Case 2.  ρ< k – s and k –ρ> (k + 1) – t + 1. 
Let w = (k –ρ) – ((k + 1) – t + 1). Then we have 

bρ+1 · · · bk–s a1 a2 · · · as = at at+1 · · · ak+1c1 · · · cw 
This implies that  

a1 a2 · · · as–w = ak+w–s+2ak+w–s+3 · · ·ak+1,  
which contradicts the fact that e does not meet the condition 1) 
and 2).  
Case 3. ρ≥ k – s and k –ρ ≤ (k + 1) – t + 1. 
This case implies that 

aρ–(k–s)+1 aρ–(k–s)+2 · · · as = atat+1 · · ·at+k–ρ–1 
and therefore, 

aρ–(k–s)+1aρ–(k–s)+2···at–1= atat+1···a2t+k–ρ–2.  
This contradicts the fact that e does not meet the condition 3).  
Case 4. ρ≥ k – s and k –ρ> (k + 1) – t + 1. 

Let w = (k –ρ) – ((k + 1) – t + 1). Then we have 
 aρ–(k–s) +1aρ–(k–s)+2 · · ·as= atat+1···ak+1 c1 · · · cw. 

This implies that  
aρ–(k–s)+1aρ–(k–s)+2···as –w = atat+1···ak+1, 

again a contradiction to the fact that e does not meet the 
condition 2). 
Conversely, from the above discussion, we can also see that if 

one of the three cases holds, then the number of the paths pass 
through e will not reach the upper bound lmax. For an example,  
if there exist  i, j∈{1, 2, · · · , k}, i ≥ j+1, such that a1a2 · · · aj  
=ai ai+1 · · · ai+j–1, then the length of the path P from the node 
b1  · · · bk–j a1a2 · · · aj  to aj + 1 aj + 2 · · · ak +1c1 · · · cj–1 is at most 
k – i if we choose bk–i+2 = aj+1,  bk–i+3 = aj+2,  · · · ,  bk–j = ai–1. 
Notice that  
(k –j) +(j –1) = k –1 > k –i. This implies that the number of 
the total paths which pass through e with s = j and t = 
i (here s and t is as defined above) will not reach the 
upper bound d(k–s )+( t–2) and therefore,  
l(e) < lmax.  The discussion for other two cases are 
analogous. This completes our proof. 
 
Corollary 1. If 2 1d k≥ + −  then 

l(K(d, k)) = 1 + 2d + 3d2 + · · · + kdk–1. 
Proof. We need only to find out an edge e of K(d, k) which 
does not satisfy any one of the three conditions of Theorem 1. 
Let the strings  

w = 1213· · · 1(d – 1)2324 · · ·2(d–1) · · · (d–2)(d–1) 
(e.g., when d = 5, we have w = 12131415232425343545) and 
w* = w1w–1, where w–1 is the inverse of w(e.g., 1236547–1 = 
7456321). It can be verified that w* is a string of length 
2×(1+2+· · ·+(d–1))+1 = d(d–1)+1 and furthermore, it does not 
satisfy any one of the three conditions of  Theorem 1. For 
convenience, we write            w1w* = w1w2 · · ·wd(d–1)+1.  
Since 2 1d k≥ + − , we have k < d(d – 1) + 1. This means that 
e does not satisfy any one of the three conditions of Theorem 1 
if we choose  

e = (0w1 w2  · · · wk–1,  w2 w3  · · · wk d),  
which completes our proof. 
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ABSTRACT  
 

With the change of network dimensions, Ethernet technology 
has developed from LAN to campus network, so the Layer-2 
switch has developed to multi-layer switch. The appearance 
of layer-3 or upper layer switch ,can solve the problems of 
low forward rate, high delay of traffic that needs to cross 
networks. This paper introduces the principle, character and 
implementation in detail. From this ,we can see that the point 
of “one route ,many times to layer-2 forward” is error. 
Layer-3 switch replace the software look up technology with 
the high speed ASIC forwarding.VLAN-IP technology is 
discussed in detail in the paper. 
 
Key words: IP, Layer-3 Switch, VLAN, QoS 
 
 
1. INTRODUCTION 
 
With the change of network dimensions, Ethernet technology 
has developed from LAN to campus network, so the Layer-2 
switch has developed to multi-layer switch. 
 
The appearance of layer-3 or upper layer switch ,can solve 
the problems of low forward rate, high delay of traffic that 
needs to cross networks. 
 
There are some inaccuracies if Layer-3 switch principle, This 
paper will introduces principle, character and implementation 
of the Layer-2 switch,Layer-3 switch, and multi-layer switch 
based on flow classification 
 
 
2. VLAN 
 
To understand VLANs, it is first necessary to have an 
understanding of LANs. A Local Area Network (LAN) can 
generally be defined as a broadcast domain. Hubs, bridges or 
switches in the same physical segment or segments connect 
all end node devices. End nodes can communicate with each 
other without the need for a router. Communications with 
devices on other LAN segments requires the use of a router. 
LAN environment connected by routers. Note that the router 
interface for each LAN is included as part of the LAN and 
broadcast domain. 
 
As networks expand, more routers are needed to separate 
users into broadcast and collision domains and provide 
connectivity to other LANs. 
 
Virtual LANs (VLANs) can be viewed as a group of devices 
on different physical LAN segments which can communicate 
with each other as if they were all on the same physical LAN 
segment. VLANs provide a number of benefits over the 
network. 

                                                        
* This work is supported by Hubei Province Natural Science 

Foundation under Grant 2006ABA296 

When address mating is done ,chip compares MAC+VID, 
only when the two are both matched, the packet can forward 
successfully.  
 
In Layer-2 switch, VLAN only means isolation of broadcast 
domain and is not involving gateway, which is done by upper 
layer devices. 
 
In layer 3 switch, VLAN is used to partition layer 2 broadcast 
domain and  VLAN-IP architecture is used to partition IP 
subnet, which can unify the layer 2 broadcast domain and 
layer3 IP subnet. 
 
 
3. LAYER-3 SWITCH 
 
3.1 Subnet and Gateway 
Layer-3 switch is network switch, which means packet 
forwarding is done by IP address of packets. 
 
The most important concept of network layer is IP subnet and 
gateway. 
 
IP is a protocol to mark host address in the network layer 
when packet is being transmitted. IP address is signed by four 
groups of 8 bits .(just like 192.168.2.1).It is composed of two 
parts. The former parts is network address, the latter is host 
address. The subnet is to mark how many bits of the IP 
address is belong to network address. 
 
When looking for address,the subnet is used to judge the 
destination IP address of packet is local or must be routed. 
Gateway is router, which can used to forward packet 
between two subnets. 
 
Simplify to said ,to distinguish whether the two hosts is in the 
same subnet, can bit AND there IP address with the subnet 
mask, if the result is same ,the two is in the same subnet. 
When two hosts in the same subnet ,the communication is 
only on data link layer, even if the communication is IP 
communication. But communication of the hosts in different 
subnet need network layer device-router or Layer-3 switch. 
 
3.2 VLAN –IP Architecture 
Each network vlan has the following feature: 

 Each vlan has a related mac address ,and can be set an 
ipv4 network address and a mask. 

 Each vlan which is set a ipv4 network address/mask can 
be a network interface, which is bound with the OS 
protocol stack. The subnet of this vlan can 
communication to the end-station inside via the 
network interface. 

 The ipv4 address /mask of the vlan is set by the host as 
the default gateway. 

 The vlan can isolate layer2 broadcast domain, the 
broadcast packets and the unknown packets will flood 
within the vlan but not to other. 
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 According to the practical need ,the end stations in 
different vlans can be set to communication each other 
or not 

 Each vlan which is set a ipv4 network address/mask is 
bound with OS protocol stack as a independent device 
in the low layer driver, and responsible for process and 
reply the communication with the ip. 

 

 
Fig.1. VLAN and subnet 

 
3.3 Flow of IP Forward 
ARP, is address parse protocol, which is responsible for 
parsing the according MAC address of IP address. ARP is 
very important in IP communication. The layer-3 switch is 
based on ARP. We take three hosts as example, to introduce 
the IP forward flow in the same subnet and different subnet. 
We will take ping protocol as example. 
The three hosts are configured as Table 1. 
 

Table 1 THREE HOSTS 

 
(1) A communicate with B 

 A takes its IP address bit AND with subnet mask, and 
gets the network ID :1.0.0.0 

 B takes its IP address bit AND with subnet mask, and 
gets the network ID :1.0.0.0,which is same with A. 

 Because the destination host is in the same subnet with 
itself ,A send ARP packet ,the tar get IP is 1.1.1.2. 

 Host B receives the ARP request from A, records the 
IP-MAC information of A, and send ARP reply packet 
to A. 

 Host A receives the ARP reply ,records the IP-MAC 
information of B, sends the ICMP echo packet ,in 
which the destination MAC is 0000000000000b 

 
Now the switch has the entry of MAC 0000000000b,the 
matching is successful, and the destination port is in the same 
VLAN with the source port ,so ICMP echo can forward to host 
B via layer-2 switch. 
 
The ICMP reply sent back by Host B forward to host A as the 
same . 
 

From the example, it is obvious that the gateway of host A and 
host B,1.1.1.254, is not involving the communication process. 
The packet forward is according to MAC address ,which is a 
typical data link layer switch. 

 
(2) A communicate with C 

The communication of A and C will use the MAC of 
gateway, which is the MAC address of VLAN. The 
gateway IP address is the IP address of VLAN. So the 
VLAN is set like Table 2. 

 
Table 2 VLAN IP/MAC 

 VLAN1 VLAN2 
IP address 1.1.1.254 2.1.1.254 
MAC 
address 

000000000001 000000000002

 
 A takes its IP address bit AND with the subnet mask, 

gets the network ID:1.0.0.0 
 C takes its IP address bit AND with the subnet mask, 

gets the network ID 2.0.0.0 
 Because the destination host is in the different subnet 

with itself, host A sends ARP packet, whose target IP 
address is 1.1.1.254.Gateway must take part in the 
forwarding of different subnet. 

 Gateway A receives the ARP request of host A, records 
the IP address and MAC address, send ARP reply 
packet. 

 Host A receives the ARP reply packet records the IP 
address and MAC address of gateway(VLAN1),sends 
ICMP echo packet, whose destination MAC is MAC of 
gateway and destination IP is the IP of host C. 

 
It is obvious that only IP address of host C can be get from 
the ICMP echo packet. So the forwarding must be according 
to IP 
 
 
4. IMPLEMENTATION OF LAYER-3 SWITCH 
 
From section 3,we know the packet in different subnet must 
forward according to network layer information. So there 
should be a IP forward table just like FDB, from which the 
relation of IP and port can be get. But IP forward table is 
formed by software not as FDB by hardware.  
 
The key problem is to distinguish which packets must 
forward by FDB, and others by IP forward table From the 
two examples of section 3,we know ,the packet via layer-2 
have no information of gateway, and the packet via layer-3 
regards the gateway’s MAC address as its destination MAC 
address. The current switch ASIC supply the function ,can 
decided a packet whether to send to layer-3 module when 
matching the MAC address by a bit configuration.  
 
So the key technologies of implementing layer-3 switch is : 
(1) VLAN binds to protocol layer and driver 

VLAN can be set IP address/mask/MAC address and 
binds to protocol layer. For the host in the subnet, the 
default gateway can be set to be the IP addess/mask. 
Then the VLAN binds to the driver, as a device to do 
sending and receiving of packets and processing the 
communication with the IP address. 
This step is to assure the communication of host and 
gateway. Gateway can process ARP protocol and etc.   

 A B C 
IP 

address 
1.1.1.1 1.1.1.2 2.1.1.1 

Subnet 
mask 

255.0.0.0 255.0.0.0 255.0.0.0

gatewa
y 

1.1.1.254 1.1.1.254 2.1.1.254

MAC 
address 

000000000
00a 

00000000000
b 

0000000
0000c 

VLAN VLAN1 VLAN1 VLAN2



Research and Implementation on VLAN-IP Technology 

 

336 

(2) write the MAC address of VLAN to fdb, and set the L3 
bit  
This step is to send the packet which need gateway to 
take part in to ROUTE module, to be forwarded 
according to IP address.  

(3) CPU process the ARP send/received, write some IP 
address and the corresponding port to IP forward table. 

 
From the examples of seciton3, we know the ARP with 
gateway is the foundation of layer-3 switch. Just we can get 
the information of ARP with gateway, we can get the host IP 
address information. Although there is no port information in 
ARP packet, FDB supply the information. So it is easy to get 
relation of IP address and port to set a IP forwarding table. 
It is different from layer-2 switch, Layer 3 switch comes true 
by software-hardware cooperation but layer-2 switch is a pure 
hardware operation. 
 
When IP forward table is formed ,the forwarding is by ASIC 
with high speed. The forwarding performance between subnet 
improved greatly. 
 
 
5. CONCLUSIONS 
 
This paper introduces the principle, character and 
implementation in detail. From this ,we can see that the point 
of “one route ,many times to layer-2 forward” is error. 
Layer-3 switch replace the software look up technology with 
the high speed ASIC forwarding. Multi-layer switch is based 
on flow classification technology and QOS. 
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ABSTRACT0F

  
 

In the paper, a functional parallel programming system for 
clusters and multicore computers is discussed. It includes a 
language of parallel programming, program development tools, 
and tools for controlling parallel execution on the computer 
system. Central part of the system is original parallel 
compositional functional programming language FPTL 
(Functional Parallel Typified Language). 
 
Keywords: Parallel Programming, Cluster, Multicore 
Computer, Functional Programming Language, Parallel 
Software Tools. 
 
 
1. INTRODUCTION 
 
Recent tremendous progress in the development of parallel 
systems, the possibility of the creation of clusters from 
personal computers using standard network communications, 
wide expansion of multicore computers and, finally, 
appearance of new scientific and engineering problems that 
require high-performance systems for their solving make the 
researchers return to the problem of the development of 
efficient systems for parallel programming and management 
of parallel processes. 
 
In this paper, we describe a functional programming system 
for clusters, which was developed in the framework of a 
project headed by Professor Kutepov at the applied 
mathematics department of the Moscow Power Engineering 
Institute. In the course of the project realization, we took into 
account both our own experience of the development of the 
functional programming systems and the experience of the 
creation of similar systems accumulated by foreign 
researchers. 
 
Functional programming system concerned consists of three 
components: parallel programming language, tools for 
controlling parallel execution of program on the computing 
system and program development tools. 
 
System’s central part is the original compositional functional 
parallel programming language FPTL (Functional Parallel 
Typified Language). The most remarkable features of the 
language are:  
− functions are specificated in terms of schemes; 
− FPTL – multilanguage tool, one can import functions from 
programs in other programming languages; 
− the FPTL is a strictly typified language with a static type 
check of programs; 
− the FPTL provides a module specification of a program; 
− the model of execution of FPTL-program is inherently 
parallel. 

                                                        
 * This project is supported by the Russian Foundation for Basic 

Research (No. 06-01-00817). 

The paper is organized as follows. In Section 2, a brief 
theoretical introduction to the language is given. Section 3 
discusses basic principles of the construction of the 
programming environment for the functional program 
development, its main blocks, models underlying them, and 
specific features of their implementation. 
 
 
2. FUNCTIONAL PARALLEL PROGRAMMING 

LANGUAGE FPTL 
 
2.1 Function Definition 
Data and, generally, the partial functions defined on the data 
are the main semantic FPTL objects.  
 
Following [2,  4-8], we consider the functions to be the (m, 
n)-ary, m≥0, n≥0, typified correspondence between the data 
sets; the (m,n)-ary function f(m,n) is the one-valued 
correspondence, partial in the general case, from 

1 2 m
D D D× ×…  to 1 2 n

D D D′ ′ ′× ×…  of the type 

1 2 m 1 2 n
t t t t t t′ ′ ′× × → × ×… … , where ti and j

t ′
, i = 1, 2, …, m, 

and j = 1, 2, …, n are the types whose values are the nonempty 

sets Di and j
D ′

 respectively. Di and j
D ′

 are supposed to 
include a computed indefinite value denoted as ω. Thus, the 
arguments and values of the (m,n)-ary function are the data 
tuples of the length m and n. The condition αλ = λα = α is 
fulfilled for any tuple α, where λ is the tuple of zero length. 
The function f(m,n) is uniquely represented by its graph {(α, β) 
| f(m, n)(α) = β}, where α and β are the data tuples. In what 
follows, the tuples are represented as a concatenation of their 
elements without separators: α, β, γ, … designate arbitrary 
tuples. 
 
In the general case, data and functions in FPTL are defined by 
systems of functional or relational equations in given 
signatures treated as operators of the minimum fixed point or 
the minimum solution of systems of equations under 
consideration. We call the parameterized functions and data 
types functionals and relationals, respectively.  
 
In theory, the set of functions in FPTL represents an inductive 
class of functions obtained by closing the set of operations of 
the composition of functions O over the given set of basis 
functions F. The pair <O, F> can be treated as a free functional 
algebra.  
 
FPTL uses four simple operations of the composition of 
functions that are in a sense a reduction of conventional 
mathematical ways of defining a function by the case analysis 
and substitution of other functions for arguments of the known 
one. The Herbrand-Godel model of defining computable 
functions and the language of recursive functions are the 
prototypes of the approach we use to define the computable 
functions. The fundamental difference is that the general case 
of constructing an arbitrary computable function over abstract 
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data types is proposed in FPTL instead of the unified data 
structure, viz., the natural scale and the model of computable 
functions specified on it. The four operations of composition 
of functions considered in what follows, the operator of 
function definition by systems of functional equations, the set 
of functions–constructors “extracted” from the definition of 
the abstract data type, and the functions–destructors reciprocal 
to them form the universal signature that allows us to express 
any computable function over the considered data type [2, 8].  
 
We describe the operation of composition using the following 
designations: f(m,n) is the (m,n)-ary function and f(m,n)(a) is 
the result of applying it to the tuple a, f1 and f2 are known 
functions, f is the definable function, and is the equality sign 
according to the definition. 
1. The operation of sequential composition (•) 

( ) ( ) ( )( )
( ) ( ){ }

m , n m , k k , m

1 2

m , k k , n

1 2

f f f

( , ) ( , ) f ( , ) f ;

• =

= α β ∃γ α γ ∈ ∧ γ β ∈

≡

 
( ) ( ) ( ) ( ) ( )( )m , n k , n m , k

2 1
f f fα ≡ α

. 
 
2. The operation of concatenation (∗) 

( ) ( ) ( )( )
( ) ( ){ }

1 2 1 2

1 2

m , n n m , n m , n

1 2

m , n m , n

1 2 1 1 2 2

f f f

( , ) ( , ) f ( , ) f ;

+

≡ ∗ =

= α β β α β ∈ ∧ α β ∈
 

( ) ( ) ( ) ( ) ( ) ( )1 2 1 2
m , n n m , n m , n

1 2
f f f

+

α ≡ α α
. 

 
3. The operation of conditional composition (→) 

( ) ( ) ( )( )
( ) ( )( ){ }

1

1

m , nm , n m , n

1 2

m , nm , n

2 1

f f f

( , ) ( , ) f ( , ) f ;

→ =

α β α β ∈ ∧ ∃γ α γ ∈

≡

 
( ) ( ) ( ) ( )m , n m , n

2
f fα α≡

 if the value 
( ) ( )m , n

1
f α

 is defined; if 
( ) ( )m , n

1
f α = ω

 or it is computed endlessly, then the value 
( ) ( )m , n

f α is considered indefinite. For this conditional 
construction to be in agreement with the conventional one, 
when is the propositional function possessing two values 
“true” and “false,” we assign the “false” value to be identical 
to ω. 
 
4. The operation of the union of graphs of functions (⊕): 

( ) ( ) ( )( )m , n m , n m , n

1 2
f f f⊕≡

. 
For the functionality property of f (m, n) to be conserved, and 

are to be compatible: for any tuple α, if 
( )m , n

1
f

 and 
( )m , n

2
f

 are defined, they are to be equivalent. The orthogonal 
functions with nonoverlapping graphs are compatible. 

Therefore, f (m, n)(α) equals one of the values 
( ) ( )m , n

1
f α

 or 
( ) ( )m , n

2
f α

, which is defined, or, in particular, is calculated first. 
All operations of composition are associative; the operation 
⊕is also commutative. The following order of precedence of 
the operations of composition •,  ∗, →, ⊕allows us to omit a 
number of parentheses when writing the functions. 
 
5. The general form of function definition in FPTL is systems 
of functional equations of the form (1) 

Xi = τi, i = 1, 2, …, n, 
where Xi is the defined function, and τi is the term of the same 
arity and type as Xi given on the sets of the functional 
variables {X1, X2, …, Xn} and the basis functions {f1, 
f2, …}. 
 
We construct the set of the terms inductively: 
1) A functional variable or a basis function is the term of 

the same arity and type as the functional variable or the 
basis function. 

2) If τ1 and τ2 are the terms, then (τ1Δτ2) are the terms, 
where Δ∈{•, ∗, →, ⊕}. As indicated above, the arities of 
the terms τ1 and τ2 are to be in agreement for the 
applied operation of composition. 

3) There are no other terms. 
 
For strict basis functions, i.e., those whose value is not defined 
if at least one of the arguments is not defined, the operations 
of composition are monotone with respect to the graphs of the 
functions to which they are applied. Moreover, they are 
continuous [4, 9], which allows us to express the minimum 
solution of the system of functional equations (1) explicitly  

( ) ( )m i n k

i i

k 0

X X
≥

= ∪ , i = 1, 2, …, n, where 
( )0

i
X ∅= is the 

function defined nowhere with an empty graph and 
( ) ( )[ ]k k

i l l i
X X X l 1, 2, , n= τ= …

, here [A/X]B is the result 
of simultaneous substitution of A for all occurrences of X in B. 
 
Two remarks need to be made concerning the form of a 
function definition in FPTL and its expressiveness. As 
mentioned before, aside from the universality requirement, the 
indicated operations of the composition of functions were 
mainly chosen based on the conventional mathematical way of 
defining a function in the form of recursive equalities whose 
right hand side could include the operation of the case analysis 
and substitution (substitution of functions for variables of the 
known function).  
 
We consider an example of the recursive function definition  

⎪
⎩

⎪
⎨

⎧
=

    y)y),(x,F(f then y),(x,P if
            y),(x,f then y),(x,P if

(y)),fy),(F(x,f then y),(x,P if
y)F(x,

43

32

211

 
The functional scheme of F(x, y) has the following 
representation form (the function arity signs are omitted): 

( )( ) ( ) ( )( )2 2

1 2 2 1 2 3 3 4 2
F P F f f P f P f F= → ∗ π • • ⊕ → ⊕ → ∗ π •

Here, 
m

i
π

 (m≥0, 0≤i≤m) are the functions of argument choice 

(the basis functions): 
m

i
π

(x1x2…xm) = xi and 
m

0
π

(x1x2…xm) 
= λ(the empty tuple). Other basis functions are the 
constructors and the functions reciprocal to them (the 
destructors), which are induced when describing the data 
types. 
 
The so-called parallel functions can be naturally presented in 
the language. The example of such functions is the voting 
function f(x1, x2, x3) known in telephony. Its value is defined 
if at least one pair of its arguments is known and their values 
are equivalent; in this case, the function value is the value of 
one of the arguments in this pair; otherwise, it is not defined. 
The functional scheme for this function has the form  
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( ) ( )
( )

3 3 3 3 3 3

1 2 1 2 3 2

3 3 3

1 3 1

f P P

P

= =

=

= π ∗ π • → π ⊕ π ∗ π • → π ⊕

π ∗ π • → π
 

where P= is the propositional equality function.  
This function can be directly expressed by the facilities of 
none of the sequential languages; to do this, it is necessary to 
organize a quasi-parallel computation of all its arguments; for 
instance, by checking, according to the counter or timer, if the 
obtained values are equivalent. The FPTL parallel operational 
semantics allows us to find the values of such functions 
correctly. 
 
2.2 Data Definition 
Any abstract data type can be represented in FPTL. Moreover, 
when constructing the type, the functions-сonstructors used 
and the functions-destructors reciprocal to them form the 
complete set of the basis functions together with the functions 
of argument choice, which means that any computable 
function over the datum of this type can be expressed by the 
FPTL facilities [2, 8]. In FPTL, data types, like functions, are 
defined by a system of relational equations using the operation 
of composition of functions and constructors introduced above. 
We give a simple example of defining the positive integers in 
FPTL. 
 
Data NAT { 
 Constructors { 
  => Nat : O; 
  Nat => Nat : succ; 
 } 

NAT = O ⊕ NAT•succ; 
} 
 
The constructors introduced here and the destructors, which 
correspond to them implicitly and uniquely, form the complete 
set of the basis functions. Using them, any recursive function 
can be expressed over the NAT data set. In the given example, 
the construction NAT•succ is interpreted as the set {succ(x) | 
x∈NAT}. The destructors are implicitly introduced in the 
language together with the constructors. The destructors O-1 

and succ-1 are interpreted as ( )1

O O
−

= λ , ( )1
O succ

−
= ω ; 

( )( )1

succ succ x x
−

= , ( )1

succ O
−

= ω .  
Note the important practical characteristics of FPTL: the 
schematic form of function definition; the strict typing; the 
possibility to define parameterized functions and data; the 
language polymorphism which lies in the possibility to use 
functions and data in programs that are defined in other 
programming languages (C, Pascal, etc.). 
 
FPTL has two semantics: the denotational semantics described 
above and the parallel operational semantics considered in the 
next section. 
 
2.3 Model of Parallel Computation of Function Values 
A parallel function evaluation model M defines a computation 
process as that of tree transformations [4]. At each step, the 
computation state is represented by a binary marked tree that 
satisfies the following requirements: (i) the leaves of the tree 
are marked by symbols of elements D∪{ω}, where D is a data 
universum and ωis a computable undefined value, and (ii) the 
inner nodes of the tree are marked either by the operation 
symbols •, ∗, →, ⊕or by functional terms. Without loss of 
generality, we assume that the function of interest X1 is 
determined by a system of functional equations  

Xi = τi, i = 1, 2, …, n,  (2) 
where τi is a functional term containing only the variables X1, 
X2, …, Xn and the basic functions f1, f2, ….  
 

The computation of the function value 
( )min

1
X

, which is the 
first coordinate of the least solution of equation (2) in X1, for 
the argument given by a tuple d is represented as a sequence of 
states, with the initial state being a tree with two nodes. The 
root node of the tree is marked by the functional variable 
symbol X1, and the leaf node, by the argument d. The 
sequence of states has only one terminal state if the 
computation process successfully terminates. If this state is a 
one-node tree marked by some data d′∈D, the function value 
is said to be successfully evaluated with the result d'. If the 
terminal state is ω, the computation is said to terminate 
unsuccessfully. The endless computation process is considered 
unsuccessful. When evaluating a function, transitions from 
one state to another are determined by rules of tree 
transformations, which can be classified into two groups: rules 
for tree folding and rules for tree unfolding.  
 
Tree transformation rules are specified as schemes of state 
variations and denoted as u′⇒u′′, where u′ and u′′ are state 
schemes. A state scheme differs from a particular state in that 
the nodes of the state tree in the scheme may be marked by the 
following metavariables: an arbitrary functional term t 
(possibly, with indices), an arbitrary state tree u, and arbitrary 
element d of D (possibly, with indices), a basic function f, and 
a functional variable Xi.  
 
The result of the application of the rule u′⇒u′′ to the state u is 
a tree obtained by replacing the subtree u' of the tree u by the 
tree u''.  
 
Fig 1 and Fig 2 show tree unfolding rules and tree folding 
rules, respectively. The correctness of rules 6–9 follows from 
the fact that the operation ⊕is applied only to orthogonal or 
compatible functions. 
 

 
Fig.1. Tree unfolding rules 

 
This model is not deterministic, since, generally, several rules 
can be applied to a state tree; hence, different computation 
sequences can be obtained depending on the rule applied. Note 
that this is a parallel model, since several rules can 
simultaneously be applied to isolated parts of the tree. The 
parallelism relies on the properties of the operations ∗, →, ⊕. 
In practice, this means that the computation processes develop 
independently along different branches of the computation 
state tree, which explains why this computation model was 
called asynchronous [4]. 
 
It is important to note that not any order of the application of 
the transformation rules results in the correct evaluation of 
function values. Such a case takes place, for example, in the 
evaluation of (t1⊕t2)(d) when we first attempt to evaluate t1(d) 
that is not defined and the computation process is endless, 
whereas the value t2(d) is defined. Thus, the correctness 
condition for the model implementation is the parallel (or 



Functional Parallel Programming Environment for Multicore Computers and Clusters 

 

340 

quasiparallel) evaluation of functions joined by the operation 
⊕ 

 
Fig. 2. Tree folding rules 

 
It is important also to be able to stop needless computations. 
As can be seen from rules 6–11, if we get a value d different 
from ωor the value ωon one of the branches, the computation 
process along the other branch has to be stopped. 
 
In addition, the model makes it possible to improve the 
computation efficiency by using look-ahead computations. If 
the amount of resources is sufficient, in the evaluation of 
(t1→t2)(d), we can evaluate the value t1(d) simultaneously 
with t2(d) trying to maximally parallelize the computation 
process. 
 
These features of the computation model are fundamentally 
important when implementing the model on computer systems 
and when developing efficient scheduling algorithms for 
parallel execution of functional programs. 
 
In nowadays realization of FPTL on multicore clusters this 
model was significantly improved in order to achieve effective 
realization [3]. 
 
 
3. TOOLS FOR PROGRAM DEVELOPMENT 
 
An effective use of any programming language is impossible 
if its implementation does not contain tools designed for 
improving efficiency of the programming in this language. 
Many of these tools – support of the top-down and bottom-up 
development processes, syntax and type checking, debugging 
and testing tools, documentation means, and others – are 
universal. Modern programming environments for supporting 
programming processes, such as Visual Studio, Delphi, 
Rational Rose, etc., deal with a general technology of the 
programming, whereas some important aspects of the program 
development, such as meeting temporal (which is especially 
important in the development of parallel programs) and 
resource restrictions, program verification (i.e., proving that 
the program satisfies given specifications), and others, greatly 
depend on specific features of the programming language used 
and, therefore, constitute, as a rule, a specialized part of its 
programming environment. These specific program tools for 
supporting development of functional programs in the FPTL 
will be discussed below. 
 

The process of problem solving consists of the following 
several stages [1]: (1) problem statement, (2) selection of the 
solution method or development of a new method, (3) 
development of an algorithm and programming, (4) selection 
of the architecture of a computing system, and (5) program 
execution. The creative character of the stages of the problem 
statement, search for solution, method and algorithm, program 
construction, etc., leaves little room to those aspects of the 
process of problem solving that have rational character and, 
hence, can be automated by means of a computer [1]. 
However, this does not exclude the use of special tools aimed 
at simplification and speed-up of these stages. The 
programming environment being developed is just a tool of 
this kind. It contains the following main elements: 
− project organization block, 
− bottom-up development support block, 
− top-down development support block, 
− verification block, 
− program editor, 
− syntax and type-checking block, 
− structural analysis block, 
− computational complexity estimation block, 
− block of task-oriented equivalent transformations. 
 
Under the project, we mean everything that is related to 
solving a given problem, starting from its statement and 
ending with the program designed for solving this problem. 
The project organization block ensures storing and 
management of all information related to the project, including 
various specifications, documentation, project development 
history (selection of main components – solution method and 
its implementation – of the problem solution process), and the 
like. The bottom-up development support block allows us to 
use in the development of a program some known solutions. 
This block includes two parts: one ensures interaction with 
libraries of subroutines written in other languages, and the 
other allows us to accumulate functional programs. The 
second part includes a database of functional programs, which 
contains programs themselves, their descriptions, and, possibly, 
various characteristics. In the future, this may be a knowledge 
database on problems. The top-down development support 
block is designed for the functional decomposition of the 
original problem into simpler subproblems, when the problem 
gradually reduces to language primitives. The problem 
solution is formed based on notions that can be interpreted and 
implemented in many ways, which are possibly not 
completely understood and will further be refined in terms of 
other notions until all intermediate notions introduced are 
implemented in terms of basic language concepts. It should be 
noted that the language itself has means for supporting the 
top-down development: it is possible to decompose the 
original problem (function) into simpler ones by introducing 
new functional variables and combining them by means of the 
composition operations. 
 
The verification block is designed for searching for errors in 
the program specification and proving program correctness 
[10]. This problem includes the following subproblems: 
− search for contradictions in specifications, 
− proof of the totality and functionality of program functions, 
− search for errors in the verification object, 
− proof of the correspondence of the verification object to its 
specifications. 
 
The verification method is based on the possibility of 
translating functional programs to the language of logic of the 



DCABES 2007 PROCEEDINGS 

 

341

first-order predicates. The program editor is a standard part of 
the program development environment, which ensures input 
and editing of the program text at the level of semantic 
language constructs. The syntax and type-checking block is 
responsible for the syntax correctness of the inputted language 
constructs and for the correctness of the program typification. 
The structural analysis block [3] allows us to estimate 
complexity of the functional program in terms of the 
recursiveness, cyclicity, mutual recursiveness, and nesting and 
to classify program constructs, which will further be used 
when scheduling parallel computations. This block makes it 
possible also to use graphic representations of functional 
programs. The computational complexity estimation block 
allows one to obtain numerical characteristics for the 
complexity of execution of a functional program by means of 
given complexity estimates of the basic functions used in the 
program [3]. The block of task-oriented equivalent 
transformations implements equivalent transformations of 
programs based on the calculus of functional program 
equivalence suggested in [3]. The aim of such transformations 
is to improve some program characteristics. The set of such 
transformations includes transformation to a form with the 
minimal time of the parallel execution, transformation to a 
form that avoids repeated function evaluations, and 
transformation to a form not containing look-ahead 
computations. 
 
 
4. CONCLUSIONS 
 
Just now FPTL has been extended in order to programmer can 
efficiently develop functional parallel programs related to 
linear algebra problems in which vector matrix and other 
operations are typical. It is well known that programming of 
this kind problems by using functional notation is no trivial 
task and special constructs are necessary for it in FPTL. 
 
At the same time experimentation with various functional 
parallel programs is initiated on the multicore cluster which 
comprises 16 nodes with 4 processors each (two processors 
with two cores each) and with 10 Gbit/sec Infiniband 
communication channels. 
 
Operating tools for efficient running functional programs on 
cluster has been developed strongly with methods and 
algorithms created for this purpose in [3]. 
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ABSTRACT  
 

Checkpointing is a typical approach to tolerate failures in 
supercompuitng clusters and computational grids. Checkpoint 
data can be saved either in central stable storage, or in 
processor memory (as in diskless checkpointing), or local disk 
(replacing memory with local disk in diskless checkpointing). 
But where to save the checkpoint data has a great impact on the 
performance of a checkpointing scheme. Fault tolerance 
schemes with higher efficiency usually choose to save the 
checkpoint data closer to the processor. However, when 
failures are handled from application level, the storage hierarch 
of a platform is often not available at the fault tolerance scheme 
design time. Therefore, it is often difficult to decide which 
checkpointing schemes to choose at the fault tolerant 
application design time. In this paper, we demonstrate that, 
good fault tolerance efficiency can be achieved by adaptively 
choosing where to store the checkpoint data at run time 
according to the specific characteristics of the platform. We 
analyze the performance of different checkpoint schemes and 
propose an efficient adaptive scheme to incorporate fault 
tolerance into parallel applications. 
 
Keywords: Checkpoint, Fault Tolerance, Parallel and 
distributed Computing, Cluster Computing, Grid Computing 
 
 
1. INTRODUCTION 
 
Checkpointing is a typical approach to tolerate failures in 
supercomputing clusters and computational grids [8]. 
Checkpoints can often be taken either from the system level or 
from the application level. However, when checkpoints are 
taken from application level, most fault tolerance schemes 
proposed in literature are non-adaptive in the sense that the 
fault tolerance schemes incorporated in applications are either 
designed without incorporating system environments (such as 
the amount of available memory and the local and network I/O 
bandwidth, etc) or designed only for a specific system 
environment. From the application point of view, fault tolerant 
high performance applications need to be able to achieve high 
performance under different system environments with as low 
performance overhead as possible. In order to achieve high 
reliability and survivability with low performance overhead, 
the fault tolerance schemes in such applications need to be 
adaptable to different (or dynamic) system environments. 
 
In this paper, we demonstrate that, good fault tolerance 
efficiency can be achieved by adaptively choosing where to 
store the checkpoint data at run time according to the specific 
characteristics of the platform. We analyze the performance of 
different checkpoint schemes and propose an efficient adaptive 
scheme to incorporate fault tolerance into parallel applications. 

                                                        
 * This research was supported in part by the Los Alamos National 

Laboratory under Contract No. 03891-001-99 49.  

Applying this scheme to self-adaptive numerical software such 
as LAPACK for Clusters [2] will result in self-adaptive fault 
tolerant numerical libraries. Applications that call this type of 
self-adaptive fault tolerant numerical libraries will be able to 
survive certain processor failures transparently with very low 
performance overhead.  
 
The rest of this paper is organized as follows. Section 2 defines 
the problem we are targeting. Section 3 analyzes the 
performance of several static checkpointing schemes. Section 4 
presents a self adapting application level fault tolerance scheme 
for high performance grid computing. In Section 5, 
experimental and simulation results are presented. Section 6 
concludes the paper. 
 
 
2. APPLICATION LEVEL FAULT TOLERANCE 
 
To define the problem we are targeting and clarify the 
differences with the system level fault tolerance approaches, in 
this section we first specify the type of failures we are focusing 
on and then briefly introduce FT-MPI, a fault tolerant version 
Message Passing Interface that supports application level fault 
tolerance. 
 
Assume the target computing systems have many nodes which 
are connected by network connections. Each node has its own 
memory and local disk. There is at least one processor on each 
node and only one application process on each processor. 
Assume the target application is optimized to run on a fixed 
number of processes. Unlike in traditional algorithm-based 
fault tolerance which assumes a failed process continues to 
work but produce incorrect results, in this work we assume a 
fail-stop failure model. In a fail-stop failure model, the failed 
process is assumed to stop working and all data associated with 
the failed process are assumed to be lost. The surviving 
processes can neither send nor receive any message from the 
failed processes. 
 
Current parallel programming paradigms for high-performance 
distributed computing systems are typically based on the 
Message-Passing Interface (MPI) specification [9]. However, 
the current MPI specification does not specify the behavior of 
an MPI implementation when one or more process failures 
occur during runtime. MPI gives the user the choice between 
two possibilities of how to handle failures. The first one, which 
is the default mode of MPI, is to immediately abort all the 
processes of the application. The second possibility is just 
slightly more flexible, handing control back to the user 
application without guaranteeing that any further 
communication can occur.  
 
FT-MPI [6] is a fault tolerant version of MPI that is able to 
provide basic system services to support fault survivable 
applications. FT-MPI implements the complete MPI-1.2 
specification, some parts of the MPI-2 document and extends 
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some of the semantics of MPI for allowing the application the 
possibility to survive process failures. FT-MPI can survive the 
failure of n-1 processes in an n-process job, and, if required, 
can re-spawn the failed processes. However, the application is 
still responsible for recovering the data structures and the data 
of the failed processes. 
 
 
3. STATIC CHECKPOINTING 
 
When building fault tolerant applications with FT-MPI, many 
fault tolerance schemes can be used. In this section, we analyze 
both the performance and the storage requirement of different 
checkpointing schemes that can be used with FT-MPI. To 
simplify the analysis, we only discuss the case to tolerate single 
processor failure. 
 
Assume the checkpointing is performed in a parallel system 
with p processors and the size of checkpoint on each processor 
is m bytes. It takes α+βx to transfer a message of size x bytes 
between two processors regardless of which two processors are 
involved and. α is often called latency of the network. 1/α is 
called the bandwidth of the network. Assume the rate to 
calculate the XOR of two arrays is γ seconds per byte. We also 
assume that it takes α+βx to write x bytes of data into the stable 
storage. The I/O band width to local disk is assumed to be 1/ζ. 
Our default network model is the duplex model where a 
processor is able to concurrently send a message to one partner 
and receive a message from a possibly different partner. The 
more restrictive simplex model permits only one 
communication direction per processor. We also assume that 
disjoint pairs of processors can communicate each other 
without interference each other. 
 
3.1 CSSC: Central Stable Storage Checkpoint 
Today's long running scientific applications typically tolerate 
failures by checkpoint/restart approaches in which all process 
states of an application are periodically saved into stable 
storage. The advantage of this approach is that it is able to 
tolerate the failure of the whole system. However, in this 
approach, if one process fails, usually all surviving processes 
are aborted and the whole application is restarted from the last 
checkpoint. The major source of overhead in all 
stable-storage-based checkpoint systems is the time it takes to 
write checkpoints to stable storage [12]. The checkpoint of an 
application on a, say, ten-thousand-processor computer implies 
that all critical data for the application on all ten thousand 
processors have to be written into stable storage periodically, 
which may introduce an unacceptable amount of overhead into 
the checkpointing system. As the number of processors in the 
system increases, the total number of process states that need to 
be written into the stable storage also increases linearly. 
Therefore, the fault tolerance overhead increases linearly.  
 
When the size of checkpoint on each processor is m bytes, the 
total size of checkpoint for all processors is pm bytes. 
Therefore, the amount of stable storage needed for the central 
stable storage checkpoint scheme is pm bytes. Without the 
support of a parallel file systems, to write all checkpoint data 
on all processors into the central stable storage, the time Tcssc it 
takes can be estimated by 

mp
mpTcssc

β
βα

≈
+= *  

when m is relatively large. 
 
When there is a parallel file system in the system, p in the 
above formula represents the number of processors each file 

server serves. 
 
3.2 MBPC: Memory-Based Parity Checkpoint 
Diskless checkpointing [12] is a technique to save the state of a 
long running computation on a distributed system without 
relying on stable storage. Memory-based parity checkpoint is 
one form of the diskless checkpointing. With memory-based 
parity checkpoint, each processor involved in the computation 
stores a copy of its state locally, either in memory. Additionally, 
encodings of these checkpoints are stored in local memory of 
some processors. When a failure occurs, each live processor 
may roll its state back to its last local checkpoint, and the failed 
processor's state may be calculated from the local checkpoints 
of the surviving processors and the checkpoint encodings. By 
eliminating stable storage from checkpointing and replacing it 
with memory and processor redundancy, memory-based parity 
checkpoint removes the main source of overhead in 
checkpointing on distributed systems [12].  
 
By breaking up a large message of size m into s smaller 
segments and sending these smaller messages through the 
network by a pipelining style, the time to perform diskless 
checkpoint can be modeled by 
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when m is relatively large and p is relatively small. 
 
If the size of checkpoint for each processor is m bytes, the 
memory overhead for the memory-based parity checkpoint 
scheme is m bytes.  
 
3.3 DBPC: Disk-Based Parity Checkpoint 
Many applications, such as HPL benchmark [4], achieve higher 
efficiency when most of the processor memory is used for the 
application. Reserving memory for checkpointing purpose 
often degrades the performance. However, if there is a local 
disk associated with the processor, free local disk storage can 
be used to store the checkpoint data. The checkpointing 
algorithm works the same way as the memory-based parity 
checkpoint except that the local disk is used to replace the 
memory. 
 
By using the same pipelined XOR calculating algorithm as in 
memory-based parity checkpoint scheme, the time to perform 
checkpointing can be approximated by  

mTdbpc )( ζγβ ++≈  

when m is relatively large and p is relatively small. 
 
In the disk-based parity checkpoint scheme, if the size of 
checkpoint for each processor is m bytes, the local disk storage 
overhead for the disk-based parity checkpoint scheme is m 
bytes. 
 
3.4 MBCM: Memory-Based Checkpoint Mirroring 
When processor memory is used to store the checkpoint data, 
another possibility is to organize all computation processors as 
pairs (assume there are even number of computation 
processors). The two processors in a pair are neighbors of each 
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other. Each processor first takes a local in-memory checkpoint 
and, at the same time, sends a copy of its local checkpoint to its 
neighbor processor.  
 
Under the duplex network model where a processor is able to 
concurrently send a message to one partner and receive a 
message from a possibly different partner, the time to perform 
checkpoint mirroring can be approximated by  

m
mTmbcm

β
βα

≈
+=  

when m is relatively large. 
 
If the size of checkpoint for each processor is m bytes, the 
memory overhead for the memory-based checkpoint mirroring 
scheme is 2m bytes. 
 
3.5 DBCM: Disk-Based Checkpoint Mirroring 
When there is a local disk associated with each processor, the 
local disk can be used to replace the memory used in the 
memory-based checkpoint mirroring scheme. This scheme can 
be called as disk-based checkpoint mirroring scheme. 
 
Under the duplex network model, the time to perform 
disk-based checkpoint mirroring can be approximated by 

m
mmTdbcm

)( ζβ
ζβα

+≈
++=  

when m is relatively large. 
 
In the disk-based checkpoint mirroring scheme, if the size of 
checkpoint for each processor is m bytes then the local disk 
storage overhead for the disk-based checkpoint mirroring 
scheme is 2m bytes.  
  
 
4. SELF-ADAPTIVE CHECKPOINTING 
 
From Section 3, we have seen that each fault tolerance scheme 
has its own advantages and disadvantages. However, different 
systems have different resource characteristics. What is the best 
way to incorporate different fault tolerance schemes into 
applications so that the reliability and survivability is as high as 
possible while the performance overhead is as low as possible?   
 
From the application point of view, it is desirable that fault 
tolerant high performance applications is able to achieve both 
high performance and high reliability (survivability) with low 
fault tolerance overhead no mater under which kind of system 
environments it is running. To achieve this goal, the best 
strategy would be to adaptively choose the fault tolerance 
schemes in applications based on different (or dynamic) system 
environments that the applications are running. 
 
The key idea of our recovery framework is the adaptivity of our 
checkpoint scheme to different system environments. Our 
adaptive scheme is similar to Vaidya’s two-level recovery 
scheme [14] in that both schemes combine the central stable 
storage checkpoint scheme with other higher efficiency 
checkpoint schemes such as diskless checkpointing. However 
Vaidya’s recovery technique is static. He consider the 
availability of the memory and the local disk storage at the 
software design time, but after the design is finished, the 
software will never need to check the information of the 
hardware architecture (such as number of available processors, 
amount of memory and local disk storage) again. Thus we 
classify his scheme as static scheme. However, in our scheme, 
the software will have to check the information of the hardware 

architecture (such as number of available processors, amount of 
memory and local disk storage) to decide the optimal 
checkpoint scheme. Thus, we regard our scheme as adaptive 
rather than static.  
 
The application of this self-adaptive fault tolerance framework 
to self-adaptive numerical software such as LFC [2] will result 
in self-adaptive fault tolerant numerical libraries. Applications 
that use this kind of self-adaptive fault tolerant numerical 
libraries is able to survival certain processor failures 
transparently with very low performance overhead. 
 
4.1 A Simple Self Adaptive Recovery Scheme  
What checkpoint scheme is the best for a specific system is 
often affected by many factor such as the amount of available 
storage of each type, the overhead of each checkpoint scheme, 
the failure rate and distribution of the system, the 
characteristics of the application, and the number of available 
processors for this application, etc. At the present stage, we 
only consider 

• The size of checkpoint; 
• The amount of available memory; 
• The amount of available local disk storage; 
• The amount of central stable storage; 

 
If one type of storage is not available in the system, then we 
assume there are zero bytes of that type of storage in the system. 
We also assume that a node failure also means that both its 
memory and its local disk become unavailable.  
 
The five candidate basic checkpoint schemes that we consider 
at the present time are 

• CSSC: central stable storage checkpoint scheme 
• DBPC: disk-based parity checkpoint scheme 
• DBCM: disk-based checkpoint mirroring scheme  
• MBPC: memory-based parity checkpoint scheme 
• MBCM: memory-based checkpoint mirroring  

 
In the self-adaptive checkpointing scheme we first check the 
amount available free memory, free local diskless storage, and 
free central stable storage. We then use this information to 
choose the best basic recovery scheme. At the present time, we 
decide the checkpoint frequency manually. If we can somehow 
check the MTBF (or the failure rate) of the system in the future, 
we will use it to decide the checkpoint frequency. 
  
It has been shown both from our experiments and in literature 
[3, 10, 11, 12, 13, 14] that the memory-based checkpoint 
mirroring scheme usually performs better than memory-based 
parity checkpoint scheme which usually performs better than 
disk-based checkpoint mirroring scheme. Disk-based 
checkpoint mirroring scheme usually performs better than 
disk-based parity checkpoint scheme which performs better 
than central stable storage checkpoint scheme. Based on this 
fact, we propose to use the algorithm in Figure 1 to decide 
which simple checkpoint scheme to choose. By making 
decisions at run time, we get the opportunity to know more 
information about the platform the application will execute 
than making decisions at the application design time. Therefore, 
we get the opportunity to make better decisions. This is why we 
can get better performance in a self adapting fault tolerance 
scheme. 
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Fig.1. A simple self adaptive fault tolerance scheme 
 
4.2 Performance Analysis 
In this section, we analyze the overhead of the proposed self 
adapting application level fault tolerance scheme. 
 
The fault tolerance overhead for the self adapting fault 
tolerance scheme includes two part: the overhead for gathering 
system information and making a decision on which simple 
scheme to use and the overhead for actually performing the 
checkpoint. Assume the time to gather system information and 
make a decision is )( pTdecision

 and the time to perform the 
checkpoint is ),(int mpT checkpoadaptive−

.  

 
 The self-adapting checkpoint scheme makes a decision on 
which simple checkpoint scheme to choose according the size 
of the checkpoint and the amount of each type of storage 
available. Consider a simplified case where each processor has 
the same amount freely available memory, and local disk 
storage. Let 

mS  denote the amount of the local free memory 
for a processor, 

dS  denote the amount of the local free disk 
storage of a processor, and 

cS  denote the amount of central 
stable storage. Assume pSSS cdm /≤≤ , then 
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)( pTdecision
 is the time for gathering system information and 

making a decision, which is often negligible compared with the 
overhead to perform the actually checkpoint. Compared to 
basic non-adaptive schemes such as the central stable storage 
checkpoint scheme in which the time for one checkpoint is 
p mβ , the adaptive scheme usually has better performance 
unless mpSc </ . When mpSc </ , there is no enough storage 
to store any checkpoint. 
 
Schemes with low fault tolerance overhead tend to use local (or 
neighbor) memory or local (or neighbor) disk instead of central 
stable storage to store checkpoint data. However, it is usually 
unclear about what is the amount of local storage that can be 
used to store the checkpoint data until the program execution 
time. By postponing the time to make decisions to the program 
execution time, we get the opportunity to use as much local and 
neighbor storage as possible to store the checkpoint data.  
Therefore, we are able to get better performance by adapting 
the fault tolerance scheme to system environments at run time. 

5. PERFORMANCE EVALUATION 
 
In this section, we evaluate the performance of the proposed 
self adapting fault tolerance scheme. 
 
5.1 Experimental Results 
In this subsection, we compare the time for one checkpoint of 
the following two checkpoint schemes  

• MBPC: The neighbor memory-based parity 
checkpoint scheme 

• SSAC: The simple self adapting checkpointing 
scheme which chooses the best scheme from the five 
basic schemes at run time according to the amount of 
different storage available.  

 
The application we used to perform experiment is the PCG 
code described in [1]. The number of simultaneous processor 
failures we want to survive is one. The total number of 
processors we used in PCG is sixteen. The programming 
environment we used is FT-MPI [5, 6, 7]. All experiments were 
performed on a cluster of 32 Pentium IV Xeon 2.4 GHz 
dual-processor nodes. Each node of the cluster has 2 GB of 
memory and runs the Linux operating system. The nodes are 
connected with a Gigabit Ethernet. The timer we used in all 
measurements is MPI_Wtime. 
 

Table 1. Performance of the simple self-adaptive 
checkpointing scheme for PCG 

 
Table 1 reports the time for performing one checkpoint for both 
the SSAC and the MBPC schemes. By changing the input 
problem size in PCG, we varied the amount of data that need to 
be checkpointed from 100 MBytes to 800 MBytes. The results 
in Table 1 indicate that the SSAC scheme performs better than 
the MBPC scheme when the size of checkpoint is less than 500 
MBytes. However, when the size of checkpoint is larger than 
500 MBytes, the SSAC scheme performs approximately the 
same as the MBPC scheme. This is because, when the size of 
checkpoint is less than 500 MBytes, the SSAC scheme detects 
that a processor can store both a copy of its own checkpoint 
data and a copy of its neighbour processor's checkpoint data in 
its local memory. Therefore, the use the memory-based 
checkpoint mirroring scheme (which has lower performance 
overhead but high memory overhead than MBPC) is 
recommended. However, when the size of checkpoint is larger 
than 500 MBytes, the SSAC scheme detects that there is no 
enough local memory for a processor to store both its own 
checkpoint data and his neighbour processor's checkpoint data, 
therefore, choose to store only its own checkpoint data in his 
local memory and at the same time store the parity of all local 
checkpoint data into the memory of another dedicate processor, 
which is exactly what the MBPC scheme does. 
 
5.2 Simulation Results 
In this subsection, we simulate the performance of the 

 
if ( there is enough memory for MBCM) {  

use MBCM; 
} else if ( there is enough memory for MBPC ) { 

use MBPC; 
} else if ( there is enough disk for DBCM ) {  

use DBCM; 
} else if ( there is enough disk for DBPC ) {   
    use DBPC; 
} else if ( there is enough central stable storage )  {  
    use CSSC; 
} else {   
    there is no enough storage to store checkpoint;  
}    

size of 
checkpoint 

T_SSAC 
(Seconds) 

T_MBPC 
(Seconds) 

100 2.21 2.55 
200 4.55 5.09 
300 6.56 7.66 
400 8.91 10.10 
500 10.58 12.61 
600 15.30 15.20 
700 17.85 17.75 
800 20.40 20.11 
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self-adaptive checkpointing scheme by choosing appropriate 
parameters for ),(int mpT checkpoadaptive−

 in Section 4.2. 

 
Fig 2 shows a simulated result for the performance of the 
self-adapting fault tolerance scheme. In this simulation, 
β=20*10-9, γ=5*10-9, ζ=13*10-9, p=5, 1.0)( =pTdecision

 seconds, 
Sm=400 MBytes, and Sd =20 GBytes. 
 

 
Fig. 2. Performance simulation for the self-adaptive 

chechpointing scheme 
 
From Fig 2, we can see that the self-adapting fault tolerance 
scheme always choose the best available simple checkpoint 
schemes according to the size of the checkpoint and the amount 
of storage available. In particular, if the application designer is 
not sure whether there are enough memory or local disk storage 
to store the checkpoint at the application design time and 
conservatively choose the central stable storage checkpoint 
approach as the fault tolerance scheme, Fig 2 demonstrates that 
the fault tolerance overhead can be several times higher than 
the self-adapting fault tolerance scheme.  
 
 
6. CONCLUSIONS 
 
In this paper, we analyzed the performance of different 
checkpoint schemes and proposed an efficient adaptive scheme 
to incorporate fault tolerance into MPI applications. 
Experimental results demonstrated that good fault tolerance 
efficiency can be achieved by adaptively choosing where to 
store the checkpoint data at run time according to the specific 
characteristics of the platform.  
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ABSTRACT  
 

In this paper we examine implementation of an object-oriented 
environment for parallel programming for Multi-core clusters 
based on Flowgraph Stream Parallel Programming Language 
that combines simple but powerful way to represent parallelism 
of real world systems. 
 
Keywords: FSPPL, Parallel Programming, Object-Oriented 
Programming 
 
 
1. INTRODUCTION 
 
Today object-oriented approach is very popular for the 
development of complex software. The basic principles of 
object-oriented software development (OOSD):  inheritance, 
encapsulation and polymorphism made it possible to 
significantly decrease size of the code and increase its 
reusability. But one of the main factors that makes OOSD the 
leading approach to software development is the existence of 
some well-defined methods of object-oriented design that bring 
together software design and implementation phases and 
simplify software modification.  
 
These methods focus on software architecture based on 
modules, derived from the types of the objects a system works 
with. But the traditional sequential operational semantics of 
object-oriented (OO) languages based on sequential procedure 
call is very restricted when user makes attempt of modeling 
complicated asynchronous and parallel processes in a behavior 
of real system.  
 
Today the main way to implement parallelism in OO languages 
is to use special technique based on notion of process. But 
using this technique is a very difficult task, which requires 
complex modification of sequential object-oriented program by 
introducing special-purpose process oriented objects. 
 
As for parallel programming for distributed environments 
(clusters, grid) the object-oriented approach had delivered some 
new technologies that significantly simplify building of 
complex software systems with remote calls between their 
elements (CORBA, .NET Remoting, etc). However being 
low-level these technologies are also very restrictive for 
efficient programming of parallel distributed systems.  
 
Our project is aimed to develop the object-oriented 
environment for parallel programming that combines simple 
but powerful way to represent parallelism of real world systems 
based on Flowgraph Stream Parallel Programming Language 
(FSPPL) [1] and object-oriented approach to design 
programming systems. 

                                                        
 * This project is supported by the Russian Foundation for Fundamental 

Research (No. 06-01-00817). 

2. FSPPL 
 
Our project is based on the concept of decompositional parallel 
programming developed in FSPPL[1,5]. 
 
According to this concept a parallel program represents a 
multitude of components connected by data that are program 
versions of subtasks, which were introduced within the 
decomposition of a complex task into subtasks. The data 
dependency relation between them is explicitly represented in 
flowgraph parallel program (PP) by introducing a 
graph-scheme (GS). The data dependencies between 
components of a PP are exposed as typified connections 
between inputs and outputs of the components. 
 
Terms of scheme and subscheme are used to give user easy 
tools for building PP by “top-down”; decomposition process 
reflecting hierarchical structure of PP. 
 
Most important features of FSPPL and its PP designing 
technology are: 
1) FSPPL is module-like (component-like) parallel 

programming language that allows to reflect 
decomposition process of program development via its 
GS, as well as process of component “packing” 
(“top-down” design) from ready components. 

2) FSPPL is a multi-language programming system, as for 
module subtasks programming in the same PP can be 
used various sequential languages (C++, Pascal and so 
on). Management of data flows between module subtasks 
doesn’t require any efforts from programmer. 

3) FSPPL supports visual development of PP. Moreover, 
programmer can also use traditional textual program 
representation. 

 
All these FSPPL features tremendously simplify process of 
complex PP development, analysis and debugging. FSPPL has 
more opportunities for parallelism representation than MPI, 
PVM, etc. 
 
The following forms of parallelism that objectively present in 
different tasks [1] are easily represented in FSPPL: 
- parallelism of data-independent fragments; 
- multiple data parallelism (SIMD parallelism by Flinn) that is 

represented by application of PP (or its fragment) to a 
multitude of independent input data and that is implemented 
through multi-pipe parallel execution of PP, 

-flow dependent parallelism, when the input data are 
considered as some kind of consequences. 

 
FSPPL naturally combines the opportunities of gross-grain 
parallelism representation (that is realized at the level of the GS 
and introducing modules) and fine-grain parallelism that is 
represented in subprograms of modules and can be 
implemented by multithreading. 
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Our experience in FSPPL programming shows that FSPPL 
allows to build adequate and often straight structure models of 
mass-service networks, distributed and many component 
systems, we have a positive experience in describing on FSPPL 
the distributed control processes of flexible automated 
manufactures, airports, etc, as well as multi-component 
program systems, where information relations are structured 
and permanent[2]. 
 
FSPPL was implemented on a number of multicomputer and 
multiprocessor systems in particular clusters. The main goal of 
the current implementation is to integrate FSPPL into OO 
environment to enable developer to use all the benefits of OO 
technology and to deliver the high level object-oriented 
environment for parallel programming.  
 
 
3. EMBEDDING FSPPL INTO OBJECT- 

ORIENTED ENVIRONMENT 
 
Reusability of the code in object-oriented programming can be 
reached at different levels of abstraction starting from 
procedures, data structures, and classes and up to logically and 
physically connected sets of classes. Using these systems of 
classes in architecture of an application implies using of 
built-in object interacting schemas in runtime. These systems of 
classes delivering services in some area are usually called 
integrated libraries. 
 
We’ve adopted the idea of integrated library to embed 
principles of FSPPL into object-oriented environment. 
Flowgraph Parallel Program (FGPP) implemented with the 
library is called object-oriented FGPP (OOFGPP).  
 
To build the integrated library for flowgraph stream parallel 
programming we have applied methods of object-oriented 
analysis for abstract FGPP, its syntax and parallel semantics. 
Using object-oriented decomposition we constructed the set of 
base classes that describe main objects of FGPP: scheme, 
module, conjunctive input group (CIG), conjunctive output 
group (COG), input and output buffers[1,5] and defined 
mechanisms of their interaction as private methods.  
 
Now to build the OOFGPP developer has to implement a 
number of abstract classes exposed by the library.  
The embedding of FSPPL into OO environment enables 
developer to treat elements of PP as objects that allows using 
OO mechanisms such as polymorphism, encapsulation and 
inheritance while designing the PP. The largest impact this 

causes on the structure of data flows between modules: that is 
now the objects can be sent between modules as usual data. 
This implies that developer can send objects of different classes 
derived form one parent class from one module to another and 
depending on class different methods can be applied to this 
object inside module procedure due to polymorphism. 
 
While designing the library we used the most general 
constructions that are available in any modern object-oriented 
platform. In current implementation we have chosen .NET CLR 
platform to build it.  
 
For effective usage of this library it’s important to deliver a full 
range of instruments that covers the whole process of OOFGPP 
design, implementation and execution on a target system. In the 
next part of the paper we will describe the developed 
environment for parallel programming based on the integrated 
library that includes all those instruments. 
 
 
4. OBJECT-ORIENTED ENVIRONMENT FOR 

PARALLEL PROGRAMMING 
 
The following requirements in implementation of the described 
above concept and language tools of object-oriented parallel 
programming were taken into account: 
1) Architecture of the environment should be built on 

component basis with strict division of the functions 
between them. Specifically, the following functions are 
strictly distinct in the developed environment: 
a) support of parallel program development process, 
b) remote access organization, 
c) management of parallel program execution process 

on cluster, 
d) management of processes and threads on multi-core 

cluster. 
2) The environment should use original algorithms for 

management of the processes and cluster load, which 
allow to support dynamically the effective usage of 
resources and decrease parallel program execution time 
[3]. 

3) The environment should be built as open and expandable, 
in particular the development of subsystem for fault 
tolerance ensuring parallel cluster work is carried out 
now as a new component of it. 

4) The software should have portability in its software 
realization and make availability to be applied on 
different computer platforms with different OS. 

 
Fig.1. Object-oriented environment for parallel programming architecture 

Let’s briefly review the components of the developed environment. 
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5. ENVIRONMENT COMPONENTS 
 
5.1 Client Software: FSPPL Integration Package 
This component is intended for managing interaction between 
user and the system and it completed with three modules: 
module for development of OOFGPP, module of cluster 
configuration, module of control of PP execution. 
 
The module for development of OOFGPP provides a parallel 
program project in Microsoft® Visual Studio® 2005 that fully 
complies with the developed principles of design and 
realization of the parallel distributed programs using the FSPPL. 
The module also contains the specialized editor of the graph 
structures for creating and editing of the parallel programs’ 
schemes. Program code in conventional programming language 

(VB, MC++, C#, J#) is generated on the created schemes. 
 
The module of cluster configuration provides services for 
setting the parameters of PP execution on cluster. It allows 
developer to design “initial scission” of the parallel program’s 
scheme. The user operating with the data on the current cluster 
configuration creates special files that are attached to the 
project and may be used on the startup of execution (the 
analogue of machine file for MPI)[4].  
 
The module of control of PP execution provides data on load of 
the remote cluster for user and allows him to control the 
execution process of the parallel program. The user interface of 
the package integrated into Microsoft Visual Studio 2005 is 
shown on Fig.2 

 
Fig.2. FSPPL Integration package 

 
5.2 Web Interaction 
This component is a layer between the client software and the 
cluster software. The component is a Web-service performing 
two functions: 
- receiving user commands for the cluster software and 

initiating appropriate actions of the Execution Server 
component of the cluster software; 

- providing to the client software an access to the data on 
cluster’s load and task completion status. 

 
The component has access to the system database, which 
contains data on registered users and their tasks which were 
performed on the target cluster. 
 

5.3 Cluster Software: Execution Server 
This component is needed for centralized cluster management. 
It includes the following modules: 
- Program Manager, that uploads programs for execution, 

performs centralized management of the nodes, dispatches 
commands for launching, pausing, resuming and deleting 
parallel programs during execution process; 

- cluster software administration tools, that enables remote 
administration of cluster nodes. The main functions are 
detecting available nodes, installing node software on 
remote nodes, starting and stopping node software on 
remote nodes, enabling/disabling scheduling on cluster 

- Scheduler Server, that controls scheduling subsystem of 
cluster software. The module analyses the cluster load 
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statistics, data transfer and current configuration of the 
executing program, and makes decision on moving the tasks 
from one node to another in cases of getting prognostic 
information that the node will be overloaded and that the 
cluster scheduler should balance cluster load. 

 
5.4 Node Software 
Node software includes necessary functionality for the support 
of operational semantics of FSPPL. The component receives 
data from other cluster nodes and propagates the tasks for 
execution.  
 
Scheduling of these tasks’ execution is managed by the Node 
Scheduler and is based on the data on the node load 
statistics[4].  
 
If overloading cannot be resolved on the node, local scheduler 
tries to move task(tasks) to another node by informing cluster 
scheduler. 
 
 
6. CONCLUSIONS 
 
At present time developed software has been experimentally 
tested on up to 16-node cluster with 64 cores. Now we work 
on further optimization of the software and development of 
additional subsystems such as fault-tolerance. 
Developed software environment is included in the cycle of 
laboratory works for teaching students and staff of Moscow 
Power-Engineering Institute and other Moscow universities by 
program, supported by Intel Corporation, which is aimed to 
wide practical usage of multicore computers and cluster 
systems. 
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ABSTRACT 
 

Using automated control technology to speed up terminal 
operations is one way for raising the competition capability of 
the container terminal. According to the device condition of 
the container terminal in China, this paper first details the type 
of cranes and the requirement of the monitoring. Base the 
introduction of the OLE for Process Control (OPC) 
technology and the Wireless communication technology, a 
framework of a distributed monitoring system for container 
terminal crane has been put forward. The practice application 
results show that this system can be used in the similar 
container terminal in China. 
 
Keywords: Distributed Monitoring System, Container 
Terminal Crane, OPC Technology, Wireless Communication 
Technology. 
 
 
1. INTRODUCTION 
 
Containers came into the market for international conveyance 
of sea freight almost five decades ago[1]. Over the recent 
years, the use of containers for intercontinental maritime 
transport has dramatically increased. Starting with 50 million 
twenty feet equivalent unit (TEU) in 1985, world container 
turnover has reached more than 350 million TEU in 2004. A 
further continuous increase is expected in the upcoming years, 
especially between Asia and Europe[2]. 

 
Fig.1. Container turnover of the ten largest seaport terminals 

in the world from 1993 to 2002(ranking 2002)[1] 
 

Driven by huge growth rates on major maritime container 
routes, the competition between container terminals has 
considerably increased. Port authorities are looking into ways 
of making existing facilities more efficient. One way to 
improve efficiency, increase capacity, and meet future demand 
is to use large terminals information technology and 
automated control technology in order to speed up terminal 
operations. Then some papers about designing, analyzing, and 
evaluating container terminal saw  a new concept – 

automated container terminal (ACT)[1-4]. Those container 
terminals called ACTs based on the use of automated guidance 
vehicles (AGVs), a linear motor conveyance system (LMCS), 
an overhead grid rail system (GR), and a high-rise automated 
storage and retrieval structure (AS/RS).  
 
A detailed description of the use of these technologies in 
container terminals can be found in reference [5]. To use these 
kinds of technologies large investments have to be made and 
ongoing database management is required. Reference [6] show 
that the application of information technology in the port of 
Singapore results in more efficiency and a higher performance. 
In reference [4] it is concluded that, in order to achieve an 
improvement of productivity and reduction in investment costs, 
an advanced automated control technology is a necessary 
condition. 
 
Now the discussion focuses on the China container terminals, 
whose efficiency and the international competition affected by 
the automation degree. But fortunately the ACT concept is 
accepted and put into practice step by step in some seaport 
container terminals in China, such as Shanghai, Shenzhen 
ports. In this paper, we design a distributed monitoring system 
for container terminal cranes based on the Object Linking and 
Embedding for Process Control (OPC) technology and the 
wireless communication technology. The system can be 
realized in most of the container terminals in China; because 
of the consideration equipment uses realities sufficiently. 
 
 
2. CONTAINER TERMINAL CRANES  
 
Although seaport container terminals considerably differ in 
size, function, and geometric layout, the principal components 
and the chain of the operations is the same. The chain of 
operations for export containers can be described as Fig.2.  

 
Fig.2. Transportation and handling chain of a container[1] 

 
Usually we say that the container terminals only consist of two 
components: stocks and transport vehicles. The yard stacks, 
ships, trains, and trucks belong to the category ‘stock’, 
category ‘transport vehicles’ includes varied cranes and 
vehicles for horizontal transport. In China, the vehicles for 
horizontal transport almost are man-driven. In this paper 
cranes are the objects for the distributed monitoring system. 
Concerning cranes, different types are used at container 
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terminals.  
 
2.1 Quay Cranes (QC) 
The quay cranes for loading and unloading ships play a major 
role, which usually consist of five devices subsystems: the 
gantry, the hoist, the trolleys, the boom and the spreaders (See 
Fig.3).  
 
Two types of quay cranes can be distinguished: single-trolley 
cranes and dual-trolley cranes. Most container terminals use 
the single-trolley cranes, which is man-driven. World’s first 
post-panamac dual-trolley crane, which was designed and 
fabricated by ZPMC (Shanghai Zhenhua Port Machinery, 
China), operated at the Hamburg terminal[7]. The main trolley 
of the dual-trolley cranes moves the container from the ship to 
a platform while a second trolley picks up the container from 
the platform and moves it to the shore. The main trolley is 
man-driven while the second trolley is automatic[1]. The 
crane’s key characteristic is its high productivity, half as much 
again as single-trolley crane on the same condition. At the 
present time, the most effective crane is the double 40’ 
dual-trolley crane, the combination of advantages of double 
40’ spreaders and dual- trolley crane, is designed by ZPMC 
and equipment on Qingdao port, China. It can handle 80~100 
boxes/h theoretically[8], while single-trolley crane’s technical 
performance is in the range of 50~60 boxes/h[1].  
 

 
(a) Single trolley QCs        (b) Dual-trolley QCs 

Fig.3. Single and Dual-trolley Quay cranes 
 

2.2 Yard Cranes (YC) 
A second category of cranes is applied to stacks. The most 
common types of yard cranes are rail-mounted gantry (RMG) 
cranes, rubber-tired gantry (RTG) cranes, straddle carriers, 
reach stackers, and chassis-based transporters. Of these types 
of cranes, only RMG cranes are suited for fully automated 
container handling. RMG crane is often employed at one stack 
area along the fixed rail. To gantry wheels can turn for 90°, so 
that RTGs can move between different lanes, more flexible in 
operation, The RTG are the main yard cranes in most 
terminals of China.  
 
There are two differences between the quay and the stacking 
crane in the framework. Firstly, the boom subsystem is only 
for the quay crane. When the quay crane is standby, it’s often 
folded to avoid the collision with the big passing vessel. The 
second difference is the power supply. The quay crane is 
supplied by bank power cable; however, each RTG is powered 
by an AC diesel generator situated in the insulated EE-house 
(electric equipment house). 

  
(a) RMG Crane           (b) RTG Crane 
Fig.4. The most common types of yard cranes 

 

2.3 Cranes Monitoring Requirements and Characteristic 
The higher automatic level of crane reach, the more complex 
the steering system is. For all types of crane, the steering 
systems are consisted of the programmable logic controllers 
(PLC). There are about 5000 varies to be monitored for a 
conventional quay crane and about 3000 varies for a 
conventional RTG. These varies can be monitored by electric 
engineers with a human machine interface (HMI), named as 
local crane monitoring system (LCMS) equipped in EE-house. 
Meanwhile, engineers also can supervise these varies in 
engineer office by the remote crane monitoring system 
(RCMS).  
 
With the development of the automatic control technology and 
the data exchange technology, some new requirements have 
been put forward. 
(1) Integrated. LCMS and RCMS are bundled software with 

the crane, so these monitoring systems are respective and 
only available for the cranes, purchased from same 
company at the same time. That increase the maintain 
workload of the engineer, meanwhile engineers can not 
supervise all cranes in one monitoring system. 

(2) Mobile. LCMS and RCMS are located in the specific 
computer or server, so engineers can not monitor the 
crane working condition out of the EE-house or the 
engineer office. 

To meet the requirements above, we design an integrated and 
mobile distributed monitoring system for the container 
terminal crane. The framework and the key technology will be 
discussed in detail as follow.  
 
 
3. KEY TECHNOLOGYS APPLIED IN THE 

DISTRIBUTED MONIRORING SYSTEM 
FOR CONTAINER TERMINAL 

 
3.1 OLE for Process Control (OPC) Technology 
OPC was developed by the OPC Foundation, which is 
supported by more than 300 process-industry companies 
worldwide, including nearly all of the world’s major providers 
of control systems and instrumentation. The goal of the OPC 
Foundation’s technical committees is to develop OPC 
enhancements that extend its functionality, including historic 
data access, alarm and event message delivery, security 
control, and batch data access. Before the establishment of 
OPC standard, the industrial monitoring software engineers 
must take a lot of time and energy to develop varied software 
drivers for the devices, because each device has different 
industrial network and data exchange protocol. That means 
application software in the distributed system must be 
re-programmed while a bit changes had been done on the 
hardware. This process is usually quite complex due to the \ 

multitude of different measurement and control devices and 
software packages that exist in a typical industry control 
application[9]. Also the data accessing operation optimization 
is difficult to achieve for the difference between the drivers. 
 
OPC provides a set of standard include interfaces, properties 
and methods for individual process monitoring and process 
control software to interact and share data, enabling seamless 
connectivity and interoperability of information between 
disparate industrial networks like Foundation Fieldbus, 
Profibus, or DeviceNet, programmable logic controller (PLC)  
system, a supervisory control and data acquisition system 
(SCADA), distributed control systems, condition monitoring, 
plant asset management, and production management 
systems[1,7,9,10].  
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OPC is based on Component Object Model/Distributed 
Component Object Model (COM/DCOM) software 
technology provided by Microsoft. So one OPC client 
application can exchange data with several OPC servers and 
one OPC server can supply data to several OPC clients, which 
are usually located in the different PCs.  
 
OPC's evolution parallels Ethernet's move to flatten plant floor 
networking hierarchies[9]. As Ethernet becomes the standard 
for plant floor and enterprise connectivity, OPC provides a 
unified approach to interconnecting software solutions 
horizontally and vertically throughout the enterprise.  
 
3.2 Wireless Communication Technology 
It is well known that Ethernet is the dominant local area 
networking solution in the home and office environment. The 
word “Industrial Ethernet” is derived from the fact; more and 
more applications using communication products based on 
Ethernet and TCP/IP as a real-time communication vehicle in 
the industrial automation dominate. The dispersive automation 
devices and/or systems as the network node are connected by 
the industrial Ethernet based on the open and normalized 
protocol. However, there are some different voices. Reference 
[11] explains why conventional Ethernet is not considered as a 
suitable solution to support industrial communications by 
some people, review the new evolutions of Ethernet, and 
proves that new standards fill most of the requirements for an 
industrial solution. 
 
Recently a large number of mobile equipments are involved in 
the industrial monitoring and controlling system. As described 
before the yard cranes are the typical large-scale moveable 
device in container terminal. In addition to this, chassis, reach 
stacker, straddle carrier, and specially the automatic guided 
vehicle (AGV), which nowadays plays the important role in 
ACT, are all belong to this type. Communication through 
wired for remote monitoring and controlling can cause some 
troubles such as cable tangling due to the movement of these 
equipments. Wireless Ethernet using IEEE802.11 standards 
provides a well-understood and well-supported means in this 
kind of applications. There are numerous excellent 
applications for wireless in the industrial domain. One of the 
most successful applications is wireless SCADA, where 
wireless is used to economically communicate across long 
distances in process and utility industries. Cost savings are 
also achieved when wireless is used to bridge communication 
across obstacles such as walls and rivers[12]. 
 
IEEE 802.11 is an evolving family of specifications for 
wireless local area networks (WLAN) developed by a working 
group of the institute of Electrical and Electronics Engineers 
(IEEE). The original 802.11 standard only supported a 
maximum bandwidth of 2Mbps – too slow for most 
applications. For this reason, IEEE expanded the standards. 
Nowadays most of the wireless products conform to the 
different wireless standards such as the 802.11a, 802.11b, 
802.11g and Bluetooth, all derived from the original 802.11 
standard. Table.1 lists the bandwidth and frequency of 
802.11a/b/g.  
 

Table 1. Bandwidth and Frequency of 802.11a/b/g standards 
Standard Maximum Bandwidth Frequency 
802.11a 54 Mbps 5GHz 
802.11b 11 Mbps 2.4GHz 

802.11g 54 Mbps 2.4GHz 
 
At present the government has imposed strict controls over the 
applications of wireless LAN with 5GHz frequency in China. 
As view from table.1, 802.11g attempts to combine the best of 
both 802.11a and 802.11b, supports bandwidth up to 54Mbps 
and use the 2.4GHz frequency for greater range. So wireless 
network products conformed to 802.11b/g take the most of the 
wireless communication market.  
 
 
4. DESIGN OF THE DISTRIBUTED 

MONITORING SYSTEM FOR CONTAINER 
TERMINAL CRANE 

 
The distributed monitoring system for container terminal crane 
will be called as DMS for short in the following. The 
architecture of DMS based on the OPC and wireless Ethernet 
technology shows in Fig.5. 
 
4.1 Framework of the DMS  
Obviously, the DMS is the typical distributed system. We can 
see the follow characteristic. 
(1) Wired/Wireless Ethernet network as the communication 

media of the DMS.  
The cranes including QCs and YCs are distributed along 
the quayside or among the yard, about 10 square 
kilometers in the area for a large-scale terminal. As 
described before, the QCs usually move along the 
quayside fix rail, so the wired fiber optical Ethernet 
network can be used for data communication between the 
crane PLC and the data server of the DMS. But for YCs 
and the MPCs (mobile PC browsing terminals), the 
wireless Ethernet network will be chosen.  

(2) A uniform and openness data exchange interface based 
on the OPC technology. 
There are usually different series of PLC controller used 
on the crane control system, including GE Series 9030, 
YASKAWA CP-316 and CP-317, Fuji F120S and F70S, 
ABB AC800M, and so on. DMS must supply an 
integrated solution for the data exchange between the 
DMS and the PLC controllers. Fortunately, the 
manufacturers of the PLC mentioned above are all the 
member of the OPC Foundation, and can offer the 
communication modules supported Ethernet. Therefore, 
the OPC-DA based on Ethernet will be used to solve this 
problem. All the devices or subsystems supporting OPC 
technology can be the objects of the DMS easily, which 
ensure the system’s expansibility. 

(3)  Layering and distributed Function architecture. 
The whole architecture can be divided to three layers 
according to the function: device layer, database layer, 
monitoring application layer. In device layer, the PLC 
control system of crane achieves the real-time control and 
fault handling function independently, in the mean time 
supplies the real-time data to data server. Database servers 
transform the device information to the uniform OPC data 
source shared between the application computers in the 
upper layer. The end-user just faces the function applied 
by application layer. 
 

4.2 Software Configuration of the DMS 
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Hardware for distributed systems is important, but it is 
software that largely determines what a distributed system 
actually looks. First, they act as resource managers for the 
underlying hardware, allowing multiple users and applications 
to share resources such as CPUs, memories, peripheral devices, 
the network, and data of all kinds. Second, and perhaps more 
important, is that distributed systems attempt to hide the 
intricacies and heterogeneous nature of the underlying 
hardware by providing a virtual machine on which 
applications can be easily executed[13]. 

 
The OPC server software applied by the manufacturers of the 
PLC control systems will be installed in database servers. 
Nowadays, there is some special OPC server software such as 
KEPServerEx, which let us use the OPC client application to 
collect data from the device nonsupport OPC. To balance the 
load of the data gathering, the number and data gathering scale 
of database server can be set according to the model of the 
PLC controller, geographical position or data size.  
 
The application software design tool can choose the industrial 
configuration software, which is the SCADA toolkit for the 
PC platform, such as WinCC (Siemens) , FIX (Intellution) , 
Intouch (WonderWare), RSView32 (Rockwell Automation) 
and so on. As the development of the OPC technology, most 
of the configuration software supports the OPC standard 
protocol. As the configurations of the multi-client/multi-server, 
the application function such as statue monitoring, alarming, 
reporting can be distributed in the system. 
 
4.3 Functions of the DMS 
The functions of the DMS are described as follow: 
(1) Remote monitoring. DMS can directly access and browse 

QC and YC PLCs for cranes condition monitoring, fault 
diagnostic, hour meters, counters record and more. 
Engineers can supervise all cranes in one system because 
of the integrated and openness interface. 

(2) Remote online PLC programming. DMS allows the 
authorized engineers browsing the PLC ladder diagram 
for cranes real-time condition, and modifying the 
programs online.  

(3) Mobile Browsing. It is using mobile browsing terminals 
such as mobile PC that engineers can browse condition 
and program of the appointed crane at the same time 
wherever within the wireless signal cover. 

 
 
 
5. CASE STUDY 

 
The design has been applied to a large-scale container terminal 
in south of China. The DMS takes full advantage of the 
exiting network resource in that container terminal. 
• 100 Base-FX Fiber Optical Network for data 

communication of quay cranes. 
• Wireless Network using IEEE802.b (frequency band of 

2.4~2.4835GHz) for data communication of yard cranes. 
The wireless network consists of over 40 Access Points 
(AP) and 70 sets of directional Antenna, covering all 
Operational Area within the container terminal.  

 
The designed maximum monitoring range is 38 YCs and 154 
QCs, including 12 MPCs. The different series of PLC 
controller mentioned in chapter 4 all involve in this case. The 
MPC accesses the web server in Browser/Server mode, which 
asks no other requirement for the MPC except the IE browser.  
It is impossible that all cranes work at the same time in 
practice application. For 20 working cranes, the data refresh 
rate in the HMI is about one to two seconds. Because the data 
refresh rate is mainly influenced by wireless network 
bandwidth, and the data request in MPC is windows mode, so 
the refresh rate will not exponential increase with the increase 
of the working cranes. 
 
The DMS shares the wireless network, which has the 
maximum 11Mbps bandwidth and only 1Mbps bandwidth 
while the signal near the ground, with RTG dispatching 
system. Therefore, the wireless signal of the MPC is not good 
or even zero in some place within the container terminal. To 
improve the performance of the DMS, an unshared wireless 
network must be set up. 
 
 
6. CONCLUSIONS  
 
This paper proposes a framework of the distributed monitoring 
system for container terminal crane. The result of the practice 
application proves that this DMS can be used in most of the 
similar container terminal in China, to raise the automatic 
lever. 
 
The study object of this design is limited to the cranes. With 
the development of the port, more and more device such as the 
horizontal transportation vehicles will become the object of 
the automation system. The further study will be focus on the 
optimization of the network and the architecture to cover more 
devices. 

Fig. 5. The framework of distributed monitoring system based on OPC and Wireless Ethernet 
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The field of remote control of industrial equipment which 
needs precise control has still many problems to solve such as 
real-time control or restoration of load loss. With the 
development of the network technology, the distributed 
monitoring and remote control system, which is the further 
research subject, will take an important role in ACT. 
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ABSTRACT 
 

With the development of social economy, special transportation 
has been becoming more and more important in China. Many 
websites have integrated special transportation services as a key 
part of logistics services. But there are still many problems in 
China's special transportation services. This paper firstly 
presents the model and key ideas of China Special 
Transportation Network (CSTN) and then analyzes its All-way 
Solution of special transportation. Finally, it describes the 
design of the SMS platform system and identity authentication 
system. 
 
Keywords: Special Transportation, hina Special Transportation 
Network, All-way Solution Project, SMS platform, EJBCA 
 
 
1. INTRODUCTION 
 
The so-called special transportations refer to the transportations 
which need special carriers and schemes. The most outstanding 
character of the special transportation is that whether the 
technical parameters of the transport carriers in the special 
transportation can satisfy the transport demands of some 
particular products. The fields of the special transportation are 
between the comprehensive fields of the general logistics 
services network (such as Jincheng Logistics network) and the 
specialized fields of the special transportation services network 
(such as China Refrigeration Network). Therefore it should 
focus on the services in the mid-fields. Special transportation 
services should reference the comprehensive nature of the 
general logistics services and meanwhile learn from the 
specialty of a special transportation network. Basing on the 
special transportation services, we should summarize the 
commonness of all kind of special transportations. Finally, we 
can provide a comprehensive and integrated transportation 
services for the special transportation[1-3].  
 
 
2. THE MODEL OF CHINA SPECIAL 

TRANSPORT NETWORK  
 
The China Special Transportation Network (CSTN- 
www.teyun.com.cn) was founded in 2006, and its key idea is 
the all-way solution for transportation enterprises and vehicles 
in the special transportation industry. The all-way solution 
project of CSTN is created to ensure that both the owners of the 
vehicles and the goods will get the maximal income in a safer 
and more effective way at the lowest cost. It provides concrete 
settling projects such as loading, discharging, option of the 
route, road condition on the way, local transport regulation, 
necessary procedure of commission during the executing 
process of the special transportation after the signature of the 
contract. It depends on the service insiders on the net platform 
to implement the concrete services. 
 
Besides the all-way solution, CSTN also provides security and 
cooperation. The cooperation is the mutual cooperation among 
all departments and related interests owners, but not only the 

cooperation between the consigner and the carrier. Through 
such kind of all-round cooperation, an all-way solution project 
will be provided to the special transportation.  

 
2.1 The All-way Solution Project in CSTN 
The all-way solution project of CSTN includes: value-added 
services and the assistant equipments, information consultation 
of the road condition on the way; process of the special 
transportation licenses, vehicle inspection and repair on the way 
and timely response to the emergency.  
 

Fig. 1.  Schematic map of all-way solution project 
 

1) Value-added services and the assistant equipments. 
CSTN combines the local specialized companies which 
provide services such as suspending, installing, and lifting 
and the assistant equipments as their assistant members in 
each pivotal city where there are much loading and 
unloading activities. They will provide the vehicles on the 
way with cheaper and more specialized value-added services 
to safeguard the special transportation vehicles. 
 

2) Information consultation of the road condition on the way. 
CSTN takes two methods to provide drivers with information 
consultation of the road condition on the way. Firstly, CSTN 
employs special information researchers majoring in 
investigating the road condition on the way in a certain 
period and then the summarized useful information is stored 
in the system database. Secondly, CSTN has many network 
members, and they can provide CSTN with the summarized 
information about the road condition of the transport route 
after they finish a special transportation and the information 
will also be stored in the system database. By this way, when 
there is transportation task on the repeated route CSTN will 
firstly pick out the summarized information and give it to the 
vehicle drivers. With the help of the road condition system 
database, CSTN can ensure its members of the timely and 
correct information of road condition on the way. 
 

3) Process of the special transport license. 
Because the particularity of the transportation of the special 
goods such as bulk cargos, dangerous materials, etc. it 
requires applying for many transport licenses, and the 
process of application is complex. CSTN entrusts some local 
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members with processing the licenses for the special 
transport vehicles ahead of time in every place where 
transport license needs to be applied. By this way, the 
vehicles of a special transportation can cross each city 
smoothly. 
 

4) The inspection and repair for vehicles on the way. 
To be safely, CSTN can provide vehicle drivers with the 
contacting means with its motor repair members. When 
vehicles need inspection or repair in some place, drivers may 
not go purposelessly to find a vehicle maintaining station in a 
strange place. They just need to dial the number of the 
members which CSTN gives them. And they will come to 
give vehicles a careful examination and repair and make your 
vehicles resume in time so that you can start off and 
complete you task successfully. 
 

5) Timely response to the emergency. 
Though CSTN can provide four functional modes above, and 
can avoid problems during the transportation maximally. 
However, not all things are under consideration. Therefore, 
CSTN also provides the 24-hour timely response hot-line to 
deal with the emergency during the transportation. When 
paroxysmal matters happen during the transport process, 
CSTN will find the solution as soon as the phone is dialed. 

 
2.2 Other Value-added Services 
CSTN also provides other value-added services, for example: 
industry consultation, inquiry of the cell phone’s ascription 
place, inquiry of China area code, inquiry of the mileage and so 
on.  Trade consultation provides the latest trends, law and 
regulation, news and reports about the special transport industry, 
which are the basis for special transport industry to make long 
term tactics. The data for the inquiry of the mileage come from 
national main trunk mileage data. We use XML to create 
dynamic data sets and timely updates. Finally, we find the 
shortest highway route through a shortest path algorithm and 
the result will be several programs. Integrating the programs 
with real-time traffic situation, users can choose the best 
transport program. 
 
Considering the particularity of the users of the website, it is 
inconvenient for the drivers in the way to go online, so CSTN 
provides its members with convenient message platform. A 
small cell phone can be used to send the information of the 
vehicle, the goods, the request of the identity authentication, 
information about the vehicles online, request of inquiring the 
road condition and so on. For example, when the vehicle is 
empty and goods need to be given, information of such 
demands can be send as following. 
 
The format for cell phone to send message: A#B#C 
 
Here, A means whether the vehicle is empty, when it has goods, 
1 is input, otherwise, 0 is input. 
 
B refers to the location of the vehicle at present, and it is 
expressed by the area code or zip code 
 
 
3. COMBINATION BETWEEN CSTN AND 

MOBILE COMMERCE 
 

The internet can be connected with the SMS Network in three 
ways. 
The first approach is that the internet cooperates with the 
mobile service operators (SO) directly, and gets a 
special-service numbers. Besides, we pay for the services 
according to a certain accounting method and can acquire some 
technical support from the mobile SO. This approach often has 
high stability and quality. However, the related costs are high. 
Moreover, a relatively high threshold may be set up by the 
mobile service operator. A SP usually adopt this approach to 
connect with the mobile service operators. 
 
And the second approach is to connect with the mobile SO with 
the help of the SP. That is the internet being connected to 
mobile service operators with the SP as an intermediary. A SP 
can provide accesses for more than 100 users. It is bound to 
affect the communicating quality and the stability must be 
affected by the SP itself. 
 
The final approach is connecting with the mobile SO with the 
help of their own SMS modem which supports GSM (Global 
System for Mobile Communications). With an SMS modem 
and a mobile phone SIM card, we can send and receive text 
messages like using a common mobile phone and needn’t any 
other procedures.  Comparing with the above two approaches, 
this one is more convenient and its stability is relatively higher. 
The only disadvantage is the limited transmission capacity and 
speed. 
 
Here, we use equipment named SMS Modem which supports 
GSM. It can get access to the SMS gateway which is a 
component of SMS server center through a wireless access. [7] 
 
Considering that CSTN’s requirement is not too high and is 
usually stable, we choose the third one as the approach to 
access to the SMS network in our CSTN’s SMS Platform 
System. 

 
3.1 The Framework of CSTN’s SMS Platform 
As Fig 2 shows that the framework of CSTN’s SMS platform is 
composed by three tiers: R/S (Receive /Send) Protocol Control 
Tier, R/S Control Tier and Application Tier. The R/S Protocol 
Control Tier is responsible for using some SMPP Message 
gateway protocol such as CMPP, SGIP, SMGP, SMPP and 
producing a platform-crossed SMS service. So it can provide a 
SMS R/S interface for the above Tiers. Here we use the 
JSMSEngine 2.0.4, which is a popular open-source java 
package in the internet. The R/S Control Tier is responsible for 
packaging the messages which need to be sent and unpacking 
the received SMS formatted text messages from the SMS server 
centers and routing and choosing an appropriate application for 
the received messages. Text message package is to package the 
text messages which include the Cell Phone Numbers, Text 
Message, SMS Gateway Protocol, SMS Encoding, etc in 
accordance with the requirements of the R/S interface format 
and then send them to the R/S Protocol Control Tier whose 
duty is to send the text message to the SMS server center. The 
third Tier – the Application Tier has to analyze the messages 
and then choose a certain application unit to deal with and 
respond to them. The Application Tier is mainly dealing with 
the content of the text message and the operation of receiving 
and the sending of the text message means a black-box to the 
Application Tier[6].  
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Fig. 2. The framework of CSTN’s SMS platform 
 
3.2 The Design of R/S Control Tier 
R/S Control Tier has three tasks: sending text messages, 
receiving text messages and application routing. Moreover, 
necessary log document must be written in. Sending and 
receiving text messages are both communicating operations, 
while the writing of log is a database operation and the 
application routing is a web operation. Three independent 
threads are designed to take charges of these three functional 
operations. And we have also set two text-message queues to 
manager the text messages. The structure of R/S Control Tier is 
shown as Fig 3. 
 
R/S Control Tier is a gateway communication tier which takes 
responsibility to maintain a connection to the gateway, send 
messages to the gateway, and receive messages from the 
gateway and send them to Message Receiver Queue. 
 
Message Sender Queue and Message Receiver Queue are two 
queues which see to the message management.  
 
Application Router takes responsibility to send text messages to 
the related application. 
 
Logger Thread is a log-writing program which fetchs text 
messages from the message queues, and then write in the log. 
 
Sender Thread is a thread program which submits text 
messages to R/S Control Tier. The SMS gateway protocol is 
asynchronous, however, in most of the time, a synchronous one 
is needed which means that we have to know whether the 
sending is successful. Therefore, Sender Thread always 
provides a method to keep synchronous. After sending a text 
message, Sender  Thread will waite for the result until it is 
notice that the message has been sended sucessfully or not. 
Receiver Thread is a thread program which sees to receive the 
text messages. It fetches the text messages from Message 
Reciever Queue and then delivers them to different application 
routers according to the contents of the text messages[7][9]. 

 
The data structure of text message class and the queue 
algorithm are described as follows. The queue is designed as a 
linked list which uses “lastNode” as a reference variable. [8] 

 
 
 
 
 
 

 

Fig. 3. Structure of the R/S Control Tier 
 

class MessageBean{ 
  //definition of MessageBean 
  private String cellPhoneNumbers; 
  private String textMessage; 
  public MessageBean(String cellPhoneNumbers, String 

textMessage){ 
     this.cellPhoneNumbers = cellPhoneNumbers; 
     this.textMessage = textMessage; 
  } 
 //get and set methods 

} //end class MessageBean 
class Node{ 
//definition of a Node 
  private MessageBean item; 
  private Node nextNode; 
  public Node(MessageBean mewItem){ 
     item = newItem; 
     nextNode=null; 
  } 
 public Node(MessageBean mewItem,Node next){ 
     item = newItem; 
     nextNode=next; 
  } 
 //get and set methods 
} //end class Node 
public class MessageQueue{ 
 //definition of MessageQueue 
 private Node lastNode; 
 public MessageQueue(){ 
 lastNode=null;  
 } //end structure method MessageQueue 
 public isEmpty(){ 

//determines whether a queue is empty 
  return lastNode==null; } 
 public enqueque(MessageBean newMessage){ 
 //insert a new node 

} //end enqueque 
public MessageBean dequeque throws QueueException(){ 
 //retrives and removes the front of the queue 
} //end dequeue 
public MessageBean peek throws QueueException(){ 
// retrives the item at the front of the queue 
} //end peek 
} //end class MessageQueue 
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4. THE IDENTITY AUTHENTICATION 
SOLUTION OF CSTN 

 
The identity authentication of CSTN includes: individual 
authentication, enterprise authentication, vehicle authentication, 
and driver authentication combining with position 
authentication and authorization authentication.  
 
CSTN takes EJBCA authentication system as reference, and 
has created its own identity authentication system which 
combines its own unique special transport authentication 
system and the third-party certification institutions. And relying 
on the SMS text message platform, the function of the SMS 
authentication is added. The third-party certification is shown 
as follows. 
 
CSTN takes the identity authentication mode of www.56110.cn 
as reference, and combined with the NCIIS (National Citizen 
Identity Information System). The NCIIS, which is developed 
by the Ministry of Public Security of China, provides the 
information which is needed to check the individual certificate 
of the CSTN. Besides, the NCIIS also provides the enterprises 
with checking services. The result of the identity check is the 
name and ID numbers provided by the NCIIS through CSTN. 
The system compares the data offered by the checker with the 
data stored, and returns the result to the checker. The result 
only includes whether the comparison is consistent or not but 
doesn’t provide the user with other information of the checker 
except the photos. Thereby, this individual identity 
authentication system doesn’t involve in violating the citizens’ 
personal privacy[3]. 
 
Enterprise authentication of CSTN is cooperated with SAIC 
(State Administration for Industry & Commerce of China) and 
SAT (State Administration of Taxation). The business license 
of the enterprises and the tax registration certificates will be 
checked by the authentication system of the two state 
administrations. The applicant of the enterprise member must 
pass the individual identity authentication. The enterprise 
members need to validate the information of the enterprise as 
well as the following information: 
(1) Whether the data of the enterprise is registered in the SAIC. 
(2) Whether the position and status of the applicant in the 

enterprise are true. 
(3) Whether the application is with the enterprise’s permission 
 
The driver’s driving certificate and the steering certificate of 
the vehicle must be validated during the process of the 
authentication of the vehicle. If necessary, some special 
certificates of the vehicles are asked to be handed in. 
 
The authentication of the driver is conducted by the driver’s 
driving certificate, the steering certificate of the vehicle as well 
as the driver’s individual identity authentication 
 
EJBCA is an enterprise class Certificate Authority using J2EE 
technology. EJBCA depends on the J2EE platform to constitute 
a robust, high performance and component based CA. Both 
flexible and platform independent, EJBCA can be used 
standalone or integrated in any J2EE application[4][5].  
 
J2EE use multi-Tier distributed application model. These 
models are divided into several functional components. These 
Tiers include client tier, web tier, business tier and data tier. 
Business tier is also named EJB tier in EJBCA, which contains 
two major components——RA component and CA 
component[4][5].  

However, in order to achieve the requirement of the third-party 
authentication and the text message authentication. We should 
restructure the framework of EJBCA as Fig 3 shows. The Web 
Tier is rebuilt and transformed to WEB/Mobile Tier into which 
the Mobile Container is added, and the Mobile Container 
contains SMS component. A third party authentication 
component is added into the RA component. When the user 
registers using RA, his registration can success only after the 
registration information being certificated by the third-party 
and then the information will be added into the local database. 

Fig. 4. The framework of CSTN’s authentication system 
 
5. CONCLUSIONS 
 
Combining various logistics website examples, taking the 
experiences of a number of special transport website, the 
all-way solution proposed by CSTN provides all-round services 
such as information platform, information consultation and so 
on. It has made a great progress in special transport services 
avoiding single service. Especially, the design of the SMS 
platform system and identity authentication system is another 
innovative exploration in the field of special transport services. 
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ABSTRACT 
 

Virtual organization has emerged as important research field. 
But less attention is paid to the semantic based model of virtual 
organizations, virtual organizations creation and evolution are 
still difficult. This paper combines semantic web technology 
with architecture based modeling approach to semantically 
describe virtual organizations and yield semantic based virtual 
organization model. Component specification is attached with 
semantic information and component relationships are 
semantically defined. The semantic based virtual organization 
model supports semantic match between business requirements 
and semantic Grid services. The semantic of relationships and 
entities are defined rigorously, a primary benefit is that they 
facilitate automated reasoning. Patterns are used to describe 
business component composition and service component 
composition, and support virtual organization integration at 
varying levels of granularity. Patterns map business goal into 
Grid services so that virtual organization evolution is supported 
effectively. 
 
Keywords: Grid Computing, Virtual Organizations, 
Architecture Based Modeling, Semantic Based Model, 
Composition Pattern 
 
 
1. INTRODUCTION 
 
Turbulent market conditions characterized by very fast and 
continuous changes are forcing enterprises to adopt new 
organizational and production paradigms. Enterprises need a 
way of building, delivering, and orchestrating IT resources. 
This trend is facilitated by the advances in Web services and 
Grid computing. Virtual organizations are major trend in 
cooperative business [1, 2]. 
 
Although the advantages of the virtual organizations are well 
known at the conceptual level, but most researches focus on the 
interoperability of Grid services and semantic Grid, little effort 
is put on the semantic based model of virtual organizations. 
Virtual organizations creation, management, and evolution are 
still difficult [3]. There are many research challenges behind 
virtual organizations: 
 
1) Semantic based virtual organization model: One important 

aspect in virtual organizations application is the specification 
of the organization model [4]. The purpose of such a model 
is to specify resources management, task allocation, and to 
support virtual organizations management that aims at 
monitoring of operations on a business process level and 
automatically mapping high-level business goal to the actual 
Grid services. Another key aspect is to maintain global 
coherence of virtual organizations. This calls for a means to 
pool business knowledge, determine shared goals, determine 
common tasks across services, and avoid conflicts [5].The 
discovery of a service means that a published Grid service 
matches the virtual organization’s requirements. Existing 
researches focus on semantic description of Grid services, 
but the virtual organization’s requirements lack semantic 

information. It is difficult to satisfy the need for semantic 
matching [6]. 

2) Evolution management: To facilitate virtual organizations 
evolution, the traceability between business goal and Grid 
services should be maintained [7]. Currently, in the process 
of virtual organization creation, business knowledge is 
frequently tacit, embedded in practice and experience rather 
than explicitly modeled, which makes sharing and adaptation 
extremely difficult. Thus, it is impossible to use machine 
reasoning in order to identify potential side effects of 
modifications. Also, process improvement should be 
conducted for global process optimum, however, this cannot 
be achieved without a proper architecture of virtual 
organization [1, 8].  

 
This paper combines semantic Web technology with 
architecture based modeling approach to semantically describe 
the component and the component relationships of virtual 
organizations explicitly, to prepare necessary control structure 
for the formed virtual organization. Architecture describes the 
acceptable pattern of component composition and supports 
dynamic evolution required for agility and reconfigurability. 
Architecture based modeling approach is a good approach to 
support tackling the inherent complexity of virtual 
organizations [9,10]. In this paper, the term ‘semantic’ denotes 
the semantic specification of the business component and 
Web/Grid service component and the semantic definition of 
component relationships.  
 
This paper is organized as follows. Section 2 outlines the 
related work on virtual organizations research. Section 3 details 
the semantic based model of virtual organizations. Section 4 
depicts an example of virtual organization. Finally, section 5 
rounds up the paper with conclusions. 
 
 
2. RELATED WORK 
 
Randy Howard et al. introduce a framework that addresses the 
following issues: 1) transaction control and workflow 
management; and 2) resource management and evolution of the 
Virtual Enterprise. The framework facilitates management, 
coordination, and interoperability for the loosely-coupled, 
distributed, and diverse services. The framework presumes that 
the virtual organization has more visibility into the partners’ 
environments than with ordinary Web services, thus allowing 
the additional knowledge to optimize the interactions through 
Web services [11]. 
 
Shalil Majithia et al. present an architecture to facilitate 
automated discovery, selection, and composition of Semantic 
Grid services. They distinguish between different levels of 
abstraction of loosely coupled workflows to facilitate reuse and 
sharing, and allow users to specify and dynamically refine a 
high-level objective of the virtual organization that is then 
translated into a workflow. It is possible to carry out “what-if” 
analysis in an efficient manner when some sub-processes are 
changed [12]. 
 



Semantic Based Virtual Organization Model 

 

362 

Business Process Management (BPM) is an approach to 
manage the execution of IT-supported business operations. 
However, BPM does not provide a uniform representation of an 
organization’s process space on a semantic level, the degree of 
mechanization in BPM is still very limited, creating inertia in 
the necessary evolution and dynamics of business processes. 
Martin Hepp et al. propose to combine Semantic Web and 
BPM and yield one consolidated technology that is called 
Semantic Business Process Management, which supports both 
agile process implementation and querying the business process 
space by logical expressions [8]. 
 
Aniruddha Gokhale et al. apply model-driven approach to 
assemble and deploy Grid applications. They describe Grid 
component based on the Object Management Group's (OMG) 
CORBA Component Model (CCM), UML is used to model 
Grid application requirements, and expose the deployed Grid 
component as a Web service that enables Grid applications to 
use ubiquitous web protocols to create, join, or leave 
collaborative Grid applications [13]. 
 
 
3. ARCHITECTURE BASED VIRTUAL 

ORGANIZATION  MODELING 
 
3.1 Architecture Based Modeling Approach 
The Architecture based modeling approach follows the 
“divide-and-conquer” method of defining architecture that 
consists of three activities: goal decomposing, architecture 
defining, and validating.  
 
1) goal decomposing: the objective of this activity is to divide 

the system goal into a number of sub-goals and assign them 
to components. In this activity, 
“Responsibility-Assignment” relationships between system 
goal and components are created, and they are called 
γ-relationships in this paper. 

2) architecture defining: the objective of this activity is to 
construct architecture to achieve the system goal. 
Determining choreography of the components is the major 
work of this activity. “Take-Part-In” relationships between 
component and architecture are created, and they are called 
β-relationships. Assembly by choreography is a technique 
that makes virtual organizations creation much easier [10, 
14]. 

3) validating: the objective of this activity is to check whether 
the constructed architecture meets the system goal. In this 
activity, “Achieved-By” relationship between the system 
goal and the architecture is created, and it is called 
λ-relationship. 

 
The divide-and-conquer procedure results in a pattern, written 
as L→λA{Ci|i∈N}, which contains following component 
relationships: {γi: L→Ci|i∈N}, {βi: Ci→A|i∈N}, and λ: L→A, 
where L, C, and A represent “Goal/requirements”, 
“Component”, and “Architecture” respectively. 
 
A pattern is an abstraction that is aimed to be automatically 
transformed into final artifact, like Java source code, that can 
be used in implementation. This means that patterns are not just 
documentation, that can be used as help in the design process. 
There has been considerable researches on identifying relevant 
patterns for different application areas. The Grid community 
has also recognized the importance of patterns as a way to 
reuse expert knowledge. Patterns are not just a modeling 
abstraction, but have also been included into development tools 

as first class entities. Furthermore, application reusability and 
maintenance is improved if patterns are still identifiable in the 
final code. Component paradigms also provide patterns as first 
class entities, where patterns may be defined, stored and reused 
independently of the components [15]. 
 
3.2 Role and Business Model 
Workflows need to work within a structure of organization and 
local constraints. Virtual organizations need to perceive the 
condition of the environment and actions accordingly, and need 
to be more adaptive by providing a structure. It is a natural way 
to conceptualize organization as roles and relationships. A role 
is a business component that is situated in some environment 
and capable of flexible, autonomous action in that environment 
in order to meet its business goal [16].  
 
We use the concept of role as a means to encapsulate the 
business goal, constituent partners, activities, and constrains. 
Roles are: (1) clearly identifiable business entities with 
well-defined boundaries and interfaces; (2) situated in a 
particular environment—they receive inputs related to the state 
of their environment, access resources, and act on the 
environment; (3) designed to fulfill specific business goals; (4) 
autonomous— they have control both over their internal state 
and over their own behavior; (5) capable of constructing 
hierarchical structure. Roles can serve as building blocks to 
construct complex virtual organizations on the basis of 
integration and extension. 
 
Definition 3.1 (Organization pattern) Let R0, {Ri|i∈N}, and R 
be roles, R0 only contains business goal, and there exist {γi: 
R0→Ri|i∈N} and {βi: Ri→R|i∈N}. If there exists λ: R0→R  
then R0, R, {Ri}, {γi}, {βi}, and λ constitute an organization 
pattern, written as R0→λR{Ri|i∈N}. 
 
Organization patterns are specified at several levels of 
functionality or granularity in a consistent way and can be used 
to describe virtual department, virtual team, or whole virtual 
organization. 
 
Definition 3.2 (Business model) A business model is a set of 
organization patterns at different levels of granularity, written 
as BM={R0

j→λjRj{Ri|i∈N}| j≤n}, where n is the number of the 
organization patterns. 
 
Business architecture can be dynamically evolved when 
volatile business rules change or new cross organizational links 
come into force, while ensuring compliance to core business 
invariants. 
 
3.3 Service Component and Service Model 
Most service composition approaches attempt to address 
service composition by composing single web services from 
scratch, ignoring reuse of existing compositions. From a 
developer’s perspective the higher level of service integration 
will lead to more efficient, more structured composition 
process that will accelerate application development [17].We 
use the service component to encapsulate the common goals 
(functional and nonfunctional goals), operations, constituent 
services, behavior, and choreography. Service component is a 
packaging mechanism combining published web services, it 
has a recursive nature in that it is composed of published web 
services while in turn it is also considered to be itself web 
service. 
 
Definition 3.3 (Service composition pattern) Let G0, {G i|i∈N}, 



DCABES 2007 PROCEEDINGS 

 

363

and G be service components, G0 only contains requirements, 
and there exist {γi: G0→Gi|i∈N} and {βi: Gi→G|i∈N}. If there 
exists λ: G0→G then G0, G, {Gi}, {γi}, {βi}, and λ constitute a 
service composition pattern, written as G0→λG{Gi|i∈N}. 
Service composition pattern offers an adequate means to deal 
with the granularity variation problem. 
 
Definition 3.4 (Service model) A service model is a set of 
service composition patterns at different abstract levels, written 
as SM={G0

k→λkGk{Gi|i∈N}| k≤m}, where m is the number of 
the patterns. 
 
Service composition patterns describe how to compose existing 
services and provide a seamless record of trace information 
from high-level requirements down to simple services. 
 
3.4 Semantic Based Virtual Organization Model  
In this paper, component specifications with semantic 
information are used to describe roles in business world and 
services in Grid environment. First of all, we discuss the 
component specification.  
 
A component specification provides domain-specific 
information and includes following parts: Category, 
Global-goal, Constituent Partners, Operations, Resources, 
Choreography, and Behavior. 
 
Category contains five attributes: ID, Domain, Name, 
Synonyms, and Abbreviations. The ID attribute is unique 
component identifier that takes the form of a Universally 
Unique ID. Domain gives the area of interest of the component. 
The Synonyms attribute contains a set of alternative 
characteristics of Name. The Abbreviations attribute is a set of 
short forms of Name. Components take part in an architecture 
(composite component) through their Operations. Global-goal 
(including functional goal and non-functional goal) gives the 
reason for existence of the component. Constituent Partners are 
components that cooperate with each other and regulated by 
Choreography. 
 
Operations are described at four levels: syntactic, semantic, 
operational, and registered service. 
 
Syntactic properties: Operations are syntactically described 
by the following attributes: Op-ID, name, mode, input, and 
output. The Op-ID attribute is unique operation identifier that 
takes the form of a Universally Unique ID. The operation’s 
mode has one of the values In, Out, In/Out, and Out/In. 
Depending on the mode, each operation has input parameters, 
output parameters, or both. A parameter has a name and data 
type associated with it. XML Schema data types can be adopted 
as a canonical type system for input and output parameters. 
 
Semantic properties: the semantic of Operations is crucial to 
discovering Grid services. Semantic properties defined for 
operations include Pre-condition, Post-condition, and other 
domain specific properties. 
 
Operational properties: we propose to provide Operations 
with Scenarios as operational properties that can be used to 
validate business model and service model. Scenarios of 
low-level component specification are designed based on 
Scenarios of high-level component specification [18]. Due to 
the limited space, we don’t discuss them in detail. 
 
Registered service: the registered service is an implemented 

web service. Let us distinguish between abstract operation and 
concrete operation. An abstract operation only specifies the 
requirements without referring to any specific service 
implementation. A concrete operation specifies the 
requirements and web location of the service.  
 
In component specification, Behavior describes another kind of 
semantic information of Operations by using formalisms like 
finite state transition system. Generally speaking, not all the 
operation sequences are permitted. Behavior is used to 
determine valid order of Operations.  
 
Resources record resources that can be accessed by the 
specified component. 
 
Choreography carries information about the expected 
participant partners, operations, and the expected collaborative 
process between participants.  
 
Definition 3.5 (Component description) A component 
description is a tuple D=(θ, Φ, E), where: 
• θ is a set containing signatures of component description. 
• Φ is a set of functional goal (operations) and constrains. 
• E is the context of Φ, including Global-goal, Choreography, 
Constituent Partners, and so on. 
Component description is used to define component 
specification independent of specific description logic. 
 
Definition 3.6 (Scenario) Given a component description D=(θ, 
Φ, E), a scenario for a component operation is a pair (M, V), 
where:  
• M is a transition system structure (W, wo, →, Γ), Γ is a set of 
activities of the given operation. 
• V is a valuation function: V: F→W→S, F is formulas over θ 
(e.g., pre-condition and post-condition), S is the sort of a given 
formula f. V(f)(w) returns the value of f at state w. 
Scenario can be used to test the virtual organizations. 
 
Definition 3.7 (Component specification) A component 
specification is a pair C=(D, B), D=(θ, Φ, E), B is a set of 
scenarios, and B⊨Φ. 
⊨ is defined as following: Given a operation φ:<a(p,o)>ψ, 
where p is input, o is output, φ and ψ are precondition and 
post-condition of a(p,o) respectively, it is said to be satisfied by 
a scenario b=(M, V), M=(W, wo, →, Γ), written as 
b⊨φ:<a(p,o)>ψ, iff there exists path: w0w1...wn, φ holds at w0 
(V(φ)(w0) is true), when a(p,o) is executed, the state arrives at 
wn, <wi, wj>∈→, i, j≤n, and ψ holds at wn (V(ψ)(wn) is true). 
 
By integrating scenarios into component specification, the 
operational requirement of the component composition is met. 
The behavior and properties of the composed component can 
be checked [17]. 
 
Component specification is used to select cooperation partner 
or Grid service by semantic matching. 
 
The architecture based modeling approach results in three kinds 
of relationships among components: γ-relationships, 
β-relationships, and λ-relationship. In order to validate virtual 
organizations and to support discovery and composition of Grid 
services by means of automated tools, the mentioned 
relationships and relationship compositions should have 
rigorous semantic. 
 
Definition 3.8 (γ-relationship: Responsibility-Assignment) Let 
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C1=(D1, B1) and C2=(D2, B2) be component specifications, 
where D1=(θ1, Φ1, E1), D2=(θ2, Φ2, E2), B1 and B2 are scenario 
sets of C1 and C2 respectively. γ: C1→C2 means that Φ1 is the 
global-goal of Φ2, and B1⊨Φ1⇒B2⊨Φ2, B2⊭Φ2⇒B1⊭Φ1. 
γ-relationship describes the decomposition of high-level goal, 
and answers the question “why a component exists?”. 
 
Definition 3.9 (β-Relationship: Take-Part-In) Let C1=(D1, B1) 
and C2=(D2, B2) be component specifications, where D1=(θ1, 
Φ1, E1), D2=(θ2, Φ2, E2), B1 and B2 are scenario sets of C1 and 
C2 respectively. β: C1→C2 means that: 
• the constituent partners of C2 contains C1; 
• Φ1 is the sub-goal of Φ2, and B2⊨Φ2⇒B1⊨Φ1, 
B1⊭Φ1⇒B2⊭Φ2. 
β-Relationship can be used to trace how a component 
cooperates with others.  
 
Definition 3.10 (λ-relationship: Achieved-By) Let C0=(D0, B0) 
be an abstract component specification (only contain 
requirements) and C=(D, B) be a composite component 
specification, where D0=(θ0, Φ0, E0), D=(θ, Φ, E), B0 and B are 
scenarios of C0 and C respectively. λ: C0→C means that: 
• Φ0=Φ; 
• B⊨Φ⇒B0⊨Φ0. 
λ-Relationship helps stakeholders to trace how the global goal 
is achieved. 
 
Definition 3.11 (Semantic based virtual organization model) A 
semantic based virtual organization model is a tuple VM=(BM, 
{λi:Ri→Gi|i∈N},SM), where BM is business model, SM is service 
model, Ri is a role of BM, Gi is a service component of SM. 
When a partner want to join virtual organization the semantic 
based model is used to check whether the partner conforms to 
the role specification and the related role relationships. 
 
Theorem 3.1  Let R0→λR{Ri|i∈N}be a business pattern. If 
there exist {λi: Ri→Gi|i∈N}, where Gi is service component, 
then there exists R0→λ′G{Gi|i∈N}, where G is composite 
component of {Gi|i∈N}.  
 
According to Definition 3.8, Definition 3.9, Definition 3.10, 
Theorem 3.1 is hold obviously. The formal component 
relationships can be used to understand and to verify the 
constructed component model. We have discussed the semantic 
of relationship compositions in [19]. They are omitted due to 
the limited space.  
 
Theorem 3.1 means that: 1) Given a well-defined business 
model (the role relationships have been verified), if the 
business goals of the roles can be satisfied by discovered Grid 
services then the virtual organization will operate correctly; 2) 
When Grid services changed, if the related component 
relationships remain the same then the virtual organization will 
run correctly. 
 
 
4. CASE STUDY 
 
The example used in this section is a simplified version of 
virtual newsroom model for newspaper publication. Currently, 
mobile office and home office are the main trends. The 
newsroom has been becoming virtual organization supported by 
Web/Grid services. For example, the editing departments are 
virtual teams in which the partners collaborate with each other 

by means of Web to edit and to publish newspapers, and the 
digital news library and press resources (i.e., RIP machines, 
Printers, and so on) are shared as common resources.  
 
Three organization patterns of the business model are given as 
following (in order to depict role function intuitively, some roles 
are named after business operations) : 
 
• Newspaper Publishing→λ1Newsroom{Page Editing, News  
Collecting, Paper Subscribing, Newspaper Pressing } 
• Page Editing→λ11Dept. of Page Editing{Page Proofing, Page 
Reviewing, Page Making } 
• Newspaper Pressing→λ41Pressing Center{Job Scheduling, 
Business Managing } 
 
Newspaper Publishing contains the business goal of Newsroom 
that is decomposed and assigned to Page Editing, News 
Collecting, Paper Subscribing, and Newspaper Pressing. 
Newsroom describes the execution process of the business 
operations Page Editing, News Collecting, Paper Subscribing, 
and Newspaper Pressing. Dept. of Page Editing describes the 
execution process of the business operations Page Proofing, 
Page Reviewing, and Page Making. Pressing Center describes 
the execution process of the business operations Job 
Scheduling and Business Managing. 
 
The organization patterns mentioned above specify three virtual 
organizations of different levels of granularity: Newsroom, 
Dept. of Page Editing, and Pressing Center. The organization 
patterns describe how to compose simple virtual departments 
into a complex virtual newsroom, and can be used as a 
foundation for virtual newsroom creation, evolution, and 
management. 
 
Three service composition patterns of the service model are 
given as following: 
• Page Making→λ131 Editor Service{News Retrieving, Page 
Typesetting} 
• Page Reviewing→λ121 Director Service{Page Checking, 
Reader Analyzing} 
• Job Scheduling→λ411 Job Controller Service{Job Assigning, 
Business Managing} 
 
News Retrieving, Reader Analyzing, and Job Assigning are Grid 
services that access Grid Resources News Base, Reader Base, 
and RIP Network respectively. Editor Service, Director Service, 
and Job Controller Service are service composite components. 
Editor Service achieves business goal by means of two services: 
News Retrieving and Page Typesetting. Director Service also 
includes two services: Page Checking and Reader Analyzing. 
In patterns given above, there exist three λ-relationships: λ131: 
Page Making→Editor Service, λ121: Page Reviewing→Director 
Service, and λ411: Job Scheduling→Job Controller Service. 
Page Making, Page Reviewing, and Job Scheduling belong to 
the business model. Editor Service, Director Service, and Job 
Controller Service belong to the service model. 
 
Due to the limited space, we don’t give the component 
specifications. 
 
By semantically defined component relationships, developers 
can verify the constructed patterns to find inconsistencies, can 
maintain complex relationships between component 
specifications, and can reveal hidden relationships. The 
semantic based virtual organization model can support 
organization evolution effectively. Traceability between 
organization goal and services can provide important insight 
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into virtual organization construction. When business goal are 
changed, the scope affected is determined by relationships of 
the components. 
 
Development practices show that pattern is not only the right 
means to organize services and to construct business model but 
also the right means to record development expertise. 
 
 
5. CONCLUSIONS 
 
This paper applies architecture based modeling approach to 
construct semantic based virtual organization model. Compared 
with current researches, the main features of our approach are 
following: business model is constructed explicitly and 
semantically, it supports semantic match between business goal 
and Grid service; patterns are used to describe business 
component composition and service component composition; it 
supports virtual organization integration at varying levels of 
granularity; components and relationships are the main 
ingredients of the virtual organization model, recursive 
composition becomes an implicit and natural means for 
building complex virtual organizations; the component 
relationships have rigorous semantic, so that the hierarchical 
virtual organizations can be verified at configuration stage; 
patterns map business goals into services, the virtual 
organization maintainer profits from the traceability because 
he/she can understand why a virtual organization was built the 
way it was, and can better assess the impact of requirements or 
design modifications. 
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ABSTRACT 
 

Cross-layer design is a promising approach to improve the 
performance of wireless sensor networks. This paper studies 
an UWB-based wireless sensor networks and builds a 
cross-layer optimization model with joint consideration of 
MAC layer scheduling, PHY layer power control and network 
layer routing. The model takes advantage of significant 
benefits of UWB technology, such as huge bandwidth, 
extremely low power spectral density and large processing 
gain in the presence of interference and attempts to achieve 
the maximal data rate of whole network. Simulation results 
show that the optimal solution of cross-layer optimization 
model can increase the data rate of network obviously. It also 
demonstrates that it is feasible and effective to address issues 
of cross-layer problem with optimization model. 
 
Keywords: UWB, Wireless Sensor Networks, Cross-Layer 
Design, Optimization Model 
 
 
1. INTRODUCTION 
 
Ultra Wide Band (UWB) radio is a kind of impulse radio 
technique based on the modulation of short, nanosecond, low 
power pulses that is widely used in radar applications. In 
recent years, however, UWB has also received increasing 
attention for its significant benefits to wireless communication 
systems including Ad Hoc networks and wireless sensor 
networks[1-5]. In this paper, we study an UWB-based sensor 
network for environmental surveillance application. For this 
application, once special event detection, e.g. Air Pollution 
Index (API) abnormal increase, all sensing data must be 
relayed to a central data collection point, which is called 
base-station. The large-scale nature of sensor network, both in 
terms of the amount of sensors and the distributing area of 
network, introduce some unique challenges [6-7]. Specifically, 
due to interference from nearby links, a change of power level 
on one link will have noticeable impact on capacity of all 
neighboring links. Thus the routing problem at the network 
layer is associated with issues of other layers such as MAC 
layer scheduling and PHY layer power control. Hence, the 
network level problem must be pursued via a cross-layer 
approach [8-11]. 
 
 
2. NETWORK MODEL 
 
We consider a UWB-based senor network of N sensor nodes 
and one base-station. Suppose there are n nodes in network 
that have detected certain events and each of them generated 
sensing data. Then the fundamental issue for this network is 
the following: Is it possible to relay all these data to base 
station?  
 

 
2.1 Definition 
In this paper, we attempt to deal with the data traffic problem 

via an optimization modeling approach. At first, we give the 
following definitions for the feasibility of rate vector r form 
the point of view of optimization modeling. 
 
DEFINITION 1.  Rate vector r(r1,r2…rn) consists of n 
elements, ri is the data rate of node i∈N, ri >0 indicates that 
node i is a source node which producing sensing data upon an 
event detection. 
 
DEFINITION 2.  Rate vector r is feasible if and only if 
there exits one or more feasible solution such that r can be 
relayed to base station. 
 
It is clear that the feasibility of rate vector r is associated with 
several issues from different layers of protocol stack of 
wireless sensor networks:  MAC layer, dealing with how to 
allocate link resources for access among the nodes; PHY layer, 
determining the transmission power level for each node in a 
given scheduled access to the channel; Network Layer, 
choosing a appropriate path from which data can be routed 
from source nodes to base-station [12]. Clearly, this is a 
cross-layer problem that associated with scheduling, power 
control and routing. 
 
2.2 Scheduling 
MAC Scheduling deals with how to allocate link resources for 
access among nodes in network. In this paper, we regard 
spectrum as the resource to be allocated, although this method 
can be also used to time-slot systems. Hence, the role of MAC 
layer is allocating spectrum resource between competing 
nodes. Suggested by the proposals of TI, Xtreme, Intel and 
Time Domain for IEEE 820.15.3a Task Group[13]-[16], we 
adopt the Multi-Band CDMA scheme in this paper. That is, we 
divide total available UWB spectrum into M sub-bands. For 
each node in network, it chooses one or more sub-bands to 
transmit or receive data in CDMA manner. According to the 
regulation of FCC (Federal Communication Commission) [17], 
the total available UWB spectrum W is 7.5GHz (from 3.1 GHz 
to 10.6 GHz), the minimum bandwidth of UWB is 500MHz. 
We divide W into M sub-bands. For a given number of total 
sub-bands M, MAC scheduling deals with following questions: 
(1) How to distribute the total spectrum W into M sub-bands? 
(2) In which sub-band a node should transmit or receive data?     
Denote w (m) as the bandwidth of sub-band m. we have 
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2.3 Power Control 
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Denote m
ijp  as the power spent by node i in sub-band m for 

sending data to node j, for Ni∈∀ , its power spectral density 
must satisfy the following limit [18] 
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Nj

m
ijnom

p
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where pmax is the upper limit of power spectral density(PSD) 
for UWB devices, gnom is the gain at nominal distance, and Ni 
is the set of nodes to which node i can send data directly in 
one hop. From Eq.(4), we have  
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Eq.(5) defines the upper limit of power spent by node i in 
sub-band m. The maximum data rate of a noisy channel is 
given by Shannon Equation [12] 
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in Eq.(6), B is channel bandwidth, S/N is Signal-to-Noise 
Ratio(SNR), N1 is the power of ambient Gaussian white noise, 
N2 is the interference power produced by other nodes in 
network. Denote Ii as the set of nodes which can make 
interference at node i. The link capacity from node i to node j 
in sub-band m is 
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where η is the power spectral density of ambient Gaussian 
white noise, gij =dij

-2 is the propagation gain from node i to 
node j, dij is the distance between node i and node j, and k,l≠i,j 
means k=i and l=j can not happen at the same time. 
 
2.4 Routing 
To take full advantages of multi-band communication, we 
divide the data flow from source node into several sub-flows 
and permit them take different paths to next nodes. Denote fij 
as actual data rate from node i to node j, then we have 
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m
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Eq.(8) indicates that the link capacity is the upper bound of 
actual data rate. Furthermore, for Ni∈∀ , it still follow the 
flow balance constrain described in Eq.(9).  
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where Si is the set of nodes that can send date to node i. Note, 
if node i is not a source node then ri=0.  
 
 
3.  CROSS-LAYER OPTIMIZATION MODEL 
 
3.1 Link Capacity of Sub-Band 
Due to the inherently low SNR nature of UWB technology 
[17], we have 
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Introduce the linearity approximation of the log function, i.e., 
ln(1+x)≈x(x<<1), we have 
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Eq.(11) is equivalent to  

∑

∑

∈
∈

≠

∈∈

−+
⋅=

+
⋅=

k
j

kj

Nl
Ik

m
ijij

m
klkj

m

m
ijij

m

jilk

NlIk
m
klkj

m

m
ijij

m
m
ij

pgpgw
pgw

pgw

pgwc

)(

)(

,,

,
)(

)(

2ln

2ln

η

η     (12) 

Eq.(12) can be used to calculate the link capacity of node i to 
node j in sub-band m. To write Eq.(12) in a more compact 
form, we introduce symbol q 

η
pq =             (13) 

Eq.(5) and Eq.(12) can be rewritten as follow 
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3.2 Cross-Layer Optimization Model 
In [8], Radunovic and Le Boudec advocate the use of 

∑L

l llnr  as a utility metric in the network optimization 

problem. The reason for this choice is that such log-based 
utility function can make a good compromise between fairness 
and efficiency. In this paper, however, our purpose is to 
achieve the maximum data rate of network. So we introduce 
optimal factor K and use MAX K as objective function of our 
optimization model. In this way, the cross-layer design 
problem convert to a maximization problem for the maximal 
rate vector Kmaxr under the optimization space of scheduling, 
power control, and routing. If the optimization model yields 
Kmax≥1, it means there exists a solution which ensure rate 
vector Kmaxr (bigger than r) be relayed to base-station 
successfully, then we claim the rate vector r is feasible; 
otherwise (i.e., Kmax<1), it means the current solution can only 
ensure a rate vector that less than r be relayed to base-station, 
we say that the current rate vector r is infeasible(see 
DEFINITION 1). Using Eq.(1)~(15), we formulate the 
cross-layer optimization model as follows. 
Objective Function 
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4. SIMULATION 
 
4.1 Simulation Setting 
In this section, we present the simulation results of cross-layer 
optimization model through a small network of 25 sensor 
nodes (mark as triangles) and 1 base-station (mark as solid 
circle) (see Fig.1). There are 2 source nodes (marked as solid 
stars) in network, and the data rate of them are r5=4 and r25=5 
with units Mb/s. The total UWB spectrum is 7.5GHz and the 
minimum bandwidth of each sub-band is 500MHz. The 
communication radius of sensor node in network is 10 meters 
[17]. The nominal gain gnom is 0.02, and power spectral 
density limit pmax assumed to be 1% of η [18].  
 

 
Fig.1. Network topology for 25-nodes network. 

 
4.2 Results and Analysis 
In simulation, we resolve optimization model with different M, 
and get the maximum achievable Kmax as a function of M, see 
Fig.2. 
 

 
Fig.2. The Kmax as a function of M for 25-nodes network. 

 
In Fig.2, when M is 1, namely, there is only one sub-band in 
network and it occupies total available UWB spectrum W, 
Kmax is 0( r is infeasible). The reason rate vector r(r5,r25) can 
not be relayed to base-station is that nodes can not transmit 

and receive data in the same sub-band. Note, both node 5 and 
node 25 are not one-hop neighbors of base-station(see Fig.1), 
and this implies that data rate form them must be relayed by 
other nodes around them. For any node which can receive data 
from node 5 or node 25, there is only one sub-band for this 
node to use. So if it receives data form source node, it can not 
transmit data through the same sub-band again. On the other 
hand, when there are two or more sub-bands in network(M≥2), 
the Kmaxs are all great than 1(from 25.33876 to 31.27076). In 
these instances, the rate vector r(r5,r25) is feasible and can be 
relayed to base-station successfully. 
 
Also, in Fig.2, it is clear that there is a obvious increase in 
Kmax as M is relative small (M=2~4). But when M>4, the Kmax 
becomes regular. The curve in Fig.2 is different to some extent 
from Shiyi’s work in [19]. In [19], Kmax is a progressive 
increase function of M, which is quite different from our 
results. Through comprehensive discuss with Shiyi, we come 
to the conclusion that the different termination criterion of 
solution producer and the different calculate method for 
propagation gain are the primary causes which lead to the 
difference between results of his and our research. Firstly, 
in[19], for the purpose of reducing solution time, the solution 
producer stops as soon as it get any feasible solution with 
Kmax≥1, thus the Kmax is quite likely to be a local optimal 
solution. In our paper, however, we apply a so-called 
multi-start solution procedure. Namely, we adopt a strategy 
that restarts the procedure several times from different initial 
points within optimization space (e.g.,100 points) and select 
the best local solution as the final optimal solution of model. 
Multi-start strategy has proven successful for models with 
multi-convex nature[20]-[21], so the Kmaxs of our work are 
quasi-global optimal solutions and thus are closer to the fact 
than that of [19]. Secondly, in order to prevent nodes from 
transmitting and receiving data within the same sub-band, both 
Shiyi and we introduce a notion called self-interference 
parameter gjj (see Eq.12). In [19], propagation gain is given by 
gij=min(dij

-2,1) which lead to gjj equal to 1 during solution 
procedure. But by several experiments, we found gjj=1 can not 
achieve above purpose. In other words, when node j is 
transmitting data to any node l, the link capacity on node i to j 
is not zero and this will result in any node i could send data to 
nod j in sub-band m even if j is transmitting data to node l in 
the same sub-band. That is to say, some data rates received by 
base-station in [19] are inexistent in fact. And we believe this 
is the reason why Kmax is a progressive increase function of M 
in [19]. In our works, however, we set gjj as a very big real 
number, e.g. gjj=10000. In this way, when node j is 
transmitting data to any node l, the link capacity on node i to j 
( m

ijc ) can effectively shut down to 0 (for the reason of calculate 

error, m
ijc  is not 0 actually, but it is of the order of magnitude 

of 10-5~10-7). 
 
Fig.2 can be explained with Shannon Equation (Eq.6) as 
follow: as M grows bigger, there are more sub-bands for nodes 
to choose when they have data to send, that is, the more 
opportunity for nodes to avoid interference with other nodes 
within the same sub-band. So, the N2 in Eg.(6) decreases and 
this results in the increase of signal-to-noise ratio (S/N), as a 
result, the link capacity C increases; but on the other hand, as 
M grows bigger, the bandwidth of sub-band m w(m) becomes 
smaller, namely, the increase of M means the decrease of B in 
Eg.(6), and this will lead to the decrease of C at last. In a word, 
we can draw a conclusion from Fig.2: when M is small, the 
influence of S/N upon link capacity C is much bigger than that 
of M; but as M becomes bigger, for example, M>4, the 
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influence of M upon C increase and counteract the influence 
of S/N upon C. Furthermore, the curve in Fig.2 also suggests 
that to resolve the model in shorter time with enough 
numerical precision, we could just choose a small value (e.g., 
M=4) for the number of sub-bands instead of the bigger one 
(e.g., M=15).  
 
Denote Kmax∑ri as maximum achievable data rate of network. 
Table 1 and Table 2 shows Kmax∑ri and actual data rate 
between nodes for M=4 respectively(w(1)= 1714.377, w(2)= 
1714.377, w(3)= 1731.909, w(4)= 2339.337). These results 
satisfies scheduling, power control and routing constraints 
described in optimization model, and demonstrates the 
feasibility and efficacy of optimization modeling approach to 
cross-layer design problem. 
 
 
5. CONCLUSIONS 
 
In this paper, we studied issues of data traffic for UWB-based 
sensor networks. We built a cross-layer optimization model 
with joint consideration of MAC layer scheduling, PHY layer 
power control and network layer routing. Simulation results 
show the optimal solution of proposed model can increase the 
data rate of network obviously and demonstrate it is feasible 
and effective to deal the cross-layer problem with optimization 
model. However, the optimization model described in this 
paper is a NLP (Non-Linear Programming) model, which 
remains NP-Hard problem in general [20-21]. It can only 
handle small-scale networks at present. For large scale 
network, it is quite likely beyond the capability of an ordinary 
computer. Therefore, developing a more suitable model for 
large-scale network will be the emphasis of our future 
research. 
 
 
REFERENCES 
 

[1] M.Z.Win, R.A.Scholtz, “Ultra-wide bandwidth 
time-hopping spread-spectrum for wireless 
multiple-access communications,” IEEE Trans. 
Commun., vol. 48, 2000, pp. 679~689. 

[2] M.Z.Win, R.A.Scholtz, and M.A.Barnes, “Ultra-wide 
bandwidth signal propagation for indoor wireless 
communications,” in Proc. ICC Montreal, Toward 
Knowledge Millennium, vol.1,1997,IEEE Int. Conf. 
Communications, pp.56~60. 

[3] M.Z.Win, R.A.Scholtz, “Impulse radio: How it works,” 
IEEE Commun. Lett., vol. 2, pp. 36–38, 1998. 

[4] F.Ramirez-Mireles, M.Z.Win, and R.A.Scholtz, 
“Performance of ultra-wideband time-shift-modulated 
signals in the indoor wireless impulse radio channel,” in 
31st Asilomar Conf. Signals Systems Computers, vol.1, 
1997, pp. 192~196. 

[5] F.Ramirez-Mireles, R.A.Scholtz, “Multiple-access 
performance limits with time hopping and pulse 
position modulation,” MILCOM, 1998, vol.2, pp. 
529~533. 

[6] Lan F.Akyildiz, Weilian Su, Yogesh 
Sankarasubramaniam, Erdal Cayirci, “A Survey on 
Sensor Networks,” IEEE Communications Magazine, 
2002,40(8), pp.102~114. 

[7] David Culler, Deborab Estrin, Mani Srivastava. 
“Overview of Sensor Networks,” IEEE Computer, 
Vol.37, Issue.8, 2004, pp.41~49 

[8] B. Radunovic and J.-Y. Le Boudec. “Optimal power 

control, scheduling, and routing in UWB networks,” 
IEEE J. Selected Areas in Commun., vol.22, no.7, 2004, 
pp.1252~1270. 

[9] Madan,R., Shuguang Cui et al, “Cross-Layer Design for 
Lifetime Maximization in Interference-Limited Wireless 
Sensor Networks,” In Proc. INFOCOM 2005,Vol. 
3, pp.1964~1975 

[10] Kozat, U.C., Koutsopoulos, I. et al, “A Framework for 
Cross-layer Design of Energy-efficient Communication 
with QoS Provisioning in Multi-hop Wireless 
Networks,” In Proc. INFOCOM 2004. Vol.2, pp. 
1446~1456 

[11] Pierre Baldi, Luca De Nardis et al, “Modeling and 
Optimization of UWB Communication Networks 
Through a Flexible Cost Function, ” IEEE J. on 
Selected Areas in Commun., Vol.20, No.9,  2002, 
pp.1733~1744 

[12] Andrew S. Tanenbaum, Computer Netwroks(3rd 
Edition), Prentice Hall, 2004, pp.77~479 

[13] Batra A,et al, “TI Physical Layer Proposal for IEEE 
802.15 Task Group 3a,” IEEE 802.15-03/142r0, 2003. 

[14] Robert R.. “Xtreme Spectrum CFP Document,” IEEE 
802.15-03 /154r1, 2003. 

[15] Foerster J, et al, “Intel CFP Presentation for a UWB 
PHY,” IEEE 802.15-03/109r1, 2003. 

[16] Kelly J, “Time Domain’s Proposal for UWB 
Multi-band Alternate Physical Layer for 802.15.3a,” 
IEEE 802.15-03/142r2, 2003. 

[17] “First Report and Order in the Matter of Revision of 
Part 15 of the Commission’s Rule Regarding 
Ultra-Wideband Transmission System,” ET Docket, 
Federal Communication Commission, FCC 02-48, 2002, 
pp.98~153 

[18] A.Rajeswaran, G.Kim, R.Negi, “A scheduling 
framework for UWB &c ellular networks,” in Proc. 
First International Conference on Broadband Networks, 
2004, pp.386~395 

[19] Yi Shi, Y.T.Hou et al, “Cross-Layer Optimization for 
Routing Data Traffic in UWB-based Sensor Networks,” 
in Proc. MobiCom’05, 2005, pp.299~312. 

[20] Giordano F.R., Weir M.D et al, A First Course in 
Mathematical Model (3rd Edition), Californian: 
Brook/Cole, 2003. 

[21] Winston W.L., Introduction to Mathematical 
Programming (4rd Edition), Californian: Brook/Cole, 
2003. 

 
Yefang Gao was born in 1970. He received M.A’s. degree in 
CAD from Nanjing University of Science and Technology, 
Jiangsu, China, 1999. Since 2004, he has been a Ph.D. degree 
candidate in School of Information Engineering, Wuhan 
University of Technology, Hubei, China. His current research 
interests include UWB communication and wireless sensor 
networks.  
 
Layuan Li was born in 1946. He received ME degree in 
Communication and Electrical System from Huazhong 
University of Science and Technology ,China in 1982. He is 
currently a professor and Ph.D tutor of Computer Science. His 
research interests include computer networks, protocol 
engineering and image processing.  
 
Lin Ouyang, was born in 1974. He is a Ph.D candidate in 
School of Information Engineering, Wuhan University of 
Technology, Hubei, China. His research interests are in 
distributed parallel processing, Artificial Intelligence and 
computer network. 



Cross-Layer Optimization Model for UWB Sensor Network 

 

370 

  
 

Table 1.  Maximum Achievable Data Rate of Network for M=4 
M Kmax Kmax∑ri M Kmax Kmax∑ri M Kmax Kmax∑ri 
1 0 0 6 29.87211 268.84899 11 29.33586 264.02274
2 25.33876 228.04884 7 31.27076 281.43684 12 29.32290 263.90610
3 30.24167 272.17503 8 30.89773 278.07957 13 29.61811 266.56299
4 30.70454 276.34086 9 29.67367 267.06303 14 30.16653 271.49877
5 30.13998 271.25982 10 30.81555 277.33995 15 30.05629 270.50611

 
Table 2.  Actual data rate fij for M=4 

node-node fij node-node fij node-node fij node-node fij 

1-0 249.0988 7-2 31.50501 17-11 37.19610 23-21 33.37935 

2-1 134.5733 8-2 43.57650 17-12 43.91400 23-22 36.92747 

3-2 59.49176 9-8 43.57650 18-12 35.02987 24-18 23.22242 

4-3 59.49176 10-14 19.74990 18-22 11.28157 24-23 39.97001 

5-4 59.49176 11-1 30.49871 19-14 20.78144 25-18 14.40208 

5-9 43.57650 11-6 69.84775 19-18 8.686938 25-19 59.80519 

5-10 19.74990 12-6 17.02137 19-23 30.33681 25-20 16.12300 

6-0 27.24208 12-11 62.67207 20-14 16.10241 25-24 63.19243 

6-1 59.62704 13-7 56.65435 21-17 32.90106   

7-1 24.39977 14-13 56.65435 22-17 48.20904   
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ABSTRACT  
 

HPDPM system is a mediator system using semantic caching 
technology to support large scale data manipulating. As an 
important method to improve system performance, semantic 
caching is often used in client’s end. In the light of HPDPM 
application environment, this paper researched an approach 
which can be used in mediator system. Using semantic caching 
technology, it will greatly reduce interactions among mediator 
and servers, especially in semantic related environment. A 
semantic caching query processing method for improving 
system efficiency is given in detail, the replacement strategy 
and consistency management method are discussed also. 
Implementation and experiments of this study showed that this 
approach can improve system performance efficiently. At 
present, the mediator system which used semantic caching 
technology has been applied to a large engineering project 
which capacity of data is a little more than 1000 Gigabytes. 
 
Keywords: Parallel Data Processing, Mediator System, Storage 
Management, Semantic Caching, System Implementation 
 
 
1. INTRODUCTION 
 
With the development of information integration, today more 
and more data sources exist in enterprise on various topics [1]. 
In this case, providing a method to manipulate data paralleling 
can greatly improve efficiency of data process. A significant 
trend in the commercial data processing field is the increasing 
support for parallel data processing [2]. 
 
HPDPM (High Performance Data Processing Mediator) was 
built to provide integrating views for clients. It can manipulate 
user’s queries in parallel method. The aim of HPDPM is 
improving system performance, especially for large user groups 
and large scale information. 
 
As more and more users use mediator system to query data, 
such as in large enterprise or web application, mediator system 
becomes a bottle neck itself. There is a great demand for 
latency tolerance technologies for fast answering user queries. 
Many latency tolerance techniques have been developed over 
the years. In generally, the two most important ones are caching 
and pre-fetching [3]. Caching technology can greatly reduce the 
interactions between clients and servers. But traditional caching 
schemes, such as page caching, intend to exploit the static 
spatial or temporal locality to improve system performance, 
therefore have inherent disadvantage [4].  
 
Traditionally, semantic caching was used in client mainly. But 
HPDPM uses semantic caching in mediator system. The reason 
is lying in three factors: First, the application environment of 
HPDPM includes a great deal of users, placing semantic 
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caching in client end will bring multiple workloads in system 
maintenance, because in this way, it needs to install software in 
client. Second, the configuration of client end in HPDPM 
system environment is not high, and its users often need to 
query large scale information, caching information in client can 
greatly reduce client’s performance. The third, caching in 
mediator system can share information with more users, add 
hitting rate, and facility caching consistency maintenance.  
 
The purpose of this study is therefore to research an approach 
using semantic caching in mediator system, which can improve 
the performance of mediator system efficiently. The rest of the 
paper is organized as follows: Section 2 discusses semantic 
caching application platform, the HPDPM system and its main 
functional architecture. Section 3 discusses semantic caching 
technology applying in mediator system. The semantic caching 
query processing, replacement strategies and consistency 
management methods are also discussed. Then, implementation 
and experiment of semantic caching in parallel data processing 
mediator system are presented in Section 4. Section 5 
concludes the paper. 
 
 
2. MEDIATOR SYSTEM 
 
HPDPM System has been applied in Heilongjiang Local Taxing 
Bureau. It connects data and information from every city, 
district, and country with exclusive network, providing 
transparent services for its users.   
 
Mediator system provides an integrated view for its users, it 
uses the data resources existing in whole grid providing an 
approach which can be used to answer user’s query with 
facility and shortcut. The following context will describe the 
functional architecture of mediator system from the views of 
how to realize semantic caching. 
 
2.1 System Functional Architecture 
Based on Web browser and client’s end, users can submit their 
queries. Mediator system finishes the whole job without user 
intervention. It decomposes query into sub-queries. If the query 
results are existed in semantic caching entirely, mediator will 
answer queries with the content of caches, or if the results are 
matched partially, mediator will count the difference, and send 
sub-query to related resource node, when the results return, 
mediator unites the whole results, and backing out. 
HPDPM mainly includes there modules: building module, 
running module and information services module. The overall 
functional architecture is shown as fig.1. 
 
2.2 Module Function 
Building module is a system building environment provided by 
HPDPM system. Here administrator can build related 
information about resource nodes, communication mechanisms, 
connecting strategies and system configuration parameters, 
classify new node with system global views, and use ontology 
to eliminate semantic differences.  
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The basic idea is based on domain shared ontology, making 
the same interpretation for data and commands, despite of 
syntactic or/and structural differences. Check of semantic 
affinity for interoperability, semantic mismatch analysis, using 
the method of semantic annotation of local conceptual 
schemata and services. Ontology-based reconciliation, with 
rules automatically derived from semantic annotation [5]. 
With this method, HPDPM can eliminate the semantic 
differences of data and information. 

 

Fig.1. Functional Architecture of HPDPM system 
 
The function of realizing user’s query is finished by running 
module. When user submits query from client, the system 
monitors these query, and put them into agents, agent finishes 
every query and when query results come in, it returns results 
to user. As agent submits query to query analysis, query 
analysis first translates character string into system expression. 
Then determine if there exists caching result satisfied user 
query through storage management model.  
 
When there is not semantic caching hitting, then query 
statement is put into query decomposer. Query decomposer 
analyses SQL statements, then decomposes the query into 
multi sub-queries according to meta data which stored in meta 
data dictionary.  
 
Then executing controller acquires sub-queries, builds control 
mechanism, and submits every sub-query to remote data 
sources where the data exists. And when every data sources 
returns results, then controller trims the results and submits to 
agents. Using this method, mediator system finishes a user 
query. In this process, when query analysis finds that the 
user’s query is in semantic caching entirely, we say the user’s 
query is being hit totally.  
 
In this case, mediator system needn’t interact with servers, and 
it will put the results into results packing simply, and then 
return the answer to user directly.  
 
Information services module mainly includes the mate data 
about the resources servers which acquired form building 
module, maintains a global views. Dynamic meta data block 
and running record block record the system running situations, 
facilitate running module making its query planning. 
Information Services module provides an information bases 
for the realization of semantic caching. 
 
 
3. SEMANTIC CACHE IN MEDIATOR SYSTEM  
 
This section focuses on research and design of semantic 

caching in mediator system. The idea of semantic caching is 
that the mediator system maintains both semantic descriptions 
and results of previous queries in the semantic cache. As a 
new query can be answered totally from the semantic cache, 
there is no need of communication happens between mediator 
system and data servers. One key advantages of the semantic 
caching is that the memory or disk space requirements and 
communication costs are reduced. Another advantage of 
semantic caching is its flexibility, which is very important for 
multi users and lager scale information situations. Page-cache 
is relatively inflexibility, because the content of the cache are 
dependent on the physical storage structure. 
 
As a new query can only be partially answered, the original 
query is trimmed and the trimmed part is sent to the server and 
processed there. In this way, the amount of data transferred 
over the network can be substantially reduced. 
 
3.1 Manipulating Query Based on Semantic Caching 
According to the description of functional architecture, work 
principle of mediator system, this paper points out the aim of 
semantic caching is realization of fast responds, elimination of 
network loads. The efficiency of the semantic caching depends 
on how much the user’s queries are related to each other, a lot 
of this kind of relations can be found in application system, in 
experiments of this paper, about 15% user queries are matched 
entirely, and 35-45% user queries are matched partially. In this 
situation, the results of earlier queries are contained in the 
results of later queries.  
 
There are four possibilities [6], when semantic caching 
happens as fig.2. The white block represents semantic cache, 
black block represents user’s query. 
 

Fig.2. Semantic matched types 
 
In case 1 “totally matched” and case 2 “including matched”, 
semantic caching in mediator can answer user query without 
interaction with data server. In case 3 “partially matched” 
mediator system needs to count trim query, and sends query to 
related data server, then packs up the results. In case 4 “not 
matched”, mediator system will send the whole user query to 
data server, then determine if mediator system need to cache 
query result and do related work.  
 
Semantic cache is made up of a set of semantic blocks and a 
set of semantic items. In mediator system, query result is to be 
named a semantic block. Each semantic block is made up of a 
records set. Semantic items includes predicate which is in 
“where” cause of query statement.  
 
When user’s query belongs to case 3 or case 4, we say it needs 
semantic query manipulating. The match between the 
statement of user’s query and the semantic items is the job 
worked by mediator to determine results differences. Then 
mediator will decompose the user query into two sub-queries. 
The results can not be acquired from semantic cache and the 
results can be acquired from semantic cache. 
 
The first part is called the remote sub-query (RQ). The second 
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part is named the Local sub-query (LQ). Assumed each 
semantic block includes number of semantic items is N, and 
each item includes number of attributions is K. User query Q 
is made up of the conjunction of simple predicates, like Q = 
q1 ∧ q2 ∧…∧ qk . qi corresponding semantic item’s 
attribution Si. The semantic caching manipulation algorithm is 
described as follow: 
 
Caching Manipulation Algorithm 
Input: query conditions Q = q1∧q2∧…∧qk and semantic 
cache information { Si }; 
Process: count Local sub-query (LQ) and remote sub-query 
(RQ). 
Output: Results of LQ and RQ. 
1:  for i ← 1 to n  
2:   do Ci, j ←  Si, j(j= 1,2,3,……k) 
3:     for j ← 1 to k 
4:      do LQi,j ← count intersection between qj and ci,j 
5:           if  LQi,j = φ  
6:                then LQi ← F 
7:                   goto 1 
8:         LQi ← LQi,1 ∧ LQi,2 ∧ … ∧ LQi,k 
9:           if  LQi = q 
10:            then count(Si) ← count(Si) + 2 
11:                  goto 15 
12:               else count(Si) ← count(Si) + 1 
13:              LQ ← LQ1∨LQ2∨…∨LQn 
14:          if  LQ = q 
15:            then RQ ← F 
16:              else RQ ← Q∧¬LQ 
17:                   end 
The role of ‘count’ in line 10 and line 12 will be explained in 
following part. 
 
3.2 Replacement Strategy 
When the results of user’s query are acquired from bottom 
servers, mediator system will put the results in semantic cache, 
if exists enough space in there. In multi-users environment, as 
semantic cache space is limited in fixed capacity, when new 
result is added to cache continuously, the cache space will be 
filled up. At this time, the mediator will consider replace some 
semantic blocks, in order to keep high hitting rates. In this 
paper, it is called cache replacement strategy. 
 
The idea of cache replacement is to evaluate the probability of 
semantic blocks is visited by another queries effectively. In 
ideal situation, the blocks replaced by system should have 
lowest probability of being visited by user’s queries.  
 
In this study, the granularity of cache placement is a semantic 
block and semantic item. This paper believes that replacement 
based on visiting frequency on semantic item can effectively 
reflect user’s attention to some items greatly. 
 
Because the hitting rate of semantic caching is different from 
that of page caching, it includes ‘totally matched’, ‘including 
matched’ and ‘partially matched’ presented as figure 3. It’s 
necessary to consider different cases. This paper uses the 
‘power value’ of semantic items as a replacement value as 
formula (1). 

Power value = count ( Si ) + 1 / size( Si )        (1) 
Size (Si) represents the number of the results set of semantic 
items, 1/Size (Si) embodies the idea of replacement big results 

set as possible. Count (Si) represents probability that the 
semantic items are matched by other query.  
In algorithm 1, line 10, when query is matched totally, then 
count (Si) = count (Si) + 2, line 12, when query is matched 
including, then count (Si) = count (Si) + 1. In fact, the 
configuration of mediator remains the parameter as count (Si) 
= count (Si) + N. Administrator can adjust the parameter 
according to the application.  
 
When cache does not have enough free space to hold the new 
data, the semantic blocks with the lowest power value will be 
discarded until there is enough space. 
 
3.3 Consistency Strategy 
When user wants to do some update (update, insert, delete) 
operation to information servers, mediator semantic caching 
will determine if the update will affect cache content. The 
consistency strategy of semantic caching is different from that 
of page caching. Because the granularity of semantic cache is 
the semantic item and block. An update to data in bottom 
server will probably affect multi semantic items. This paper 
applies object dependency graph to assist consistency 
maintenance. It includes two steps. First, according to 
attributes set and values of ‘where’ clause in query statement, 
system will build directed edges from result node to attribute 
nodes. Second, when update refers to attribute, locks the 
semantic items and prevents user query from visiting it. If 
update is success, then delete relation semantic blocks and 
items, else unlock the semantic items. 
 
 
4. IMPLEMENTATION AND EXPERIMENTS 
 
As before, a semantic cache consists of a set of semantic items 
which are defined by predicates and a set of semantic blocks 
which include result set. When a query comes, mediator will 
manipulate query according to algorithm 1. In this section, 
implementation and experiments are discussed in details. 
 
4.1 System Implementation 
The semantic caching in mediator includes a group of caching 
area and a semantic caching management mechanism 
described as fig.3.  

 
Fig.3. The work principle of semantic caching system 
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The caches include data dictionary cache, semantic cache and 
trimming cache. Data dictionary cache (DDC) is used to buffer 
database structure, user’s information and data distributed 
information. In mediator system, every SQL statements 
submitted by user needs to visit DDC, in order to determine 
how to decompose SQL into multi sub-queries, and send those 
sub-queries to related node. Semantic cache (SC) is used to 
cache semantic items and semantic result. Items information 
includes statement cache and semantic items organized 
information. Statement cache mainly store SQL statements 
which results are in semantic cache. In this way, query 
analysis can rapidly match if a new user query can be found in 
semantic cache. Following this step, cache manager will query 
directly from semantic cache, and system will add the 
semantic items counter, modify its ‘power values’. If a query 
can be found in semantic cache partially, system will 
decompose the statement into sub query, build local query (LQ) 
and remote query (RQ), and add the semantic items count, 
modify local query’s ‘power value’. 
 
When semantic cache has not enough space to hold results set, 
system can determine how to realize replacement using 
‘power values’.  
 
Trimming cache is a temp caching, when the result of queries 
return, it will first being put into trimming cache, and 
executing control will run result trim according to query 
analysis. For example, when user gives a SQL, like MAX 
salary, this SQL will probable be distributed to multi node, 
every node returns a MAX salary. In this case, we need to 
count real MAX salary in trimming cache by compare return 
value.  
 
On of the most important Caching management problem is 
how to keep the data consistency. When user submits an 
update (update, insert, delete) statement, system must 
determine if it will affect the semantic caching consistency. 
And when the effect exists, caching manager will first lock the 
semantic segment and result in semantic caching, and until the 
update statement finished, and modify caching result, or 
simply give up the caching result which related to this 
modification. 
 
4.2 System Experiments 
To check the efficiency of semantic cache, this section 
examines the performance using 4 group query lists which are 
produced at random. Every group includes 200 queries, and 
the first 100 queries do not enter results data as a cache warm 
up data. Experiments include three aspects: semantic cache, 
traditional cache and no cache. The x-axis of the figure shows 
the different query group and different caching method. The 
y-axis of the figure is the average respond time of query. 
 

Fig.4. The average response time of query 

Fig4 shows the average respond time of semantic cache 
method is better than that of traditional cache and no cache.  
This study still researched the performance of semantic cache 
in field application area. Two important user’s business 
activities named ‘Declaring tax’ and ‘collecting query’ is to be 
selected to check performance. The experiment results show 
as table 1. In table 1, the item of ‘before’ means not using 
semantic cache, the item of ‘after’ means using semantic 
cache. Being limited by condition, the data of ‘before’ is the 
average result of a whole year, the data of ‘after’ is the 
average result of three months. 
 
As we can see from table 1, the query performance gained 
improvement distinctly. All declaring tax and collecting query 
refer to declaring people’s related information, but the later 
business has stronger relationship with declaring information 
than the first business. Collecting query gained more 
improvement than that of declaring taxing. From this point, 
this study believes that the performance of semantic caching is 
extremely sensitive to the data semantic related. When a new 
query semantic related totally, query can gain maxed caching 
hitting, and when a new query semantic related partially, 
system need to spend extra cost to count the relation and 
acquire results. 

Table 1  Application Testing 
Business activity Before 

(seconds) 
After 

(seconds) 
Declaring tax 0.45 0.36 

Collecting query 1.42 0.85 
 
 
5. CONCLUSIONS 
 
Traditional semantic caching technique usually applied in 
client end. Based on the requirements of application, this 
paper presented a semantic caching scheme which is used in 
mediator system to improve system performance. A semantic 
caching method is given for improving system efficiency, 
include query manipulating algorithm, replacement strategy 
and consistency maintenance. Experiments showed that this 
scheme is in favor of improving mediator performance, 
especially in data semantic related application areas.  
From the actually application environment, this study’s query 
application exists about average 30% relation degree. But it 
lacks a determined query semantic relation dependency model 
which can be used to measure the relationship, so 
administrator has to determine related parameter with his 
experience, this situation adds the administrator’s workload 
and error-prone. For future work, further investigation is 
needed to establish a model or method to solve the problem on 
how to measure the degree of semantic relation.  
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ABSTRACT  
 

The distributed surveillance systems include not only 
distributed array of cameras that offer wide area monitoring, 
but also a set of computer vision algorithms designed for scene 
analysis at multiple levels of abstraction. For building an 
intelligent surveillance system, the system requires the 
architecture for distributed computing environment to support 
real-time processing. This paper presents a multi-agent 
architecture for an intelligent distributed surveillance system. 
All processing modules in this system are encapsulated as 
agents. The proposed multi-agent architecture can be expressed 
by a multi-level concept. The surveillance system can be 
divided into 4 level tasks, which each level will be handled by 
one or several agents with different capabilities. Data 
management and transfer agent is a key module that supports 
real-time heterogeneous data stream sharing and exchanging 
among agents. Heterogeneous data and communication 
mechanism among agents are analyzed. The distributed 
surveillance system with the multi-agent architecture is 
currently applied as a test bed for the project that is based on 
meeting analysis and archive in intelligent meeting room in 
real-time. 
 
Keywords: Multi-agent System, Software Architecture, Video 
Surveillance, Distributed Systems 
 
 
1. INTRODUCTION 
 
Intelligent visual surveillance systems deal with the 
real-time monitoring of persistent and transient objects 
within a specific environment. The primary aims of these 
systems are to provide an automatic interpretation of scenes 
and to understand and predict the actions and interactions of 
the observed objects based on the information acquired by 
sensors. With the development of sensor and network 
technology, multiple camera distributed surveillance system 
is considered mostly for video surveillance at present. 
Spatially distributed multi-sensor environments present 
interesting opportunities and challenges for surveillance. 
 
The main stages of processing in an intelligent visual 
surveillance system are: moving object detection and 
recognition, tracking, behavioral analysis and retrieval. 
These stages involve the topics of machine vision, pattern 
analysis, artificial intelligence and data management. Most 
video content analysis algorithms are computationally 
intensive, the system requires a distributed computing 
environment to support real-time processing. Therefore, to 
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Doctoral Program of Higher Education of China, Project 
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integrate these algorithms into a working system and deploy 
them into a distributed environment remains a difficult 
problem that calls for a platform or architecture to support 
the distributed information processing and algorithms’ 
integration. 
 
Some new architectures and design methodology have been 
present in surveillance systems. Two surveillance systems, 
ADVISOR [1] and PRISMATICA [2], possess distributed 
architecture. Although both systems are classified as 
distributed architectures, they have a significant main 
difference in that PRISMATICA employs a centralized 
approach whereas ADVISOR can be considered as a 
semi-distributed architecture. PRISMATICA is built with 
the concept of a main or central computer which controls 
and supervises the whole system. This server thus becomes a 
critical single point of failure for the whole system. 
ADVISOR can be seen as a network of independent 
dedicated processor nodes (ADVISOR units), avoiding a 
single point-of-failure. Another architecture we have to 
mention is NeST (Networked Sensor Tapestry). It provides a 
test-bed for secure sharing, capture, distributed processing 
and archiving of surveillance data [3]. This architecture 
mainly emphasizes privacy. Due to the centralized nature, it 
faces problems of passing high-resolution video streams to 
remote clients. Another unsolved problem is data 
synchronization from various sensors, which is important in 
some applications like distributed camera handover. 
 
In this paper, we present a multi-agent architecture for an 
intelligent distributed video surveillance system. All 
information processing module in intelligent distributed 
video surveillance application are encapsulated as agents. 
The architecture wrappers the real-time heterogeneous data 
share to simplify the modules’ collaboration among agents. 
 
The rest of the paper is organized as follows: In Section II, a 
multi-agent system architecture for the distributed 
surveillance systems is proposed. Collaboration among 
different agents is analyzed in Section III. Section IV 
presents an application of the system. Section V contains our 
conclusions and plans for future work. 
 
 
2. SYSTEM ARCHITECTURE 
 
The distributed surveillance systems include not only 
distributed array of cameras that offer wide area monitoring, 
but also a set of computer vision algorithms designed for 
scene analysis at multiple levels of abstraction [4]. For 
building an intelligent surveillance system, the system 
requires architecture for distributed computing environment 
to support real-time processing. The architecture has to be 
able to work in distributed environment, provides basic 
services and interface for all processing modules to 
collaborate, and is highly reliable and robust. 
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The multi-agent concept is the basic technology of the 
overall communication infrastructure. The utilization of a 
multi-agent approach for intelligent distributed video 
surveillance application is reasonable due to the fact that 
agents are best suited for applications that are modular, 
decentralized, changeable, and complex [5]. The 
agent-oriented approaches can help in following ways. First, 
the modules developed by researchers to perform a special 
task can be easily encapsulated into agents and then 
imbedded in the platform to work. The whole system needs 
not to be well designed and carefully implemented before it 
can be deployed and tested. Second, as the agent base system 
is loose coupling, the agent can join or leave the 
environment freely, and the system would not likely to crash 
because of an agent’s failure or leave. 
 
The proposed multi-agent architecture can be expressed by a 
multi-level concept. The surveillance system can be divided 
in 4 different logical groups of tasks, in the following called 
level. The tasks that have to be performed within each level 
will be handled by one or several agents with different 
capabilities, as is illustrated in Fig. 1 

 
 
 
1) Level 1: Video data acquisition 

Video data sampling agent is responsible for video 
stream from multiple cameras connected by a Local 
Area Network (LAN) in level 1. 

2) Level 2: Computer vision information processing 
The task of computer vision information processing is 
encapsulated as video processing agent that processes 
low-level features extraction and blob detection and 
extraction. 

3) Level 3: Hierarchical events detection and recognition 
Hierarchical events detection agent recognizes and 
understands activities and behaviors of the tracked 
objects at different layer in surveillance system. 

4) Level 4: Surveillance application 
Surveillance applications are performed by several 
agents, such as the real-time archiving and retrieval 
agent, the real-time alert agent and the sensor control 
agent. Real-time archiving and retrieval agent supports 
video retrieval that is based on the video index 
generated by automatic intelligent analysis. There are 
two types of alerts, user defined alerts and unusual 
activity alerts, can be generated by real-time alert agent. 

Sensor control agent is used to meet the current task of 
the system by controlling the movement and zoom of 
the cameras. 

 
Data management and transfer agent is an important module 
that supports real-time heterogeneous data stream sharing 
and exchanging among agents in distributed surveillance 
system, which will be in detail discussed in next section. 
 
 
3. COLLABORATION AMONG DIFFERENT 

AGENTS 
 
3.1 Communication Content 
Spatially distributed multi-sensor environments present 
interesting opportunities and challenges for surveillance. 
Recently, there has been some investigation of data fusion 
techniques to cope with the sharing of information obtained 
from different types of sensors [6]. The communication aspects 
within different parts of the system play an important role, with 
particular challenges either due to bandwidth constraints or the 
asymmetric nature of the communication [7]. 
 
In real-time intelligent distributed surveillance systems, there 
are various types of data to exchange between agents, including 
media data, metadata and control command, as listed in Table 1. 
Different types of data have different characteristic and 
transportation requirements. As a result, one of the major tasks 
of the architecture is to provide services for efficient sharing 
and exchanging of heterogeneous data by data management and 
transfer agent. 

Table 1. Three information to exchange between agents 
Type Content Data 

size 
Linking 
number 

Temporal
continuit

y 

Frequency 

Control 
message 

Command of 
controlling other 

modules to 
change status 

Small 1 Sporadic Little 

Metadata Data with 
semantics, and 
results of vision 

processing 
modules 

Small 
~Large 

1, ...,n Sporadic 
~Continu

ous 

Little 
~Frequent 

Streamed 
media 
data 

Real-time video 
data streams 

Large 0, ...,n Continuo
us 

Frequent 

 
3.2 Communication Mechanism  
We arrange all agents designed in intelligent distributed 
surveillance system in different hosts. As the hosts are 
connected with 100M Ethernet LAN, the TCP/UDP can 
provide appropriate performance. UDP is a suitable protocol 
for one-to-many communication without any buffer order 
problem in LAN, but it does not provide any congestion control. 
On the other hand, TCP provides a reliable one-to-one 
communication but not efficient for one-to-many 
communication. The TCP connections are built and maintained 
by all agents in different hosts. We are currently using a 
common config file to enable the agents to find each other and 
locate the resource. 
 
We use MPEG-4 as our video CODEC, and the metadata and 
control message are created in a MPEG-7 compliant XML data 
structure. XML (Extensible Markup Language) is a simple, 
very flexible text format derived from SGML. XML is also 
playing an increasingly important role in the exchange of a 
wide variety of data on the Web and elsewhere, which is 
originally designed to meet the challenges of large-scale 
electronic publishing. A communication that is based on XML 
language will be used whenever an agent wants to 

Fig.1. The multi-agent architecture for surveillance system  
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communicate with one single or other agents. 
Whenever an agent wants to supply information to several 
other agents or whenever there is a strong requirement to the 
processing speed, the communication will be based on the 
event mechanism. This represents the content of the messages 
as a XML document since it will be expressed as a String data 
type. 
 
3.3 Synchronization of Streams 
The distributed processing brings synchronization challenges 
that need be solved before the platform can work. This means 
this fusion application needs to synchronize different metadata 
which originate from different agents. We use both time and 
buffer symbol to synchronize the streams and metadata. When 
we got a compressed buffer from sensors, we add a buffer 
number and a time stamp to the head of the buffer. To 
synchronize streams from different hosts, an NTP (Network 
Time Protocol) server is set to ensure all camera workstations 
synchronized to a common time source. 
 
 
4. APPLICATION 
 
We implemented an intelligent distributed video surveillance 
system with a multi-agent platform. We use ACE framework to 
simplify the platform implementation and improve system 
robustness [8]. We also integrate an open source mpeg decode 
lib to decompress the mpeg streams produced by the capture 
card. We currently apply our platform as a test bed for the 
project that is based on intelligent meeting room and aims to 
create meeting archive in real-time. 
 
 
5. CONCLUSIONS 
 
Agent-oriented approaches have been proved to be efficient 
way for analyzing, designing, and implementing complex 
systems. It is reasonable to take advantage of the agent-based 
approaches to help designing intelligent distributed video 
surveillance system. Most video content analysis algorithms are 
computationally intensive, the system requires a distributed 
computing environment to support real-time processing. In this 
paper, we present a multi-agent architecture for an intelligent 
distributed video surveillance system. All information 
processing module in intelligent distributed video surveillance 
application are encapsulated as agents. The architecture wraps 
the real-time heterogeneous data into the data management and 
transfer agent to simplify the modules’ collaboration among 
agents. We design various mechanisms for efficient delivery of 
different kinds of data streams. 
 
The system is currently in its infancy. A lot tasks need to be 
done before a robust version could be released. However, for 
its advanced and open architecture, we believe it will play an 
important role in the researches and development of complex 
distributed real-time systems. 
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ABSTRACT                                                  
 

The parallel programming based on the parallel computation 
models is a challenging subject for evolutionary computation 
algorithm. In the paper, the parallel particle swarm optimization 
(PPSO) algorithms are designed based on three parallel 
computation models which include parallel computation model 
with central controller, ring-structure model with buffer 
storages, and BSP parallel computation model. The 
performance has been analyzed and compared through 
simulation of two benchmark test functions. The experimental 
results show that the period of communication between 
microprocessors plays an important role for the performance of 
PPSO. If an appropriate period of communication is chosen, the 
quality of the solution can be improved besides the computer 
time is shortened. 
 
Keywords: PSO, Parallel Computation Model, PPSO, 
Periodicity, Performance Analysis  
 
 
1. INTRODUCTION 
 
The Particle Swarm Optimization (PSO) was originally 
introduced in 1995 by Kennedy and Eberhart[1] and has been 
successfully applied to several different problems, including the 
training of neural networks, structural and topology 
optimization, image recognition, etc. PSO not only has some 
features of traditional EA (Evolution Algorithm) but also has 
many own favorable performance of optimization, such as very 
few parameters to adjust, simple and easy to program. During a 
few years Only, PSO develops rapidly and has formed a new 
research hotspot in the fields of evolutionary computation. 
However, when PSO solves the complex large-scale 
engineering optimization problems, it needs large numbers of 
particles and increased numbers of generations in evolution, 
which results in the enhancement of computation cost. So, the 
idea of parallel is introduced into PSO, which combines the 
higher speed performance of parallel machine with the 
inherence parallel of PSO. Then the PPSO algorithms are 
proposed, which not only distribute computation, but also use 
cooperative with multi-populations to reduce greatly numeric 
effort [2] and operation time. Separating population improves 
the quality of results[3] and advances the diversity of 
population.  
 
In order to decrease the computation time with the increase of 
problem complexity, parallel PSO is a natural choice. In this 
aspects, some research works have been introduced in literature. 
Sub-populations and migration strategy are introduced to 
construct a PPSO[4]. Three different communication strategies 
according to the relationship of every parameter have been 
researched in Paper[5],and so on. PPSO algorithms have been 
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successfully applied to biology[6] and system discrimination 
[7]. Anyway, PPSO research has important meaning, which has 
good computation effect in solving the large-scale engineer 
problems. 
 
Parallel computation models are abstract[8] of the characters of 
parallel machine. Designing parallel algorithm cannot localize 
any concrete parallel machines, and must depend on 
nonobjective computation models. Now the three different 
PPSO are designed based on the three different parallel models. 
Many experiments show that parallel algorithms are efficient.  
 
 
2. PARALLEL COMPUTATION MODELS 
 
There are four typical models: master-slave, coarse-grain, 
fine-grain and hierarchy in parallel evolution algorithms. 
Because of lesser spending in communication time and better 
diversity of population, Coarse-grain models have been applied 
widely. This paper designs two different coarse-grain models 
and a BSP parallel model.  
 
2.1 Parallel Computation Model with Central Controller 
The model composed of N processors extends the PRAM 
(Parallel Random Access Machine). Every processor has local 
memory, clock and program. Central controller achieves 
communication, whose function is to compare the middle 
results periodically and update the best position (BP) and best 
fitness (BF). Every processor shares updated information. Fig.1 
shows this model. 

 
Fig.1. Parallel computation model with central controller 

 
This coarse-grain parallel model can reduce the communication 
time efficiently and keep the characters of standard PSO.  
 
2.2 Ring Structure Model with Buffer Storages 
Through studying parallel computation models and enlightened 
by Parallel Genetic Algorithm (PGA), this section designs a 
ring structure with buffer storages model which is extension of 
island model. There are different connections between islands. 
Now this model is a ring topology, which assures that the best 
particle is diffused to all sub-populations and improves 
diversity of sub-populations. Fig.2 shows ring topology model. 
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Fig .2. Ring topology model with buffers 

 
2.3 BSP Parallel Model 
A BSP computer is composed of n processors/storages 
connected with network. In BSP model, computation is made 
up of series supersteps that are synchronous and the period is L. 
Every processor executes local computation, receives and sends 
message by router in continued supersteps. Then the global 
checking makes sure whether all processors have accomplished 
this superstep. If all processors are finished, the computation 
goes to next superstep, or else the next L is given to the 
superstep that has not been accomplished. 
 
BSP programs have n processes that stay in one node. 
Programs are executed according to the order of superstep 
strictly. In Fig.3 superstep uses synchronization barrier. Every 
superstep is divided into three parts showed by Fig.3.  

 
Fig.3. A superstep of BSP 
 

Separation of computation task is the character of BSP, which 
simplifies the design and analysis. However, this way sacrifices 
the run time. The whole synchronism means that all the 
processes must wait the slowest one. Asynchronism has higher 
coupling and easily brings bottleneck of communication. This 
PPSO based on the BSP uses synchronization.  
 
 
3. PPSO ALGORITHM   
 
3.1 PPSO Based on the Parallel Computation Model with 

Central Controller  (PPSO-controller) 
Firstly, algorithm initializes the whole population and gets 
global best position (PG) and best fitness (F), which are shared 
information. Then it divides population into several 
sub-populations. Each sub-population runs in a process 
independently, which only updates own BP (Pgi) and BF (fi). 
When evolution generation is M, every sub-population puts 
current (Pgi) and (fi) into central controller. Through 
comparison, controller attains (PG) and (F) of the whole 
population which are shared information again. Every 
sub-population continues to evolve according to this shared 
information. Central controller attains new-shared information 
periodically. Algorithm is running in circle until a predefined 

maximum number of generations is met. 
 
In fact, when M=1, it is a standard PSO. When M is greater 
than the maximum number of generations, every 
sub-population evolves independently, which has no 
introduction of PG. The algorithm cannot convergence. So the 
period of communication influences the performance of 
algorithm. In view of limited paper, here only selects part 
results of experiments to explain. 
 
3.2 PPSO Based on the Ring Structure with Buffer Storages  

(PPSO-ring) 
The algorithm divides the whole population into several 
sub-populations that run standard PSO independently. When 
generation is R(R is period), sub-population1 writes current BP 
(Pg1) and BF(F(Pg1)) into buffer storage1. Then 
sub-population2 gets them from buffer storage1, which 
introduce the evolution of sub-population2. At the same time, 
sub-population2 writes current BP (Pg2) and BF (F(Pg2)) into 
buffer storage2. The sub-population 3 gets them from buffer 
storage2. Running goes along until sub-population n gets them 
from n-1 buffer storage which introduces the evolution of 
sub-population n. Sub-population n writes current BP (Pgn) and 
BF (F(Pgn)) into buffer storage n, from which sub-population1 
gets them. Before writing the best fitness, algorithm estimates 
whether the current best fitness satisfies precision. If yes, 
algorithm stops or else the algorithm continues to evolve. Ever 
R generation, the neighbours of sub-populations communicate 
each other. Algorithm is running in circle until the precision is 
satisfied. 
 
In this algorithm, every sub-population runs by turns. When the 
generation of sub-population is R, the Pg1 introducing 
sub-population2 is passed to sub-population 2.When R is 
reached again, Pg2 introduces the sub-population3, and so on. 
The neighbour gives next sub-population current BP that 
introduces the evolution. So particles can fly quickly into BP. 
Compared to PPSO-controller, PPSO-Ring improves the speed 
of convergence, which is approved by section 4.3. 
 
3.3 PPSO Based on the BSP Model (BSPPSO) 
Step1: Initialize a population that including many particles. 

Every particle has a random position and velocity. 
Compute the initial fitness, individual best location Pi 
and population’s best location. 

Step2: Divide the whole population into several 
sub-populations that evolve independently. 

2.1 Every sub-population uses Pi, Pg to evolve according to 
evolution equation. Then compute the fitness of 
particles.  

2.2 If one particle’s fitness of some sub-population is better 
than Pg, it replaces the Pg. Other sub-populations 
continue to evolve according to this updated Pg, until 
the slowest sub-population updates the Pg. 

Step3: Loop to step 2.1untill stop criterion is met, usually a 
sufficiently good fitness value or a predefined 
maximum number of generations. 

 
Every sub-population uses individual BP and global BP to 
evolve independently according to evolutionary equation. 
Because of different pace, when the faster sub-population 
attains the best location current (Pg), Pg will influence other 
evolving sub-populations and introduce these particles to the 
best location, which can increase the speed of convergence. 
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3. SIMULATION EXPERIMENTS RESULTS AND 
DISCUSSION 

 
The environment of simulation experiments is Windows and 
programming language is VC++6.0. The speed-up ratio is 
defined as T1/T2, in which T1 is the time of running standard 
PSO. T2=max (t1,t2………tn) that is bad time. Running PPSO 
algorithm, the time of every sub-population is (t1, t2………tn).  
 
The times of reach best fitness (RBF) is defined as: in evolution, 
if the BF satisfies predefined precision, RBF is marked one 
time until evolution stop. 
 
In this experiments, both standard PSO and PPSO select the 
same parameters and the same number of particles. Because of 
the randomicity of PSO, the results of experiment are average 
of 50 times running. Section 4.1,4.2 and 4.3 have the same 
testing function that is F2:Griewank function. 

F2: ( ) ( )
n n2f x x / 4000 cos x / i 1    10 x 102 ii i  i 1 i 1

 ∑= − + − ≤ ≤∏
= =

 

 
4.1. PPSO-controller Results 
The number of particles is 30 (n=30); the number of simulation 
processor is 3;every processor has 10 particles. 
 
(1) Dimension is 100 (d=100); precision is 0.01; the number 

of evolution generation is 2000. Fig.4 and Fig.5 show the 
results. 

 
Table 1. The results of griewank function (1) 

 
 

Fig.4. Period—RBF  
 
 
 
 
 
 

Fig.5. Period—Speedup ratio 
 

(2) The number of particles is 100 (n=100); dimension is 
100(d=100); the number of generation is 2000; precision 
is 0.01. Fig.6 and Fig.7 show the results. 

 
Table 2. The results of griewank function (2) 

 
 

 
Fig.6. Period—RBF 

 

 
Fig.7. Period-Speedup ratio 

 
The results show that the period of communication influences 
convergence. When R=1, both PPSO-controller and standard 
PSO have the same RBF. When T increased gradually, RBF 
changed greatly. For function F2, when R=20,50 or 100, RBF 
is 8 times than standard PSO. In a word, if an appropriate 
period is chosen, the convergence of this algorithm is good. 
 

Method Period RBF Speedup ratio Time 
Standard 

PSO —— 5 —— 4.68092
1 5 2.979428 —— 
10 32 2.981858 —— 
20 36 2.982504 —— 
50 36 2.932356 —— 

100 37 2.976851 —— 
200 27 2.965761 —— 
500 0 2.94694 ——

1000 0 2.961221 —— 

   
 
   PPSO— 
Controller 

 
 
 
 2000 0 2.985547 —— 

Standard 
PSO 8 9.645600 ———— 

PPSO—Controller 
Processor 3 Processor 7 Processor 10 

Period
RBF Speedup 

 ratio RBF Speedup 
ratio RBF Speedup 

ratio 
1 8 2.602895 8 6.666759 8 9.906336 
2 16 2.620745 8 6.69638 3 10.115713
5 25 2.580417 19 6.562704 17 10.007342
10 31 2.613601 33 6.619997 23 9.940322 
20 34 2.601238 36 6.68793 18 10.028082
50 37 2.616324 19 6.546491 0 9.869159 
100 29 2.560525 0 6.612282 0 10.056008
200 0 2.625582 0 6.626455 0 9.942365 
500 0 2.622099 0 6.628458 0 9.894587 

1000 0 2.405879 0 6.637307 0 10.035361
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4.2. PPSO—ring Results   
The number of particles is 100 (n=100); dimension is 100 
(d=100); the number of generation is 2000;precision is 0.01. 
Fig.8 and Fig.9 show the results. 
 
      Table 3. the results of griewank function 

 
 
 
 
 
 
 
 
 
 
 

Fig.8. Period—RBF 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.9. Period—Speedup ratio 
 
The experiments show that the period of communication is very 
important. For F2, when the period is 50 or100, RBF is 9 times 
than standard PSO. It explains that periodical communication 
can build up diversity and improve the convergence. 
 
The conclusion got from a lot of experiments is that the period 
has no influence on speed-up ratio, when experiments ignore 
the communication time. In this case, it is ideal state: speed-up 
ratio nearly equal to the number of processors, and the curve of 
figure changes smoothly. In theory, if the communication time 
is considered, period will influence the speed up ratio. When 
period is short, sub-populations have many communications 
that need a lot of time and the speed-up ratio is low. When 
period is long, sub-populations need a little communication that 
use a little time and the speed-up ratio is high. 
 
 

4.3. Comparison of Results 
The number of particles is 30 (n=30); dimension is 100 (d=100); 
the number of generation is 2000; precision is 0.01. The results 
are showed by Fig.10. 
 

Table 4. Results of  Griewank 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.10. The results of comparison 
 
As a whole, PPSO-Ring is better than PPSO-Controller 
according to the times of convergence, which can be seen 
clearly from Fig.10. 
 
4.4. BSPPSO Experiment Results 
The experiments use both standard PSO and BSPPSO methods 
for the tested unconstrained functions that are F1 sphere 
function and F2 Rosenbrock function. Compared the results, 
BSPPSO shows the better performance. The results are showed 
by Fig.11 and Fig.12. 
 
Testing Function as follows： 
 
F1: Sphere Function  

n
2

1 i i
i 1

   f ( x ) x                        1 0 0 x 1 0 0
=

= − ≤ ≤∑  

F2:Rosenbrock Function    
n

2 2 2
2 i + 1 i i i

i - 1

f ( x ) = ( 1 0 0 ( x - x ) + ( x - 1 ) )     - 3 0 x 3 0  ≤ ≤∑
 

 
 
 

 
 

Method Period RBF Speedup 
ratio Time 

Standard 
PSO —— 5 —— 4.74 

1 23 —— 2.734534

10 33 2.70674 —— 

20 32 2.82651 —— 

50 42 2.764083 —— 

100 38 2.787055 —— 

200 29 2.777517 —— 
500 0 2.79943 —— 
1000 0 2.82383 —— 

 
PPSO—

Ring 
 
 
 
 

2000 0 2.78401 —— 

Method RBF 
Standard PSO 5 

Period（R） PPSO—
Controller  RBF 

PPSO—
Ring  RBF 

1 5 27 
2 11 24 
5 18 21 

10 26 36 
20 36 35 
30 38 41 
50       36 39 
100 34 34 
200 0 0 
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Fig.11. Sphere function 

 

 

 

 

 

 

  

 

     

Fig.12. Rosenbrock function 
 
Along with the increased number of generation, the changes of 
fitness in these two algorithms are different. Compared 
BSPPSO and PSO, BSPPSO has better convergence and 
fitness. 
 
 
5. CONCLUSIONS  
 
PPSO-Controller is synchronous, so all sub-populations have a 
same clock. It needs to be waiting until all the sub-populations 
reach the period. Then the shared information will be compared 
and updated. In PPSO-Ring, every sub-population has own 
clock, which doesn’t need to wait. Neighbour appears current 
BP that introduces the next sub-population. So the convergence 
of PPSO-Ring is better than PPSO-Controller.   
 
BSPPSO introduces BSP model into standard PSO, which 
changes the pattern of standard PSO. A new parallel PSO that 
may improve the search efficiency is designed based on BSP 
model. Compared BSPPSO and PSO, BSPPSO advances the 
performance greatly. 
    
Parallel algorithm is an effective method for solving the 
complex large-scale engineering problems. A lot of experiments 
show that parallel algorithm can shorten the time, enhance the 
quality of results and improve the search efficiency. 
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ABSTRACT 
 

Autonomous Decentralized System (ADS) is applied to control 
large system, management large system and information large 
system based on computer networks to resolve the problems of 
on-line expansion, on-line maintenance, etc, while Intelligent 
Autonomous Decentralized System (IADS) can improve the 
intelligence level and coordinating ability of ADS in order to 
meet the requirements of structure modifications and 
evolutions in actual large systems. Combining the architecture 
and design methods of IADS with the complicated production 
process and complex craft characteristics of medium and thick 
steel plate, an IADS for medium and thick steel plate tracking 
management is designed in two aspects, namely the system 
structure and software implementation. The highly real-time 
and stable system composed of many decentralized and 
autonomous subsystems can completely satisfy the demands of 
medium and thick steel plate production management and 
enhance the modern management level of the enterprise in the 
meantime. 
 
Keywords: ADS, IADS, Network, Medium 
 
 
1 INTRODUCTION 
 
With the development of industry and computer technology, 
industrial manufacturing control and management systems are 
so perfect and large that single computer can hardly accomplish 
all tasks in a system. Although a large-scale computer is 
generally competent for that, its use has many constraints: 
hardware cost is high, system software and development 
software are not all-purpose, application software has a high 
development cost and maintenance is difficult. Generally, an 
industrial manufacturing control and management system 
consists of many autonomous and decentralized subsystems, so 
how to guarantee not only the independence and high 
processing performance of each decentralized subsystem but 
also a high speed and accurate communication between them in 
order to promote the coordination processing capacity of the 
whole system has become the key in the system design. Kinji 
Mori presented the Autonomous Decentralized System (ADS, 
see Fig.1), which is applied to control large system, 
management large system and information large system based 
on computer networks to resolve the problems of on-line 
expansion, on-line maintenance, etc. 
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Fig.1. Autonomous decentralized system 

 
ADS, a large system with decentralized structure, is composed 
of largely autonomous, decentralized and interrelated Atoms 
which exchange and share data through the “Data Field” (DF). 
 
Atom: It corresponds to the software and hardware equipments 
of a node in computer networks. ADS supposes all Atoms 
satisfy such Self-Containment, Locality and Equality as 
conditions. 
 
Data Field (DF): It’s a space for Atoms in ADS to exchange 
and share data, which corresponds to the public database and 
data communication network in computer networks. Its 
characteristics are as follows : Each data in DF is uniquely 
defined with respect to its content and accessed in class, and 
the data communications between the DF and Atoms follow 
Autonomous Decentralized Protocol (ADP).  
 
ADS has the following features [1][7]: 
1) Decentralized control structure: ADS is composed of many 

indirectly interrelated Atoms which exchange and share data 
through the DF. It has the basic structure characteristics of 
decentralized large systems: decentralized control, 
decentralized information and decentralized risk. As a result, 
the system has higher reliability and flexibility, but lower 
coordination. 

2) Autonomous control characteristic: In ADS, each subsystem 
in different places has the property of “autonomous 
controllability” and its own local controller. It performs 
autonomous, decentralized local control respectively by its 
controller without being directed from the other subsystems. 
Hence, if any subsystem fails, is removed, is repaired, is 
updated technically or is expanded, the other subsystems can 
continue to manage themselves and to perform their own 
responsible functions. Consequently, the system satisfies the 
objectives of on-line expansion and on-line maintenance. 

3) Autonomous coordination mode: In ADS, all of the 
subsystems are connected only through the DF, and just 
share and exchange data without mutual excitations and 
constraints. That is to say, each subsystem is still 
independent and autonomous controlled. This kind of 
decentralized coordination mode is called autonomous 
coordination mode, the essential of which is lessening 
coupling and autonomy. 

 
Because it has higher reliability and flexibility as well as better 



DCABES 2007 PROCEEDINGS 

 

385

capability of on-line maintenance and on-line expansion, the 
ADS has been applied to computer control systems, computer 
management systems and computer information systems in 
railway transportation, industrial enterprises, etc. However, it 
has some problems need to be studied and resolved. Such as: 
1) System structure problem: Actual decentralized large 

systems are not entirely and absolutely decentralized but 
partially and relatively decentralized. They have various 
structure modifications and evolutions. The assumption 
conditions about the Atom in ADS (Self-Containment, 
Locality and Equality) are hardly to be completely met in 
actual systems. So, ADS cannot meet the requirements of 
various structure modifications and evolutions in actual 
decentralized large systems. 

2) Decentralized coordination problem: There are some 
conflicts between "Autonomy" and "Coordination". Each 
Atom in the ADS is autonomous, independent and locally 
controlled. The Atoms can’t communicate mutually in a 
direct way, so there is no directly mutual excitation and 
constraint among them. They are just connected indirectly 
through the DF to share and exchange data. Thus, the lower 
coordination of ADS is a problem need to be resolved.  

3) Intelligence level problem: Intelligence is the new trend, 
new stage of information-based and networked 
development. Artificial Intelligence (AI) is a new method, a 
new technique for the research and development of control 
system, management system and information system. But, 
the intelligence level of current ADS isn't high. How to 
apply Generalized Artificial Intelligence (GAI), especially 
the theories, methods and techniques of the Distributed 
Artificial Intelligence (DAI), to improving the intelligence 
level of ADS need to be studied further. 

 
 
2 INTELLIGENT AUTONOMOUS   

DECENTRALIZED SYSTEM (IADS) 
 
2.1 IADS Concept and Model 
IADS[1][7] was presented in order to meet the requirements of 
structure modifications and evolutions in actual large systems. 
Its model is described as follows:  
DAI + DCT + CNT → IADS 
Where: DAI—Distributed Artificial Intelligence; 
DCT—Decentralized Control Theory; CNT—Computer 
Network Technology; IADS—Intelligent Autonomous 
Decentralized System. 
 
IADS has not only the features of ADS but also the following 
features: 
1) Coordination: In IADS, all of the subsystems realize 

cooperative operations and decentralized services by the 
mutual contacts, excitations and constraints among them. 

2) Humanoid intelligence: IADS can be considered as the 
development based on the combination of ADS and 
Distributed Artificial Intelligence (DAI). It has not only the 
functions of autonomous controllability, autonomous 
coordination, on-line expansion and on-line maintenance, 
but also some humanoid intelligence, such as: activity, 
sensibility, reactivity, mobility, sociality, etc. 

 
2.2 IADS Architecture  
According to the “Structural Coordination” theory, the 
architecture of control system, management system and 
information system need respectively be coordinate and 
adaptive to the architecture of control object, management 
object and service object. Therefore, as the design scheme of 

decentralized control large system, decentralized management 
large system and decentralized information large system, the 
architecture of IADS ought to be coordinate and adaptive to the 
architecture of actual decentralized large system. 

 
Fig.2. Group IADS 

 

 
Fig.3. Union IADS 

 
In the fields of engineering, social economy and ecological 
environment, the actual decentralized large system has not only 
“Entirely Decentralized” structure, but also various “Partial 
Decentralized” structure modifications and evolutions. In 
accordance with the design idea of IADS, two kinds of typical 
architecture of IADS are suggested as follows: Group IADS 
(GIADS, see Fig.2) and Union IADS (UIADS, see Fig.3). 
 
In the GIADS, Guide Agent is the agent with guide function 
and corresponds to the superior management unit of the group. 
It is responsible for the global control and management of the 
group and performs “Guide Coordination” to Member Agents. 
Adopting the Guide Coordination strategy can strengthen the 
Guide Agent’s decentralized coordination control to the 
Member Agents in the group, which is helpful to the group 
member’s mutual coordination and cooperative operation. 
Member Agent corresponding to the inferior member unit is 
responsible for the local control and management of the group 
and accepts the management and coordination control from the 
Guide Agent. Group DF corresponds to Intranet and the public 
database of the group. In the group, "Multi-Bases Cooperation” 
technique is adopted, each data is uniquely defined with respect 
to its content and managed in class, and access control in 
accordance with the member authority is also introduced. All 
the Member Agents cannot only exchange and share data 
through the Group DF, but also communicate mutually, operate 
cooperatively and receive Guide Coordination orders from the 
Guide Agent through the Intranet. The Group DF has data 
security measures to keep "hackers" outside the group from 
invading, to avoid the interference of       "virus", and to 
guarantee the data reliability and the credibility of data sources. 
The GIADS achieves the “Central-Decentralized” distributed 
intelligence through the combination of the Guide Agent and 
the Member Agents. It adopts the Guide Coordination strategy 
as well as negotiation, cooperation, and coordination methods, 
techniques of Multi-Agent System. Each Member Agent has 
local decentralized “autonomous controllability” and 
“autonomous coordination” and the Guide Agent has the global 
centralized functions of optimization and coordination control 
make the system have a higher intelligence.  
 
In the UIADS, United Agent is the autonomous decentralized 
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subsystem that has joined the union and each United Agent 
hasrelatively autonomy and equality. The United Agent has 
local control and management function and its own LAN 
(Intranet based on Web technology). In the mean time, all of 
them follow collective “Union Protocol”. Each United Agent 
gets excitations from the union and also accepts the constraints 
of the union. In accordance with the Union Protocol, the 
UIADS can adopt “Hologram Coordination” or “Circulation 
Coordination” strategy. Through the distributed Union DF, the 
United Agents cannot only exchange and share union data, but 
also communicate mutually in a direct way. Each United Agent 
has stronger decentralized coordination ability in order to 
realize the cooperative operation of the union. The Union DF 
corresponds to the Extranet among the United Agents and the  
distributed union databases. The United Agents can exchange, 
share data, and communicate mutually in a direct way 
according to the Union Protocol. The “Hologram 
Coordination” strategy as well as negotiation, cooperation, and 
coordination methods, techniques of the Multi-Agent System 
can be adopted to perform the mutual coordination among the 
United Agents in order to realize the cooperative operation of 
the union.  
 
In the design and development of IADS, many methods and 
techniques have to be introduced, such as Distributed Artificial 
Intelligence (DAI), Decentralized Control Theory (DCT), 
Computer Network Technology (CNT), etc. 

 

Fig.4. The topology of the IADS for the tracking management 
of medium and thick steel plate 

 
 
3. THE IADS FOR THE TRACKING 

MANAGEMENT OF MEDIUM AND THICK 
STEEL PLATE 

 
3.1 System Topology and Primary Functions of Each 

Subsystem  
According to the craft characteristics of medium and thick steel 
plate, an IADS for the tracking management of medium and 
thick steel plate was established, and Fig.4 is its topology 
[2-6][8]. The system consists of a tracking subsystem, a 
management subsystem and a data acquisition subsystem, and 
three subsystems are connected mutually through high-speed 
Ethernet. The OPC Clients of the tracking and the data 
acquisition subsystem synchronously run on the tracking server. 
The data acquisition subsystem is composed of three terminals 
of “the HMI of PLC” and the tracking server. Three terminals 
of the “HMI of PLC” are as the OPC Server of the data 
acquisition subsystem and the tracking sever is as the OPC 

Client in the mean time. 
(1) Tracking subsystem: It is oriented to the production process 

control, accomplishes the logical judgments of slab tracking 
(Presently, the Second Rolling Plant of Anyang Iron and 
Steel Company adopts two-stand four high reversing mill, 
whose tracking logic is more complicated than that of 
single-stand four high reversing mill), and implements the 
tasks of slab position tracking, data scheduling, control, etc. 
It is the key of the whole slab quality tracking management 
system of the medium and thick steel plate’s production 
line. Only correct tracking can guarantee the normal 
operation and function implementation of the whole system. 
The main purpose of tracking is to make the computer 
know each slab’s actual craft position and control state in 
the rolling production line in order that the computer can 
start relevant function programs to control the 
corresponding slab accurately, to deal with the sampling of 
related data, to guarantee the slab’s normal rolling and to 
avoid accidents. There are many slabs on the rolling 
production line at the same time, and not only each slab’s 
rolling state is different, but also the slabs may diverse from 
each other in specification and type. Thus, besides the 
actual craft position of each slab is tracked, the data of each 
slab is stored into the corresponding database in company 
with the change of its actual craft position [3]. 

(2) Management subsystem: It adopts a hybrid structure 
combing C/S and B/S, and mainly includes the 
management of raw material, finished product, production 
technique index, etc: 
* The raw material management is mainly responsible for 
handling raw materials, production program and 
production card data, and includes raw material data’s 
recording, modify, delete, query, and statistics; production 
program’s establishment, modify, delete, query, and 
statistics; production card’s issuance. 
*The finished product management mainly accomplishes 
the functions of automatically computing each finished 
product’s weight and the total weight each pile, etc. In 
addition, it can perform the processes of throwing steel, 
throwing steel recovery, back-cut and discard, etc.  
* The management of production technique index can 
provide the query by work shift, type of steel, and 
specification, and automatically generate the production 
daily, monthly and annual. 

(3)  Data acquisition subsystem: It collects the necessary 
control signals and related data for the other two 
subsystems from the PLC, and transfers the gathered data 
to the tracking subsystem by OPC (OLE for Process 
Control). The OPC is designed according to the 
COM/DCOM technique, which normalizes the software 
interface standard in the field of industrial control and 
provides two interface schemes, namely custom interface 
and automation interface. The data acquisition subsystem 
is composed of three OPC Servers and one OPC Client. 

 
3.2 Key Problems in the System Design 
Three subsystems in the system are autonomous and 
decentralized, so coordination control are required to guarantee 
the cooperative operation of the system [2][6]. 
(1) Autonomy: The subsystems are autonomous computer 

systems, and all of them can run synchronously and 
independently as long as their operating conditions are 
satisfied. Here need particularize that dividing the whole 
system into three autonomous subsystems instead of a 
large system is mainly owing to the following factors: 
First, the data acquisition subsystem is close correlative 
with the PLC on the spot and mainly responsible for 
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collecting the corresponding control signals and related 
parameter data (e.g. rolling force, twisting moment, roll 
gap, etc). Its functions are relatively independent, so it 
becomes a system solely. Second, the tracking and the 
management subsystem ought to be designed as one 
system, but the tracking subsystem tracks the slab’s 
position according to the corresponding control signals 
gathered by the data acquisition subsystem and controls 
the data movement accordingly. Once it can’t work for a 
certain reason (e.g. failure of detecting elements on the 
spot, network failure, etc) and the production of the spot 
don't stop at this time, the management subsystem must 
work independently for the sake of the consistency and 
integrity of data. Consequently, the storing management of 
the management subsystem must have two kinds of work 
modes, and one is acquiring data from the tracking 
subsystem (when the tracking subsystem is working 
normally), the other is directly acquiring data from the raw 
material management of the management subsystem 
(when the tracking subsystem can't work). 

(2) Real-time: In the OPC, the efficiency of the custom 
interface is higher than that of the automation interface, so 
Visual C++ language is adopted to develop the application 
program of the OPC Client. The subsystems are connected 
through Gigabit Ethernet, and the communication medium 
adopts fiber optic, whose high data transfer rate can 
guarantee the communication speed among the 
subsystems. The tracking subsystem is the core of the 
whole system and its task is the heaviest. Its main thread 
generally has a long operational cycle, which is certain to 
influence the real-time response speed of the whole 
system. So some relatively independent functional 
modules of it are designed as production threads in order 
to dramatically improve the real-time response ability of 
the system. Four production threads are developed: 
pThread[0] is responsible for the data acquisition and the 
tracking logical control in the furnace’s frontal area, 
whose format is “pThread[0]= 
AfxBeginThread(ThreadProc0, GetSafeHwnd(), 
THREAD_PRIORITY_NORMAL)”, where the format of 
the function ThreadProc0 is “UINT 
ThreadProc0(LPVOID pParam)”. 
pThread[1] is in charge of the data acquisition and the 
tracking logical control of the roughing mill; pThread[2] is 
in charge of the data acquisition and the tracking logical 
control of the finishing mill; pThread[3] is in charge of the 
data acquisition and the tracking logical control of the 
straightening machine as well as handling the data 
exchange between the tracking and the management 
subsystem. 

(3) Cooperation: To guarantee the cooperative operation of 
three subsystems, between the tracking and the 
management subsystem, the subscription mode is chose 
from three kinds of data access mode of OPC 
(synchronous, asynchronous, subscription). In the 
subscription mode, the OPC Client doesn’t have to send 
requests to the OPC Server, while the OPC Server 
automatically informs the OPC Client in a certain update 
cycle. The tracking and the management subsystem 
exchange data through the Oracle 9i database and the 
trigger technique of the database is mainly adopted to 
achieve the cooperative operation of two subsystems. 

(4) synchronous and asynchronous: Three subsystems have 
some parallel features including independence, 
synchronization, etc. The execution results of each 
subsystem are the execution conditions of the other two 
subsystems, and three subsystems share the same data area 

and some other resources. Therefore, the synchronization 
and mutual exclusion problem among subsystems need be 
resolved. In the system, corresponding flag word or flag 
bit of flag word as well as locking critical region are 
mainly adopted to resolve this problem.  

(5) Intelligence: The management subsystem adopts the 
Intelligence Information Pushes-Pull technique to make 
the whole management system have a high timely feature, 
a broad service range, a strong pertinence, and individual 
friendly services.  

 
 
4.  CONCLUSIONS 
 
The above intelligent autonomous decentralized architecture 
has been applied to the slab quality tracking management 
system of the medium and thick steel plate’s production line in 
the Second Rolling Plant of Anyang Iron and Steel Company. 
The practice shows the whole system has a rapid and accurate 
data communication, comprehensive functions and a stable 
performance. The system completely satisfies the demands of 
medium and thick steel plate’s production management, 
enhances the production benefit and management level of the 
plant and speeds up the modern management process of the 
enterprise.  
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ABSTRACT  
 

To the depth of applying the Internet, information security has 
associated with the dependability of access platform, access path, 
and storage. The quality of dependable service focuses on 
controllability of accessing efficiency, availability, and security 
of application data. FLASH is proposed for dependable 
networked data storage systems in which new i-node structure is 
used to implement user’s choices for file layouts such as 
non-stripping, non-striped mirroring, stripping, and striped 
mirroring and for security types such as fully sharing, 
releasing-with-signature, encrypted protection, and replicating 
protection. The solution provides the three-level dependable 
mechanism and functional agents implemented by clients, data 
servers, and object-based storage devices, and isolates user hosts 
from networked data storage both for users to select the proper 
quality of dependable service according to file content and 
access path and to guarantee the performance optimization of 
distributed storage systems. 
 
Keywords: Data Storage,Dependable Network,Quality of 
Dependable Service 
 
 
1. INTRODUCTION 
 
Accessing data across the Internet is at the any time possible to 
confront the various manual and natural attacks which happen to 
platforms, paths, and storage devices of information accessing 
and affect the accessing efficiency, availability, and security of 
application data, so the information security of computer system 
has three aspects: system security, network security, and storage 
security. At present, much research on storage is to improve the 
quality of dependable service based on these three aspects. 
 
Recently solutions of storage level improved both the accessing 
efficiency and the availability of storage systems by disk 
arrays[1-4]. Moreover, distributed storage systems can enhance 
network protection of data-accessing requests against manual 
attacks[5-8]. Their key problem is to improve just the quality of 
dependable service customized for the entire storage system or 
its one zone. Actually, different files have different requirements. 
Thus, the intrusion detection system for SAN[5] translated 
file-protecting rules into storage block-protecting ones. 
 
Zhou JingLi and at al[9]  presented the file-level method to 
optimize the accessing performance of file requests with 
different size. Based on this and for protecting storage systems 
from the manual and natural attacks, a dependable networked 
data storage solution, file-level agents of storage hierarchy 
(FLASH) provides the alternatives of data layout and security of 
file level for users and is implemented by a dependable data 
storage architecture where a client application is used as a 
security agent of user’s file data, data server as a management 
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and allocation agent of storage system, and object-based storage 
devices as accessing agents of file data. At last, we show that the 
three-level agents co-work to guarantee both users’ quality of 
dependable service and the performance optimization of storage 
systems.  
 
 
2. DATA PLACEMENT AND SECURITY OF FILE 

LEVEL 
 
Users need controllability of data-accessing efficiency, 
availability, and security to acquire different quality of 
dependable service according different data contents and user 
demands. Storage-level solutions are transparent and make a 
storage system looks like to user a single disk which only 
determines the data placement and security mechanism to 
optimize performance, availability, and security requirements 
related to storage. However, file-level solutions are not 
transparent to user. The metadata structure of data and the 
storage system determine together the data placement and 
security mechanism to optimize the data-accessing efficiency, 
availability, and security according to file content. Therefore, we 
tend to apply file-level solutions. 
 
For controllability of data-accessing efficiency, availability, and 
security according to different data contents, it is necessary to 
take multiple storage devices as file-level entities. Without loss 
of generality, supposed that there are G object-based storage 
groups (OSGs) OSG0, OSG1, …, OSGG-1 and the i-th ORG has 
D object-based storage devices (OSDs) OSD(i,0), OSD(i,1), …, 
OSD(i,D-1) such that OSGi={OSD(i,0), OSD(i,1), …, OSD(i,D-1)}. As 
with non-stripped data distribution in NFS, all the data of a file 
are stored on the same OSD device and different files can be 
stored on different OSD devices. File i-node structure needs 
descriptor IOSG (0~G-1) for OSG group, IOSD (0~D-1) for 
OSD device, and iNumber for i-node. Like traditional file 
system, it maps logical addresses to storage locations of 4 bytes 
on the single OSD applying the allocation strategy of storage 
block with B(KB). Because of the limit of i-node structure, each 
file has at most C blocks with the logical data of C×B(KB) by 
direct addressing. If file is greater, it needs single-indirect 
addressing. 
 
For one-level indirect addressing, a single-indirect address in 
i-node points to a pointer block in which each 4-byte points to 
the location of a data block. It has the addressing overhead of 
B(KB) and the addressing range of (1/4)B2(MB). If the number 
of bytes in a file exceeds C×B(KB)+(1/4)B2(MB), it needs 
double-indirect addressing. 
 
Similarly, two-level indirect addressing has the addressing 
overhead of B(KB)+(1/4)B2(MB) and the addressing range of 
(1/4)2B3(GB). Therefore, the total addressing overhead is 
2B(KB)+(1/4)B2(MB) and the maximum of file bytes is 
C×B(KB)+(1/4)B2(MB) +(1/4)2B3(GB). The early UNIX file 
system adopted the three-level indirect addressing because 
B=1/2. its total addressing overhead is 



DCABES 2007 PROCEEDINGS 

 

389

3B(KB)+(1/4)B2(MB)+(1/4)2B3(GB) and the maximum of file 
bytes is C×B(KB)+(1/4)B2(MB)+(1/4)2B3(GB)+(1/4)3B4(TB). 
For such a file system implemented on single storage device, the 
storage volume can be expanded by disk arrays, such as RAID0. 
Because of 4-byte storage address, the maximum of storage 
volume is 232B(KB)=4B(TB). Generally, B=1/2~8 so it is 
2~32(TB). In addition, for indirect addressing files, the number 
of indirect addressing levels determines the storage-accessing 
efficiency. Direct addressing data needs one time to access the 
storage while two-level addressing data need three times to 
access the storage. 
 
The above non-stripping distribution can only implement the 
data parallel between different files. To implement the data 
parallel in a file, the file data need to be stripped across multiple 
storage devices applying the allocation strategy of storage 
segment as a stripe unit of S(KB) generally such that S≥16. 
Likely, descriptor IOSG is for an ORG group to apply stripping 
and descriptor IOSD for the OSD device to store the first 
segment and iNumber for i-node. File data has the maximum of 
C×S(KB)+(1/4)S2(MB)+(1/4)2S3(GB) including C×S(KB) by 
direct addressing, (1/4)S2(MB) and (1/4)2S3(GB) by one- and 
two-level indirect addressing respectively and its total overhead 
is 2S(KB)+(1/4)S2(MB) including S(KB) and 
S(KB)+(1/4)S2(MB) for one- and two-level indirect addressing 
respectively. 
 
However, the computation of address, especially two-level 
addressing pointer, is quite complex because different addresses 
of 4-bytes may point to the storage locations on the different 
OSD devices. The computation needs to consider not only the 
number of data bytes in a file but also the addressing overhead 
of storage. Supposed IOSG is associated with OSGi={OSD(i,0), 
OSD(i,1), …, OSD(i,3)} and IOSD with OSD(i,1). As is illustrated 
in fig.1, the first segment is on OSD(i,1), the second segment on 
OSD(i,2), the fourth segment cyclically on OSD(i,0). At the time 
indirect addressing starts with the pointer segment, it needs to be 
expanded to data segment. 

 
Fig.1. File-level striping structure 

 
In general, bit maps are used for describing the used (set to 1) or 
free (set to 0) flags for storage blocks, so one byte is associated 
with the allocation of 8 blocks. In contrast with link list, bit 
maps tell the physical layout of storage and have the lower 
storage overhead (U/(8B))(MB), where U is storage volume in 
GB, B is block size in KB. Depending on disk-positioning 
overhead and network latency, small files are available for 
non-striped distribution and large files for striped distribution. 
Combining storage block allocation with segment allocation, 
S=8mB is useful to allocate m bytes for a storage segment, 
where B=4 and m=4, namely S=128 in this solution. 
Descriptors IMOSG, IMOSD, and IMNumber have the same 
meaning as IOSG, IOSD, and INumber for mirroring of 
non-striped or striped file data. A file’s i-node and i-node of its 
mirrored data are stored on the IOSD device and the IMOSD 
device respectively. These i-nodes need two bit field LTD to 

define layout type: 0 for non-striping (raw distribution), 1 for 
non-striped mirroring (file RAID1), 2 for striping (file RAID0), 
and 3 for striped mirroring (file RAID10). Address pointers in 
i-node can point to a storage block or a storage segment 
depending on layout types, where there are C direct addressing 
pointers (DA0~DAC-1), 1 single indirect addressing pointer (SIA), 
1 double indirect addressing pointer (DIA). Therefore, the 
sequence (LTD, IOSG, IOSD, IMOSG, IMOSD, INumber, 
IMNumber, DA0~DAC-1, SIA, DIA) determines the layout 
structure of a file data. To thwart manual and natural attacks, 
directory file as a small file is non-striped mirroring distribution 
by default. The directory tree with its mirrored tree forms a 
shadow directory tree from the root directory. 
 
For the security of file data, i-node needs a two-bit field STD to 
define the security type: 0 for fully sharing, 1 for 
releasing-with-signature, 2 for encrypted protection, and 3 for 
replicating protection. It still needs to add a field SPI for security 
parameter index. The fields STD and SPI determine together if 
security information field SI is added to file or directory data. 

1) STD=0 means that a file or directory can be 
completely shared without SI; 

2) STD=1 means that SI is encrypted message digest 
from a file or directory by its creator and is 
authenticated by sharers; 

3) STD=2 means that logical data is the encrypted file 
or directory data by its creator and is only accessed 
by creator without SI; 

4) STD=3 means that logical data is the encrypted file 
or directory data by symmetrical key which is 
encrypted into SI by creator applying the designated 
sharer’s public key in order to copy the file or 
directory by the sharer. 

 
 
FILE-LEVEL AGENTS OF STORAGE HIERARCHY FLASH 
 
As is illustrated in Fig.2, the dependable networked data storage 
architecture provides file-level agents of storage hierarchy 
FLASH to implement the above file-level layout and security 
against manual and natural attacks. FLASH constructs 
physically a hierarchical dependable accessing mechanism: 
clients, data servers, and object-based storage devices, and 
logically a security-hierarchical accessing path: root directory, 
directories, and files. 

 
Fig.2. Dependable Networked Data Storage Architecture 

 
Clients undertake missions as follows.  

(1) Install correspondent file-accessing platform to take local 
disks as the portion of cache for file operations; 

(2) make bidirectional authentication with data servers to 
acquire the ephemeral OSD-accessing rights to access files 
or directories; 

(3) encrypt or decrypt user’s data by symmetrical cryptography 
to access the files or directories with encrypted protection; 

(4) authenticate data by applying the public keys of their 
creators or by applying user’s own private keys 
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asymmetrically to SI field for files or directories with 
releasing-with-signature; 

(5) for a file or directory with replicating protection, as a creator, 
encrypt it into shared area by applying a symmetric key 
which is encrypted by sharer’s public key to SI field or as a 
sharer, move it into users’ private area and decrypt SI field 
to acquire the symmetric key which is used to decrypt the 
file or directory; 

(6) select the file layout type by open mode but the change of 
its layout type is completed and responded by data servers. 

 
Data servers complete missions as follows: 
(1) Provide security services between clients and OSDs or 

between OSDs and file-level intrusion detection mechanism, 
and help clients to find the root nodes and to do other 
metadata services; 

(2) configure the storage system by OSD devices each of which 
is divided into multiple storage zones by partitioning and 
participate in an ORG group as a storage zone and assign 
multiple OSD devices to ORG groups according to the 
storage space balance and mirroring requirements that two 
ORG groups for mirroring have no shared OSD devices. 

(3) assign an OSG group and OSD device, allocate and free the 
storage space for creating, deleting file or changing file 
layout to guarantee the balancing of used storage space and 
the pieces of segment allocation for block allocation. 

 
OSD of a file’s i-node points to an OSD device on which the 
file’s i-node, all the file data for non-stripping layout or the first 
segment of the file data for stripping layout is stored. This OSD 
device acts as the dependable storage controller for the file, a 
file-accessing agent, and has the functions as follows. 
(1) acts as the main storage controller associated with IOSD 

with the support of data servers for the root nodes, 
directories, files or as the slave storage controller 
associated with IMOSD if the main storage controller 
fails. 

(2) completes the operations of file requests according to the 
information of the file’s i-node, collaborates the data 
transmission between client and other OSD devices in the 
ORG group for stripping layout, or transfers its control to 
the OSD device associated with IMOSD if necessary. 

(3) collaborates the data transmission between OSD devices in 
two ORG groups for striped mirroring based on the 
communication with the OSD associated with IMOSD. 

 
 
3.   CONCLUSIONS 
 
FLASH presents a dependable networked data storage solution 
to protect user’s data from manual and natural attacks. Data 
servers make use of security protocols for security accesses 
between physical devices such as clients, data servers, and OSD 
devices so that the storage of users’ data are only accessed 
through their identities and isolated securely from the hosts used. 
A file’s i-node designates the object-based storage group for 
storing the file data and the object-based storage device for 
accessing file data. Therefore, the access from the root of the file 
system to the user’s directory to its file data is made from data 
servers and a sequence of OSD devices. They form a physical 
trust chain whose root is a data server. 
 
File i-node structure provides the four security choices of fully 
sharing, releasing-with-signature, encrypted protection, and 
replicating protection. Users make use of the security directories 
or files provide, to implement a hierarchical security accessing 
mechanism for logical data. Users answer for the security 

problems of their data and data access by applications on clients 
while data servers make the intrusion detections based on file 
level. All these have no influence on the performance of the 
storage system. 
 
The allocation of the ORG group and OSD device for a file is 
based on the strategy of balancing the used storage space and 
each OSD device joins an ORG group as a storage zone, so a 
massive OSD device with higher storage density and speed may 
participate in multiple ORG groups. Thus, the entering and 
leaving of a storage device have the less impact on the 
performance. It is easy to decentralize the control of storage 
devices, to dynamically balance the storage access and to form 
the hetero-storage system for the scalability and upgrading of 
the storage system. 
 
File i-node structure provides the four layout types of 
non-striping, non-stripped mirroring, striping, and striped 
mirroring to select according to data size and access 
requirements. Users answer for the storage layout of their file 
data, data servers implement the two-level storage allocation of 
storage block and segment, and the OSD device designated by 
the file i-node responds the access and the storage mapping of 
the file data requests. Whether files are small or large, they have 
the same access efficiency and their storage locations are not 
affected by others’ as in solutions of storage level. In addition, 
the block of 4KB and the segment of 128KB reduce the impact 
of indirect addressing and file fragments on the performance. 
For example, most of MP3 files can directly access by striping. 
In the case of concurrent file accessing, an OSD device can 
improve the disk-accessing efficiency by coalescing multiple 
address-consecutive data-accessing requests into a single one. 
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ABSTRACT 
 

Workflow is a kind of advanced network service. It's 
considered that the procedure logic may be separated from the 
profession logic in workflow. However, that idea hasn't been 
carried out fully in its development. Instead, workflow is often 
looked upon in the view of the application. As result, many 
flexible methods, which are all application oriented, are 
presented to cope with troubles of the separation of procedure 
logic from profession logic. It makes workflow bound with 
concrete profession in fact. Obviously, that phenomenon is 
opposite to the original intention of workflow. Its idea is also 
doubted because of the reality. Detailed analysis to the root of 
workflow’s problem is given in this paper. With the trend of 
network service, the future target of workflow is described. At 
the same time, the expression form for workflow accordant to 
its target is presented, which is based on event mechanism. At 
last, the necessity of the renovation to the architecture of 
workflow is dissertated. 
 
Keywords: Workflow, Network Service, WFMS (Workflow 
Management System), Procedure Service, Event Mapping. 
 
 
1. INTRODUCTION 
 
The term of workflow came forth about 20 years ago. 
Comprehensive and deep researches have been done in this 
field by institutes and enterprises all over the world [1]-[6]. In 
1995, WFMC (Workflow Management Coalition) constituted 
the standard for workflow [7], which indicated that the 
development of it began to be regular. The conception of 
workflow is accepted by more and more people. Today, a 
variety of workflow products can be acquired and its 
production value has become considerable. 
 
However, another phenomenon also should be paid attention 
to when great progress is made in workflow. There still exists 
quite a big gap between people's expectation for it and its 
present status. Furthermore, it seems that the gap can't shrink 
under the architecture from WFMC. 
 
The core idea of workflow is to separate procedure 
management from professional operation. But it's found that 
many procedure problems are coupling with professional 
operations in reality. In order to solve the coupling problem, 
lots of flexible methods are presented, and a new term of 
flexible workflow was brought out. Yet all the methods of 
flexible workflow are application oriented. As result, the 
procedure becomes unified with the profession again. It leads 
to doubts to the idea of workflow: can procedure management 
really be separated from professional operation? It’s certainly 
quite a serious question. This paper will try explaining the 
question with detailed analysis of the development of the 
network service, the demand of flow task and the architecture 
of WFMS. 
 

2. NETWORK SERVICE AND MIDWARE 
SYSTEM 

 
Since workflow is a kind of advanced network service, it's 
better to begin with the discussion about the network. So the 
function of workflow can be understood more explicitly. 
 
The appearance of network made computers linked together. 
Only the function of basic communication is provided in the 
network primitively. Then, combined with programming 
technique, RPC (Remote Procedure Call) is produced, which 
is based on the simple communication. Then, with the 
popularity of OO (Object Oriented) method, RPC is wrapped 
with object form, which is called distributed object. 
Distributed object has different name in different systems, for 
example, DCOM in Windows, CORBA in OMG and RMI in 
Java. RPC and distributed object are the expansion of basic 
communication. Customarily, distributed object is called 
network service. It's in higher layer of the network. 
 
In traditional distributed object system, the client (the user of 
the service) and the server (the provider of the service) are 
bound together. It means that a DCOM client can’t access a 
Java server. Obviously, people hope no such restriction, 
especially in Internet. An open protocol solved the problem. It 
allows the service spanning different systems. This protocol is 
called WEB Service, which came into being at the beginning 
of 21st century. 
 
It’s a big progress from basic communication to WEB Service. 
Yet the structure of the service varies little. They may all be 
regarded as a dot-to-dot structure, one is the client and the 
other is the server. Although there’re usually many servers to 
provide the service physically, whole servers are unitary for 
the client logically. 
 
The development of network service gave tremendous impact 
to software system. A new layer called midware system has 
appeared, the main function of which is to support network 
service. Corresponding to the sort of distributed object, 
there’re all kinds of midware systems such as COM, .NET, 
Obix and WEB Logic. Midware system may produce the 
proxy for network service automatically. So the client can’t 
distinguish whether the service is remote or local and also it 
needn’t care for it. At the same time, the design and the 
implementation of network service are maintained consistent 
with those of local service as soon as possible with the support 
of midware system. For example, it’s only needed to announce 
“WEB Method” for a method used as WEB Service in .NET 
platform. 
 
Summarily, it can be said that network service has covered 
local service formally with midware system. Local service 
becomes a particular form of network service, where the client 
and the server are in one physical node. The network is made 
fully transparent to the client. 
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3. FLOW、PROCEDURE AND WFMS 
 
Most of present software systems are of dot-to-dot structure. 
Now, the question is whether this structure is enough for us. If 
the task is relatively little, the answer is yes. Yet if the task is 
big, dot-to-dot structure won’t be fit for it well. What are big 
tasks? Consider the examination and the approval of 
documents, comprehensive financial affairs and the 
management of product line, etc. Their common characteristic 
is of flow. The collaboration in some sequence is required 
there with a group of dots, actually a group of clients. Such 
kind of task is called flow task. It can be seen that the demand 
of flow task is beyond the capacity of dot-to-dot structure. 
There’re two modes to deal with it: 
(1) Dot-to-dot structure plus manual procedure management. 

Every step of a flow task can be regarded as a network 
service. When a step is over, manual form may be used to 
control the procedure, such as phoning, Email and the 
delivery of documents. Manual form is able to get 
maximal flexibility. Nevertheless, the disadvantage is 
also evident. First, the efficiency is very low. Second, it 
isn’t reliable because it depends on people’s 
understanding of the flow entirety. Mistakes will be made 
inevitably when the logics of the flow are complex. 

(2) Flow software which processes the ability of automatic 
procedure management. Manual form is based on such 
fact as people know the information of the flow, for 
example, the executor of the next step, phone number and 
Email address. All the information can be saved in the 
computer, so the computer can manage the procedure too, 
even can do better. The fundamental of flow software is 
to create a status space which is corresponding to the 
executing process of the flow. It maintains and updates 
the status automatically. With the information of the 
status, the software assigns the task of the next step to 
proper executor when one step is fulfilled. 

 
Flow software upgrades network service to a higher rank. 
That’s the automatization of procedure management, which 
expands the scale of network service. Not only a pair of dots 
can be supported, but also a group of dots can now. 
 
Flow software disposes of the procedure as well as the 
profession. So there're two sorts of logics in the flow software: 
procedure logic and profession logic. Profession logic is in 
every step and procedure logic is in the transfer between steps. 
They’re independent on each other to a great extent. 
Supposing that a flow task can be regarded as a flow 
graph[8]-[10], procedure logic is the structure of the graph and 
profession logic is the property of the node. Thereby, 
procedure management may be separated from profession 
operation. That’s the idea of workflow. With the idea, a kind 
of software is developed for general procedure management. 
It’s called WFMS. 
 
Such idea emerged in 1980s. WFMC regulated the related 
conceptions and terms afterward. Theoretically, it seems that 
WFMS make it easy to implement flow software. Linked with 
modules for profession operation, WFMS will become flow 
software for any specific profession. However, the practice 
isn’t so optimized. 
 
 
4. THE DEFECT OF FLOW GRAPH AND 

WFMC’S ARCHITECTURE 
 
Today, when people talk about workflow, they have to face 

such a phenomenon that most of flow tasks don’t depend on 
WFMS but on specific flow software or even manual form. 
Some people ascribe it to the custom and the fogyism. But it 
isn’t so simple certainly. Why don’t people adopt new 
technology if they benefit much from it? So, that’s more the 
selection after the comparison between old working form and 
new one. 
 
It’s known that the prominent merit of manual form is the 
flexibility. Computer can’t compete with people there. 
Fortunately, most work is relatively regular so that the 
predominance of the computer is able to exert. But it doesn’t 
mean that the flexibility is inessential. On the contrary, it’s 
very important for the software. 
 
The criterion about the flexibility of the software is reusing 
ability. It often determines how much manual work can be 
replaced by the computer. The superficial meaning of the 
reusing is to use software modules repeatedly. Yet the exact 
meaning is to rebuild new software rapidly. Concretely for 
workflow, the reusing is to reconstruct flow software when 
professional demand varies. 
 
It seems that researches of workflow have neglected the 
importance of the reconstruction. The reflection is that 
workflow is regarded as flow graph all along. Let’s show the 
defect of flow graph with a simple example. 
 
Supposing there’s a loan task as Fig.1. The manager is 
charged for the examination if the loan value is higher than 
100 million. Otherwise, the staffer is charged. Later, the rule 
varied. The threshold is improved to 200 million. 
 

 
 

Fig.1. A part of loan task 
 

Obviously, flow software for the profession need to be 
reconstructed to cope with the variety. What we most care for 
is whether it’s easy to reconstruct it under present architecture 
of WFMS. 
 
The present architecture of WFMS[11] is shown in Fig.2, 
which is based on the theory of flow graph and WFMC’s 
referenced model. Workflow engine is the core of the 
architecture, which is charged for procedure management. The 
foundation of the management is the procedure definition, 
actually is the definition of flow graph. 
 
The loan value is a professional data. But unlike other 
professional data, it’s also related with the procedure. In the 
architecture of Fig.2, that data is put into the place called 
“relative data”, which is generated by the application and used 
by workflow engine. Thus it can be seen that workflow engine 
is coupling with the profession in fact. If the loan threshold 
varies, workflow engine certainly has to be modified. In the 
application, relative data may often varies, not only the value 
but also the form. For example, the loan rule can varies as 
follows: who is charged for the examination depends on both 
the loan value and loaner’s credit. 
 

>100million 

<=100million 

… 
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Fig.2. The present architecture of WFMS 
 

Since almost all workflow products have used this architecture, 
none of them can deal with the variety easily. The problem 
produced tremendous negative infection to workflow. It’s 
hoped that workflow is able to separate procedure logic from 
profession logic. But the fact is that the reconstruction of the 
flow is still difficult. Some people argue that workflow is only 
suitable for the instance that the professional data isn’t related 
to the procedure entirely, which is evidently unconvincing. 
 
In order to reducing the price for the reconstruction, additional 
specific module for relative data is added. WFMS with those 
modules is called flexible WFMS. Nevertheless, the varieties 
of relative data are so diverse and frequent that flexible 
modules also become a big burden. Furthermore, flexible 
modules are application oriented. Putting them into WFMS 
blurs the boundary between WFMS and specific flow software. 
So doubts about the rationality of workflow are 
understandable. 
 
This paper deems that the problem lies not on the idea of 
workflow but on the theory of flow graph and the architecture 
of WFMC from that theory. The theory of flow graph has 
misdirected the development of workflow though it’s easy to 
be accepted. Flow graph is the root of the problem. 
 
 
5. PROCEDURE SERVICE ON EVENT 

MAPPING 
 
The premise of solving the reconstructing problem is to grasp 
the essence of workflow exactly. It’s necessary to discuss the 
question in the point of view of system service. It’s known 
that network service for dot-to-dot structure is the system 
service today. Then, what’s the one in the future? It should be 
the one that exceeds dot-to-dot structure naturally. That’s 
procedure service which has been mentioned, namely 
workflow. So a new definition of workflow and that of WFMS 
are presented here: 
 
Workflow is the general procedure service. 
WFMS is the platform to provide procedure service. 
 
The above definitions give expression to the essence of 
workflow more clearly compared with others. They abandon 
those subordinate factors. 
 
The relation between workflow and network service is like 

that between network service and local service. Dot-to-dot 
structure is a particular form of workflow, where the task has 
only one step. WFMS makes the procedure transparent to the 
executors of flow task. 
 
To realize the general service, a new expression form for 
workflow ought to be presented, which has more abilities than 
flow graph. Event form is adopted in this paper. Workflow can 
be regarded as a sequence of event mappings, which is shown 
as follows: 
(1) EventdconditionAction →*))((  

(2) *)*,(*)(log OperationRoleEventic
f
→  

*),(Pr: DataogramOperation  
(3) *),*,(: OperationRoleEventWorkflow  
 
In the above, action is a part of operation, which is related to 
the procedure. d denotes professional data which affects the 
procedure. Condition denotes the formula about d; * denotes 
multiple. Role denotes the executor. Operation denotes 
profession disposal. Logic denotes the combining form of 
multi-events. f  denotes the mapping form. 
 
Event is abstract. An action can cause an event and the 
happening of the event can cause the reasoning on the rules of 
event mappings. The result of the reasoning indicates the 
operation on some role in the next step. There’re three forms 
for event mapping: 
(1) Fixed mapping. It means that the flow will transfer to a 

fixed role when a step is over. Flow graph is of this kind. 
(2) Finite mapping. It means that the flow will transfer to 

some roles in a finite group. For example, the manager 
and staffer in loan profession is a finite group. 

(3) Random mapping. It means that the flow will transfer to 
any role which entirely depends on the professional data. 
In this circumstance, no flow graph can be drafted. 

 
Those three mapping forms cover whole demands of 
procedure service. For flow tasks, the expressing ability of 
event mechanism exceeds that of flow graph much more. 
 
Also, event mechanism is far better for the reusing of the flow. 
The action is isolated to the procedure by the event. Both the 
relation of action to event and that of events to role can be 
varied with the form of the definition. So it can be adapted to 
the variety of the profession well. 
 
Expressing the flow task in Fig.1 with event mechanism is 
shown as follows: 

=Action the submission of loan form 
=d loan value 

1)100( emillionvalueAction →≤  
2)100( emillionvalueAction →>  

),(1 AuditStaffe →  

),(2 AuditManagere →  

 

When the profession varies, for example, the expressing form 
can be varied as follows: 
=d loan value, credit degree 

1),200( elowcreditmillionvalueAction →=≤  
2),200( elowcreditmillionvalueAction →=>  
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3)( ehighcreditAction →=  

),(1 AuditStaffe →  
),(2 AuditManagere →  

),(3 AuditStaffe →  
 
It can be seen that event mechanism possesses an excellent 
structure. Deferent parts of it are quite independent and 
modifications can be made by the definition. So, It’s a good 
choice to express workflow with the form of event mapping. 
 
In WFMC’s referenced model, there’s no consideration for the 
event, only for flow graph. To establish the architecture for 
general procedure service, it’s necessary to renovate present 
architecture of WFMS. The conceit of the renovation is shown 
in Fig.3. Unclear “relative data” doesn’t exist any longer.  A 
new module called event processing is added in. It’s in the 
middle of the application and workflow engine. The module of 
event processing possesses a general structure just like that in 
GUI system. 
 

  
 

Fig.3. The renovation to the architecture of WFMS 
 
 
6. CONCLUSIONS 
 
The idea of workflow is significant. The development of it 
doesn’t go very well just because it’s plunged into flow graph 
so deeply. 
 
In the view of the system service, flow graph is unnecessary. 
The essence of workflow is procedure service which ought to 
be independent on the application. The renovation to the 
architecture of WFMS will give huge impact to whole 
software system. WFMS may be the platform of future 
network service though a lot of efforts need be paid. 
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ABSTRACT  
 

iSCSI is a newly emerging protocol with the goal of 
implementing the storage area network (SAN) technology over 
TCP/IP, which brings economy and convenience whereas it 
also raises performance and reliability issues. This paper 
presents three implementations of mirrored storage system 
based on iSCSI, then the membership function of the states is 
defined and the reliability of mirrored disk system is analyzed 
by using the reliability theory based on fuzzy state. 
 
Keywords: iSCSI, Mirrored Storage System, Fuzzy Reliability, 
Fuzzy Logic 
 
 
1. INTRODUCTION  
 
Storage systems represent a growing market due to the 
enormous volumes of data generated and used by today's 
application. To meet these storage demands, there have been 
many recent developments in the storage market. These include 
Network Attached Storage (NAS) and Storage Area Network 
(SAN) which allow clients to by-pass the server and access 
storage devices directly. Mirrored storage system has become 
increasingly important as enterprises and businesses depend 
more and more on data. It has been widely deployed in 
financial enterprises and other businesses for tolerating failures 
and disaster recovery. Traditionally, such remote mirroring is 
done through dedicated SAN (storage area network) with FC 
(Fiber Channel) connections that are usually very costly in 
terms of installation and maintenance, RAID (Redundant Array 
of Independent Disks) is a known, mature technique to improve 
performance and reliability of disk I/O through parallelism and 
redundancy. Internet small computer systems interface (iSCSI) 
is emerging as an end-to-end protocol for transporting storage 
I/O block data over IP networks [1]. As a low cost alternative 
to the FC protocol for remote storage, iSCSI greatly facilitates 
remote storage, remote backup, and data fault tolerance. 
Therefore, the iSCSI lends itself naturally to a cost-effective 
candidate for Mirrored storage system making use of the 
available Internet infrastructure. 
 
Mirrored storage system, which corresponds to RAID1 is the 
focus of this paper. RAID1 replicates data on two disks to 
attain fault-tolerance, i.e., if one of two disks fails, data is 
accessible from the other disk.  In basic mirroring data is 
written onto N/2 primary disks, which are then mirrored on 
N/2 Secondary disks. This RAID1 organization can 
obviously tolerate up to N/2 disk failures, as long as all 
failed disks are either all primary or all secondary disks. On 
the other hand the failure of a disk results in halving the 
maximum disk access rate is processing read requests for 
that data. Fuzzy reliability theory in its various forms found 
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applications, especially in fault tree analysis, reliability 
optimization and risk analysis. However, fuzzy mathematical 
techniques can be successfully applied to conventional 
reliability theory, without taking recourse to any form of the 
fuzzy reliability theories. In this paper we investigate the 
fuzzy reliability of several RAID1 organizations proposed to 
alleviate the shortcomings of the basic RAID1 organization. 
Reliability is specified as the probability that there is no data 
loss.  
 
In this paper we review two disk organizations, which have 
been proposed to attain more balanced disk loads than basic 
mirroring upon disk failure. This is achieved by distributing 
the data and the associated read load of a failed disk across 
multiple disks. 
 
 
2. RELIABILITY THEORY BASED ON FUZZY 

STATE 
 
Fuzzy set theory has been applied to reliability theory 
/engineering with great success in the past two decades. The 
incorporation of the fuzzy set theoretic concepts into the 
multidisciplinary area of reliability theory has been done by 
modifying the basic assumptions underlying the definition of 
reliability of a component or system. Conventional reliability 
theory is based on, among others, the following two 
fundamental assumptions [2]. 
(1) Binary state assumption: the system can only be in either 
of the two crisp states viz. fully functioning or fully failed. 
(2) Probability assumption: the system failure behavior is 
fully characterized by the probability measures. 
 
Although, these two assumptions are often valid, they are 
not reasonable in a large variety of cases. This called for the 
incorporation of the concepts of fuzzy set theory into these 
assumptions. 
 
Thus, 1) and 2) are modified as follows [2]. 
(1’) Fuzzy state assumption: the system success and failure 
are characterized by fuzzy states. At any given time the 
system can be viewed as being in one of the two states to 
some extent. Thus, system failure is not defined in a binary 
way, but in a fuzzy way. 
(2’) Possibility assumption: the system failure behavior is 
fully characterized by the possibility measures. 
 
For the sake of simplicity, the conventional reliability theory 
is called “PROBIST reliability theory,” since it is based on 
assumptions 1) and 2). When 1) is replaced by 1’) and 2) is 
replaced by 2’), the resultant is called fuzzy reliability 
theory. 
 
Thus fuzzy reliability theory manifests itself in three 
different forms viz. PROFUST reliability theory, POSBIST 
reliability theory, and POSFUST reliability theory [2]. 
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Assuming that the mirrored disk arrays system have non 
fuzzy states S0, S1, …, Sn, U={ S0,  S1, …, Sn } is domain. S: 
S={Si,μS(Si) i=0,1,…,n} is defined as fuzzy success state and  
F: F={Si,μF(Si) i=0,1,…,n} is defined as fuzzy failure state. 
μS(Si) and μF(Si) are relative membership function.  
The transition from Si to Sj is denoted as mij, and  
TSF={(mij, )( ijT m

SF
μ  i,j =0,1,…, n),                (1) 

Membership function is defined as the following formula: 
)( ijT m

SF
μ  =  βF/S -βS/F    βF/S >βS/F 

           0        βF/S ≤ βS/F                    (2) 
βF/S=μS(Si)/(μS(Si)+μS(Si))                         (3) 
TSF is transfer from fuzzy success state to fuzzy failure, and 
as a fuzzy event. So, fuzzy reliability is denoted as: 
R(t0, t0+t) = P{ TSF  cannot happened in [t0, t0+t]}  

=1- ijij
n

i

n

j
mPm {)(

0 0
TSF∑ ∑

= =
μ can happened in [t0, t0+t]} 

=1 - ∑
=

n

i
iS

0
T )(

SF
μ P {the system is in Si state at t0+t}    (4) 

In which case R (0, 0+t) =R (t). 
The equation (4) expresses the fuzzy reliability of the system 
at the t moment. It can be interpreted as the probability that 
the system can damage with certain degree between (0, t). 
 
In Mirrored disk arrays system, the reliability of a disk is the 
probability that if a disk functioning at t=0, it will be still 
functioning at time t. The analysis of data related to disk 
failures shows that the reliability of a single disk can be 
approximated by an exponential distribution: Rdisk = e-λt, 
t ≥ 0.  
 
Assuming that disk have a constant failure rate,  
P(the system is in Sk at t) =A(k)Rk(t)                 (5) 
A(k) is the number of case that system can tolerate k disk 
failures, so A(0)=1 and A(k)=0, k>M, since at best the 
failure of M disks can be tolerated. Rk(t) is the probability 
that in a certain system configuration k disks are functioning 
and N-k disks have failed: 

kNttkkNk
disk

k
diskk eetRtRtR −−−− −=−= )1())(1)(()( λλ     (6) 

From (4)-(6), the fuzzy reliability R(t) for N=2M disk is 
given as follows: 

R(t) = )()()(1
0

tRkAS kk

M

k
TSF∑

=
− μ                 (7) 

 
 
3. ARCHITECTURE AND MIRRORED DATA 

ORGANIZATIONS 
 
3.1 Architecture 
The mirrored storage system based on iSCSI in this paper is 
composed of primary iSCSI target node and secondary iSCSI 
target node. Each iSCSI Target node comprised a set magnetic 
disk drives as illustrated Fig.1 and is directly connected to 
LAN network or WAN network. Several server hosts are 
connected to a fault tolerant storage system through a Cisco 
3550-12T Gigabit Ethernet switch. The server hosts act as 
iSCSI as an iSCSI initiators while the mirrored storage nodes 
acts as an iSCSI target. The iSCSI initiators in the LAN inside 
ore laboratory are connected through our campus network and 
leased lines to the educational Internet. 

 
Fig.1. Mirrored Storage System Based on iSCSI 

Architecture. 
 
Failing or failed the system is prevented from delivering 
services and accessing data. Failed software components can be 
restarted within the system, and failed iSCSI target nodes may 
return to the system following repair. Mirrored storage system 
is to organize the iSCSI targets similar to RAID by using 
mirroring techniques, each iSCSI target is a basic storage unit 
in the system, and it server as storage device node. All the 
nodes in the array are connected to each other through a 
high-speed switch to form a local area network. Data are 
divided into many blocks and the blocks are distributed among 
all disks and iSCSI target nodes. All iSCSI target nodes are 
identical, each node containing the same number of disks M. 
The total number of storage system disks N is then N=2*M. 
 
3.2 Mirrored Storage System Based on Organizations 
Three mirrored disk organizations are described in this paper: 
(1) basic mirroring (BM), (2) interleaved declustering (ID), (3) 
chained declustering (CD), and then these methods are 
compared qualitatively from the viewpoint of load balancing 
and obtain A(k) in each case. 
 
3.2.1 Basic Mirroring 
Basic mirroring is the most common type mirroring and 
there are N=2M disks with disk 2i mirroring disk 2i-1, 

Mi ≤≤1 , and vice-versa. The basic RAID1 organization 
can tolerate up to M disk failures, as long as the failures are 
in different mirrored pairs. However, data loss is possible 
even with two disk failures when they constitute a pair. 
There are M=N/2 ways for the second mirrored disk failure 
to lead to data loss, while there NC2  ways for two disk 
failures. The probability of data loss due to a second disk 
failure is then 1/(N-1). Fig. 2 shows a basic mirroring 
organization with striping. The number of ways that k disk 
failures don not lead to data loss equals the number of ways 
of having a single failed disk per pair [3]. 

.2/1,2)( NkCkA kM
k ≤≤=                            (8)  

 
Fig.2. Basic Mirroring with Striping 

 
3.2.2 Interleaved Declustering 
In [4] interleaved declustering is considered as a replication 
scheme at the logical level. It can also provide an alternative to 
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the mirroring scheme, if applied at the physical level. We 
briefly describe this scheme, which is illustrated in Fig.3, as 
applied to physical level replication. The Secondary storage 
subsystem is divided into disk clusters, each of Size M, e.g., in 
Fig. 2, M=4. The primary data resides on each one of disks in 
the cluster, and the backup data is divided equally among the 
remaining M -1 disks of the cluster. During normal operation, 
read requests are directed to the primary data and write requests 
are directed to both copies. When a failure occurs, the read 
workload that was destined for disk 1 can be distributed among 
the surviving M -1 disks of the cluster in which the failure 
occurred. This is an improvement over the mirrored disks 
scheme where the additional workload, which was destined for 
the failed disk, ends up on a single surviving disk 

 Fig.3. Interleaved Declustering 
 
 Given that there are clusters, then the number of disks per 
cluster is M=N/c. After the first disk failure, the probability 
that a second disk fails in the same cluster equals the ratio of 
the number of surviving disks in the cluster and in the 
system:(M-1)/(N-1). When k ≤ c disks fail, data loss will not 
occur if all the fail disks are in different clusters, so that: 

./,1,)( cNMckMCkA kk
c =≤≤=              (9)  

 
3.2.3. Chained Declustering 
 In [3][5], chained declustering is considered as a replication 
scheme at the logical level of a shared nothing database 
machine. This scheme can also provide an alternative to the 
classical mirroring scheme when applied to physical level 
replication, as well as to the interleaved declustering scheme 
describled in [4], We briefly describe the concept of chained 
declustering from [5]. 
 
Chained declustering has the same storage overhead as 
compared to the classic mirroring scheme and interleaved 
declustering, but it was proposed in [5] to attain a higher 
reliability level than interleaved declustering. Chained 
declustering can also lead to a more balanced load than 
interleaved declustering in processing read requests. With a 
single disk failure the read load of surviving disks increases 
to M/(M-1) of the original load, rather than M/(M-1) with 
M=N/c in chained declustering. 

 
Fig.4. Chained Declustering 

 
It can be seen from Fig. 4 that it takes the failure of two 
consecutive disks for data loss to occur. The number of cases 
resulting in data loss with i=2 disk failures is N. It follows: 

2
)3()2( 2 −

=−=
NNNCA N                          (10) 

In general [3],  
MkCCkA k

kN
k

kN ≤≤+= −
−

−− 1,)( 1
1                     (11) 

 

4. NUMBERICAL RESULTS 
 
In this section, the fuzzy reliability analysis of mirrored disk 
organizations is described. We assume that mirrored disk 
system is composed of 32 disks, in Interleaved Declustering 
mode, the parameter c is 8. The mean time to failure of a 
disk driver (1/λ) is 20000 hours. 
 
The membership function for the states using in this 
numerical analysis is quadratic. 

 
The parameter to consider is the time step t, the fuzzy 

reliability will be estimate each 10 hours (t=100) for 87600 
hours (10 years). The result from formula (7) is presented on 
Fig 5. 

 
Fig.5. Fuzzy Reliability of Four Mirrored Disk Organizations 
 
 
5. CONCLUSIONS 
 
Reliability models for various fault tolerant storage system 
architectures are developed. Fuzzy logic is very useful 
calculating with fuzzy state. The paper has described three 
mirrored storage organizations and in each case, obtained a 
closed form expression for A(k) where k disk failures are 
tolerated in the system of N disks. As a result, this analysis 
provides reliability curves that show the variation of the 
"fuzziness" degree of reliability at each instant of time. With 
the traditional approach, based on crisp values, getting the 
intervals of the reliability would require a separate model 
run and would result in family of curves open to 
interpretation. 
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ABSTRACT  
 
The Web is growing rapidly and revolutionizing the means of 
information access. Web caches are different from processor 
caches because web caches have several additional criteria, 
such as frequency and recentness of pages, size of a document, 
cost of fetching a document etc. It has been shown that, the 
classical LRU replacement policy performs poorly in Web 
caches because the above criteria decrease hit rate and increase 
eviction latency and access latency of Web request. In this 
paper, in order to improve proxy’s speed and hit rate, a 
three-class-list structure is used to organize the index of html 
elements in cache. It gives a lifetime-cycle algorithm and 
out-of-date replacing policies for web cache replacement, 
which based on a mixed policies including LFU, LRU, long 
term static element factor and network bandwidth factor. 
Experimental results show that three-class-listing structure to 
perform the mixed replacement policies and out-of-date factors, 
the pages hit rates arrive at 50% when cache size is about 
500M, which has a fast step compared by 3.7% in traditional 
LRU-based ones. 
 
Keywords: Cache Scheme ,Web Proxy, Replacement Policy 
 
 
1. INTRODUCTION  
 
The rapid increase in web usage has led to dramatically 
increased loads on the network infrastructure and on individual 
web servers. Web proxy plays a key role in improving the 
efficiency of accessing Web pages[1-3]. Caching at proxy 
servers is one of the ways to reduce the response time 
perceived by World Wide Web users. Either by configuring 
mirror of Web pages or by setting cache in user’s computer 
directly, it conducts cache to the pages which are accessed 
frequently, so as to improve the access efficiency of the 
network. It has been shown that, the classical LRU replacement 
policy performs poorly in Web caches because it decreases hit 
rate and increase eviction latency and access latency of Web 
request[7-9]. 
 
Maximum caching efficiency is achieved when content is 
successfully distributed to the end user. Caches must cooperate 
such that only one copy of the file is ever downloaded into a 
given local system. High ache hit rates are a unction of cache 
size which in turn is a function of the number of users 
connected to that cache. Files should only be purged when they 
are known to be obsolete rather than rely on predictive methods. 
If this is done properly, it will be possible to operate caches 
which are many times the size of current caches and which are 
guaranteed to contain only the current information. 
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When a request is launched for a Webpage by a user, it is sent 
to the proxy server. If the page misses in the cache, the proxy 
will direct the request to appropriate remote information server. 
The source files of the internet pages which were accessed 
recently are saved in Web proxy, and whenever these files are 
to be requested the next time, according to their given period 
value, the files will be decided whether to fetch in the local 
cache or to fetch the new files from remote server.  

 
Consequently, the documents that took a long time to fetch are 
preferentially kept in the cache, and documents that are 
infrequently updated and thus seldom require validations are 
preferentially stayed in the cache. 

 
Through analyzing the implementation procedure of method of 
cache of the web proxy, a page cache scheme, to organize and 
search cache content based on three-class-listing index is put 
forward in this paper, and it gives the cache replacement 
scheme composed by mixed of LFU, LRU, and long term static 
consideration etc. In this paper, we analyze and discuss the 
ways to improve pages’ hit rate, lifetime-cycle, frequency of 
access，and out-of-date superseding of cached web pages based 
related algorithms. 

 
 
2. RELATED WORKS 
 
In [3], Papadimitriou et.al presented a model of Web 
communities which constituted a part of the Web structure. The 
proposed model is aimed at characterization of the topology 
behind the Web communities. It is inspired by small world 
graphs that show behaviors similar to many natural networks. 
Edmond et.al [8] suggested that the Website be modeled as a 
directed graph in which a node represents a Web page and an 
edge represents a hyperlink. It is essential for designing 
efficient algorithms for crawling, searching, and ranking Web 
resources. 
 
Vakali[9] presented an extension to the conventional LRU 
algorithm by considering the number of references to Web 
objects as a critical parameter for the cache content 
replacement. The proposed algorithms are validated and 
experimented under Web cache traces provided by a major 
Squid proxy cache server installation environment. But author 
improved algorithm considers the LRU and HLRU based 
history based approach to the Web proxy replacement process 
that is impact and effectiveness on the Web cache content 
replacement. 

 
Hao et.al[4] presented an approach to successfully predict Web 
pages that are most likely to be re-accessed in a given period of 
time using neural network model. It used an intelligent 
predictor that can be implemented on a Web server to guide 
caching strategies, which based on a back-propagation learning 
rule. It adapted to long-range prediction accuracy in static Web 
site structure. Jose et.al [10] introduced a ranking based on the 
frequencies of user clicks on the outer-links in a page that are 
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captured by navigation sessions of users through the web site. It 
implied that the topology of a web site is very instrumental in 
guiding users through the site. So, we will improve Webpage 
hit rate when a request launched, an effective page returned. 
 
We introduce a multi-list policy to describe Website and 
Webpage structure, and also propose a lifetime-cycle algorithm 
and out-of-date replacement policies so as to improve hit rate.  
 
 
3. WEB PROXY 
 
3.1 Proxy Procedure 
The context of a Web page is made up of elements such as texts, 
pictures, sounds, forms, hyperlinks and so on. In such a page, 
these elements are saved in web server as independent files. 
When client needs to display a web page, it lists all the 
elements contained in the page. Every procedure of getting a 
file is called a http transaction. There are a series of http 
transactions in listing a complete web page and these 
transactions are non-status between them. The procedure of a 
http transaction consist of 4 steps: 

STEP 1: A first, building up a http link. When client asks 
server for a web element, a TCP of http transaction must be 
built up. A link can only perform a http transaction. 

STEP 2: Send a request to proxy server and proxy resend 
message to Web server. Every request that client makes begins 
with method command and follows with a URI(Uniform 
Resource Indicator) which is a string  to determine a certain 
object address on the web. Some information that client 
provides for the server itself should also be added after the URI 
by client, such as http protocol version, request header type and 
so on. Usually there are mainly three types of requesting 
method: put, get and post. Put model is used to delivery the 
data information to server; Get model is to extract file or state 
information from server; and post mainly to submit form 
information to server so as to implement the bio-direct data 
exchange between client and server. 

STEP 3: Server responds the request. After the server 
received the client’s request, it makes appropriate respond 
according to the request method and type. Respond information 
begins with http version, and follows with respond reason and 
code information, so as to answer client's request. 

STEP 4: Disconnect the link. After server responds 
customer’s request, it should cut down the link with client so as 
to accept other clients' request. 
  
3.2 Proxy Cache 
Web proxy accepts and analyses client's request, and then 
decides whether to fetch data in proxy cache or from remote 
information server, and then delivery it to client after fetching 
the data. Web proxy is like an transmitter. The aim of 
introducing web proxy lies in two factors: The first is to 
perform agency authentication. Web proxy gets the user’s 
information so as to perform the authentication and permission 
management; the second propose is to improve access 
efficiency. The proxy delivery the data to client, it also saves it 
on cache itself. When others client wants to access the same 
page, it can get the data from local proxy server instead of 
remote server. 
 
There are the new web sources in web proxy cache. According 
to that how to make the content in cache be new and excellent, 
proxy cache policy can be classified into active cache and 
passive cache. As for passive cache, the content can be 
renewed only when client makes request. While active cache is 
refreshed automatically while web content has been saved in 

cache before customer makes request for data. 
 

Passive cache usually decides whether to get information in 
local cache or get the new data from remote web server by http 
protocol remark header, such as modifying time of source, http 
protocol header and so on. If there is not any change of web 
server’s content, it will extract the data copy in cache to the 
client. 

 
There are reserved way and automatic way in active cache. In 
reserved method module, administer needs to record some 
websites that need to perform cache policies and update cycle. 
While automatic method uses a certain algorithm to determine 
which data will be accessed again most possibly and it 
determines the cycle of prefetching data according to the access 
control policies. 

 
 

4. CACHE  SCHEME 
 
4.1 Cache Scheme 
BHA(Byte Hit Rate) and LH(Latency of Hit) are two important 
consideration to allocate cache size. BHA is a ratio that 
elements fetch in cache than to all. We denote the value of BHA 
by H, as 
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Where ir  represent quotation frequent. Files i comes from 

files set {1, 2,..., }n . 
LH is a very important to considerate whether cache size is 

excellent. Page hit rate is about 24% if not any optimization 
approach[7]. In order to improve parameter value of PHA, it 
can expand cache capacity, but it will increment LH. We 
compose about LH and PHA when setting cache size. We 
denote the value of LH by C, as 
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Where id  is cycle time that between sending request and 

fetch data, and ir  represent quotation frequent. 
 
4.2 Cache Index Structure 
A http element is a unit object in cache, and we organize all 
cache content in three-class-list structure. We introduce list 
element as website element, html page element and page 
content element.  
 
Website element, named pWebpage, is the root of cache content 
tree. pWebpage link saves all content about web page, for 
example, URL, IP, server name and other web information. We 
fetch the data from cache through IP ,URL or server name etc, 
and it can search out same result when perform the retrieval. 
 
The element pHtmlFile is sublink of pWebpage, and it links 
several web page's element, for example, text, picture, sound 
etc. Furthremore, pHtmlfile pointer records the file's address 
and time information in the proxy cache. 
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The element pCacheFile, the leaf of the pHtmlFile, records http 
elements' infomation. It records http elements' filename, hit 
count, file length, last modified date, and so on. It is a key 
factor consideration for cache replacement. 
 
When client gives a request for web, web proxy search 
pWebpage listas a list tree in local cache first. If it find out 
matched URL or IP in pWebpage link, it indicates that page hit 
is found and proxy server extract the data to client. Otherwise, 
it send the request to remote server for the new data. If 
pWebpage can match the request in cache pool, it will search 
pHtmlfile subtree for page's information about page's location 
and date, and then search the pCacheFile tree for page's 
validation. pCacheFile remarks some information about 
whether the page is out-of-dated, and the data that need deleted, 
or build up new link for new page elements. It can detect and 
notification service for web pages automatically. 
 
4.3 Cache Replacement  Algorithms 
The number of references to web objects over a certain time 
period is a critical parameter for the cache content replacement. 
We consider for the simple consistency control and coherence 
policy. 
  It introduces an out-of-date factor, called ofd , to improve 

PHA. ofd  is focus on the conditions: 
(1) LFU(Least Freuency Used) factor Ef. LFU considers that 

used files are removed first.  There is an attribute in 
pCacheFile list, and cache replacement algorithms search this 
tree periodically. It will not consider file size or download 
latency of the file and may keep obsolete files infinitely in the 
cache. 

(2) LRU(Least Recently Used) factor Er. LRU associates 
with each file the time of that file's last be used. When a file be 
replaced, the file chosen is one that has not been used for 
longest period of time. 

(3) Long term static element factor Et. In general, picture 
and sound files' replacement period is longer than text, 
furthermore, picture and sound files size is long than text. We 
can save picture and sound files in cache first. 

(4) Network bandwidth factor Es. On the same condition, it 
should replace resource whose fetch time is short. 

 
We use mixed factors to describe the replacement of cache. We 
give the policy of ratio parameter as 

1 2 3 4Minmaxize d x Ef x Er x Et x Es= × + × + × + × ,  

subject to  
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4.4 Experimental  Results 
Initial experimental to describe the pages hit rate for 
replacement factor x. In experiment, put and get method are 
tested because post method usually to operate database, it 
hasn’t cached in proxy pool. We give four group of value for 
testing about factor in 100M cache size. Result shows that 
group 3 is better than others groups. 
 

Table 1. Initial result for coeff factor 

 
group 
no. 

Ef  
coeff 

1x  

Er  
coeff 

2x  

Et  
coeff 

3x  

Es  
coeff 

4x  

ratio of 
page 

hit,  S
（％）

1 0.25 0.25 0.25 0.25 18.4 
2 0.16 0.34 0.40 0.10 28.2 
3 0.22 0.30 0.36 0.12 34.7 
4 0.22 0.35 0.31 0.12 33.2 

We give a comparison to LRU algorithm [9], which is based on 
the Temporal Locality Rule. In LRU, if the cache disk usage is 
closer to the low watermark(usually 90%) fewer cached Web 
objects are purged from cache, whereas the usage is closer to 
high watermark(about 95%) the cache replacement is more 
severe. We select coeff scheme about xi with group 3 above 
 
The performance metrics evaluation of web cache focus on the 
factors such as cache hit ratio and byte hit ratio, where cache 
hit ratio represents the percentage of all requests being serviced 
by a cache copy of the requested page that replacing the 
original objects, and byte hit ratio represents the percentage of 
all data transferred from cache, i.e. corresponds to ratio of the 
size of objects retrieved from the cache server. The valuation of 
cache hit ratio and byte hit ratio are considered to be the typical 
cache replacement policies. 
 
The byte hit rate of our model and LRU-based algorithm are 
shown in Fig.1. Experimental result show that hit rate in our 
algorithm close to 50% when cache size is 500M bytes, where 
LRU-base model is 46.3%. 

 

 
Fig.1. Byte hit rate by cache size 

 
Fig2 depicts the bytes hit ratio for LRU-base algorithm and 

our algorithm model and with respect to the number of requests. 
Results show that when requester is small, the byte hit rate is 
low. With the increasing of requester, the byte hit rate increases.  

 

 
Fig.2. Byte hit rate by requester 

 
 
5. CONCLUSIONS 
 
We have proposed a multi-list structure Web cache structure 
model that describes Web page linking relationship. 
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Experiments show that our model with mixed replacement 
policies and out-of-date factors can improve the performance 
and pages hit rate, which is preceded to LRU-based model. 
Web caching reduces network load, server load, and the latency 
of responses. By storing objects closer to the clients, web 
caches offer the benefits of reduced bandwidth usage, reduced 
server load, and lower retrieval latencies. To further improve 
client latencies, pre-fetching is often proposed in an attempt to 
retrieve objects in advance of a client request for further 
research. 
 
 
REFERENCES 
 
[1] Gyrgy Frivolt,and Moria Bielikov, Topology Generation for 

Web Communities Modeling .Lecture Notes in Computer 
Science, Volume 3381, 2005,167-177. 

[2] Hou, Y.T, On network bandwidth allocation policies and 
feedback control algorithms for packet networks.Computers 
Network, 2006.32(3), pp.481-502. 

[3] G. I. Papadimitriou , A. I. Vakali , G. Pallis , S. Petridou , A. 
S. Pomportsis, Simulation in Web data management, 
Applied system simulation: methodologies and applications, 
Kluwer Academic Publishers, Norwell, MA, 2006. 

[4] Hao bo Yu,Lee Breslau,Scott Shenker, “An Adaptive Web 
Cache Access Predictor Using Neural Network” .Lecture 
Notes in Computer Science(Volume 2358),2002. 

[5] Xueyan Tang , Samuel T. Chanson, “Adaptive hash routing 
for a cluster of client-side web proxies”, Journal of Parallel 
and Distributed Computing, v.64 n.10,pp.1168-1184, Oct 
2004. 

[6] Dimitrios Katsaros , Yannis Manolopoulos, “Caching in 
Web memory hierarchies”, Proceedings of the 2004 ACM 
symposium on Applied computing, Mar 14-17, 2004, 
Nicosia, Cyprus. 

[7] Bhattacharjee, A. Debnath, B.K. “A new Web cache 
replacement algorithm. Communications”, Computers and 
signal Processing, 2005, pp.420- 423. 

[8] Edmond H. Wu and Michael K. Ng. “A Graph-Based 
Optimization Algorithm for Website Topology Using 
Interesting Association Rules”. PAKDD 2003, LNAI 2637, 
pp.178–190. 

[9] A.I. Vakali. “LRU-based algorithms for Web Cache 
Replacement”, Lecture Lotes in Computer Science (Volume 
1875),pp409-418. 

[10] H.Bekler,I.Melve. Survey of Caching Requirements and 
specification of Prototype. www.ocguide.com/cache 

[11] Jose Borges1 and Mark Levene, “Ranking Pages by 
Topology and Popularity within Web Sites”, World Wide 
Web, Volume 9, Number 3 :2006, pp.301-316. 

 
Mingwu Zhang is currently doctoral student 
at the College of Software Technology in 
South China Agricultural University. His 
research involves both experimental and 
theoretical study of distributed systems, in 
general, and trusted computing and web 
systems, in particular, including distributed 
middleware systems and advanced 

embedded systems. His current research interests include 
performance, scalability, reliability, and security of trusted 
computing, distributed trust management, as well as mobile and 
wireless services. 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 

 
 

Software Architecture and  
Parallel Programming Language



The Extension of Petri Nets for Description of Operational Semantics 

 

404 

The Extension of Petri Nets for Description of Operational Semantics  
of Flowgraph Stream Parallel Programming Language* 

 

V.P. Kutepov1, V.A. Lazutkin2, Liang Liu3 
Chair of Applied mathematics, Moscow Power Engineering Institute (Technical University) 

ul. Krasnokazarmennaya 13, Moscow, 111250 Russia 
Email: 1KutepovVP@mpei.ru, 2Vilazag@yandex.ru, 3LiuLiang_pmo@yahoo.com.cn 

 
 
ABSTRACT  
 

The extension of Petri Nets for the description of operational 
semantics of flowgraph stream parallel programming language 
is described in this paper. This language is directed toward 
large-grained (module) stream programming on cluster 
systems. 
 
Keywords: FSPPL, FGPP, Operational Semantics, Petri Nets, 
Parallel programming 
 
 
1. INTRODUCTION 
 
The purpose of this paper is to construct the formal description 
of operational semantics execution of flowgraph parallel 
program (FGPP) on the basis of Petri Nets extension, which 
possesses the best modeling opportunities for parallel systems. 
The flowgraph stream parallel programming language (FSPPL) 
is a realized part of the development system of the flowgraph 
stream parallel programming for cluster systems under the 
supervision of Dr. Prof. V.P. Kutepov at the chair of applied 
mathematics in the Moscow Power Engineering Institute 
(Technical University) [1]. FSPPL has the following important 
features: the modularity of its programs, the opportunity of the 
simple program structuring, and the multilingual programming, 
applied at the modules subroutines development. 
 
In the first section of this paper the parallel semantics of 
FSPPL and the its programming features are described. In the 
second section the extension of Petri Nets language is brought, 
and with their help the construction of the formal description 
of parallel operational semantics of FSPPL is introduced. 
 
 
2. THE DESCRIPTION OF THE PARALLEL 

OPERATIONAL SEMANTICS OF FSPPL 
 
The first version of the flowgraph language developed in the 
early 1970s as a result of intensive investigations of parallel 
systems was designed as a “soft” development of structural 
(block-diagram) descriptions of serial programs with an 
intended implementation on multicomputer and/or 
multiprocessor systems [1, 3]. Henceforth the language was 
more than once supplemented and extended, and its 
realizations are developed under various multicomputer and 
multiprocessor systems. The description of the current version 
of FSPPL, the tool environment of programming on FSPPL 
and the execution systems of FGPP are given in [3, 4], and 
technological aspects of programming on FSPPL are described 
in [5]. 
 
The FSPPL is directed toward large-grained (module) stream 
programming. Besides the construction of decisions for the 
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computational problems, The FSPPL can also be applied 
efficiently for program modeling of distributed systems, 
queuing systems, and others, with interaction between their 
components being structured and controlled by the dataflows. 
 
The FSPPL allows the following three types of parallelism to 
be represented in programs efficiently and uniquely: 
 
– a parallelism for data-independent fragments; 
– a flow parallelism, conditioned by pipeline data processing; 
– a dataset parallelism (i.e. SIMD parallelism) 

(Single-Instruction, Multiple-Data) implemented in the 
FSPPL through the tagging mechanism, when one and the 
same program or its fragment is applied to different data. 

Other important (from the programming point of view) 
features of the FSPPL include the following: 
– the possibility of a visual graphical and textual 

representation of programs; 
– the possibility of a simple strategy structuring of programs 

and reflecting the decomposition hierarchy, which is based 
on the graph–subgraph relationship;  

– the use of conventional sequential languages in module 
programming. 

 
The parallel execution of the FGPP is represented as a 
sequence of alternating states, each of which is characterized 
by a set of processes induced during the execution of the 
FGPP-module subroutines, which are assigned in the 
interpretation to their conjunctive input groups (CIGs) [3]. 
 
The uniqueness of the relation between input and output 
values in the parallel performance of the FGPP can be 
provided through a tagging mechanism [3]. 
 
The process of the FGPP execution is conducted according to 
following rules: 
 
1. A FGPP module is assumed to be ready for running by 

anyone of its CIGs on the dataset, which is marked by tag T, 
if all its inputs (in the corresponding buffers) have data 
marked by the same tag T. 

2. If module M is ready to execution by CIGsi on the datasets, 
marked by tags T1,…,Tk, k processes, each of which is 
uniquely identified by the own tag Ti, are simultaneously 
started on execution. 

3. The modules with no-input CIGs (which correspond to 
subroutines with an empty set of parameters) are assumed 
to be ready for execution by these CIGs from the time of 
the FGPP execution initialization; however, the processes 
induced by them can be generated only once. Thus it is 
supposed that the subroutines assigned to CIGs with an 
empty set of inputs operate as generators (either generating 
data in them or reading them out from some carrier).  

4. The process of the FGPP execution is taken to be finished, 
when any module is not ready to execution and all the 
processes connected with FGPP execution are completed. 

5. In executing a process, its subroutine can use the 
special-purpose statements WRITE, READ, and CHECK, 
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which provide an interface between modules (i.e., build 
various schemes of data exchange between subroutines of 
different modules through reading or writing data from or 
to the buffers assigned to the module CIG inputs). 

 
a. The WRITE statement conducts write in the giving 

output of the giving conjunctive output groups (COGs), 
with the transferred value marked specified tag, and has 
the format: WRITE (<number of COG>, <output>, 
<tag>, <value>).  

b. The READ statement allows the process to read data 
with the indicated tag from buffers assigned to the CIG 
that initiated the process. The data with the indicated tag 
retrieved from the listed CIG inputs are assigned to 
variables in the variable process - input value. The 
format of READ statement: < input value > = READ 
(<number of CIG>, <input>, <tag>). In the execution of 
the READ statement, if the requested data have not yet 
arrived to the buffer memory, the execution is delayed 
until the data arrive. The arrival time is controlled for 
any recording of data into the buffer memory of the 
corresponding CIG. When the READ statement stops 
executing, the requested data are deleted from the buffer 
and the context of the subroutine that induced the READ 
statement is recovered. 

c. For a more sophisticated operation with data arriving to 
module CIGs (in particular, with the assigned buffers), 
the statement <availability flag> = CHECK (<number of 
CIG>, < input>, <tag>) is provided, which checks the 
availability of data with the indicated tags at the CIG 
inputs, and returns TRUE as result, if such data is 
present at the buffer, and FALSE – otherwise. This 
statement allows the process to make an independent 
decision on its actions depending on the data availability. 

 
Note a number of significant elements of the operational 
semantics of the FSPPL, which are important for its 
implementation in parallel systems [3]: 
 
1. The order of execution of the set of processes existing at 

each step of the FGPP is of no significance; at least, care 
must be taken by a programmer to make sure that the 
order would not affect the correctness of the FGPP 
operation. At the same time, the process scheduling can 
have a significant impact on the reduction of the FGPP 
execution time on a parallel system. 

2. What processes are ready for execution is determined 
according to the FIFO principle: the availability of data 
with the same tag in the CIG buffer memory at all its 
inputs is checked as the data are written into the buffer 
memory. Similarly, when the READ and CHECK 
statements are executed, the required data are sought in 
the data buffer as the data are written into it. When the 
WRITE statement is executed, the data are written into the 
buffer memory as they arrive (in the tail of the data 
queue). 

3. Since one and the same buffer can be operated 
simultaneously by several processes (reading or writing), 
such simultaneous actions must be mutually eliminated in 
the implementation. 

 
 
3. THE EXTENSION OF PETRI NETS AS THE 

FORMAL DESCRIPTION MODEL OF THE 
PARALLEL OPERATIONAL SEMANTICS 
FSPPL 

 

Petri Nets were developed originally by Carl Adam Petri, and 
were the subject of his dissertation in 1962 [7]. Petri Nets are 
the tool of systems research. The theory of Petri Nets makes 
the system simulation possible by its mathematical 
representation in the form of Petri Nets. The simplicity of the 
process modeling of the synchronization, the asynchronous 
events, the parallel operations, data collision and resource 
sharing promoted their further development by means of Petri 
Nets. Petri Nets are mathematical model, which has wide 
application for the behavioral description of parallel devices 
and processes. They are successfully used for the modeling 
and analysis of the parallel systems, the communication 
protocols, the estimation of the execution and the fault-tolerant 
systems. The detailed description of the theory of Petri Nets 
and their application in practice is brought in [7, 8]. Here we 
shall consider two expansions of Petri Nets: the color token 
and the generating transitions.  
 
The color token is enough simple and often necessary 
extended, which was more than once considered with the 
purpose of the modeling by means of Petri Nets of real 
processes and their interactions. The essence of the color token 
is the task of the additional attribute, namely, colors, on which 
it will be possible to distinguish one token from another. With 
reference to FSPPL, the color token patterns the mechanism of 
the data tag. 
 
Generating transitions are necessary for the description of 
such situations at parallel execution of FGPP, when on CIGs 
input the data collection (the actual parameters of the 
subroutine, compared with CIGs) is gathered, marked for one 
or different tags. In this case, according to the rules of FGPP 
execution (see section 1), the simultaneous application of the 
subroutine duplication is probably, which corresponds CIGs to 
the incoming data on its input. 
 
In order to formally assign this process, we shall compare each 
CIGs of each module with special transition, which can 
generate other transitions depending on the data availability of 
its input. In Fig. 1 there are a) ordinary transitions, as they are 
interpreted in the model of Petri Nets, and new generating 
transitions. 
 

... ...

 
           (a)                        (b) 

Fig.1. Examples of (a) ordinary transitions  
And(b) generating transitions 

 
Unlike the ordinary transition, which works sequentially if and 
only if, when in its all input positions there are data (tokens) 
marked by the same tag (color) and only after operation places 
in all output positions of data with the same tag (by one token 
of the same color), the generating transition works by other 
rules. 
 
If in the all input positions of the generating transitions there is 
ki data (ki≥n≥1), the n marks the identical tags Т1,…,Тn (i.e. 
the CIGs of the module FGPP is ready to execution on n 
datasets), the generating transition generates the n ordinary 
transitions, in the each ordinary transition all input positions 
are located the data marked identical tag Ti, and at the same 
time these data are withdrawn from the input positions of the 
generating transition (Fig.2). 
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...

...

...

... ... ...

...

1,2,3 1,2,3,4 1,2,3,6

1 2 k 1 2 k

1 4 6

1 11 2 2 2 3 3 3

Fig.2. The process of the transitions generation 
 
The generated transitions "keep" the output positions of the 
generating transition. 
 
The generated transitions, being independent through data, 
work asynchronously (including simultaneously) as the 
operation of the ordinary transition after its operation, place in 
all output positions of the generating transition by one data 
with the same tag, which has input data. 
 
After the operation, the each generated transition is deleted 
from the nets with the input positions, and their data have been 
placed “developed” in the output positions of the generating 
transition. 
 
It is also assumed that the generating transition 
asynchronously reacts on the data availability, and every time 
transitions are generated, if for that the condition of its 
operation is executed. 
 
Clearly, in the implementation FSPPL the mutual exclusion of 
the data from any positions of the working transition and the 
data placement in this positions by another (possibly, this 
transitions) should be provided. By the way, this requirement 
is specified in the functioning model of Petri Nets, moreover, 
all transitions work sequentially because of the input "oracle" 
operating the transitions, which can work. 
 
In FSPPL during the program execution the definition of the 
executing subroutine readiness for each CIGs of each module 
is implemented decentralized, in consequence of that the 
parallelism, required to the ready simultaneous acquisition for 
the execution of the parallel processes for various CIGs, is 
obtained. 
 
According to any model transition defines an opportunity of 
the operation, this type of parallelism, obliged to simultaneous 
operation of independent transitions under the condition, if 
they do not collide, having the general input positions. More 
precisely, if two transitions have a commonplace, they can 
work simultaneously if there are the necessary data for them 
with different tags. There is an example in Fig.3. 
 

1 21,2

t1 t2  
Fig.3. The simultaneous operation of transitions  

with the general input positions 

The transitions t1 and t2 can work simultaneously, moreover 
the t1 with the input data (1,1), and the transition t2 with the 
input data (2,2). In the classical model of Petri Nets such 
operation is impossible. Either the transition t1 or transition t2 
can work. 
 
However, it is the theoretical possible to describe the situation 
for Flowgraph programs, If to assume, that at the execution of 
some module subroutine in it the WRITE statement appears, 
which simultaneously writes the data 1 and 2 at the input of 
the transitions t1 and t2 (at the input t1-1, and at the input t2-2). 
Modeling this case in details, we shall have a net, which is 
shown in Fig.4. 
 

t2t1

1 1,2 2

1,2 1,2

WRITE

 
Fig.4. The operation of the generating transition WRITE 

 
Three types of parallelism, presenting in the mentioned 
modeling description of the execution process FGPP, now 
have a strict explanation. 
 
The parallelism for data-independent modules (their 
subroutines) or as it is in [2], the spatial parallelism is the 
concurrent execution of the subroutines application processes 
to the incoming data at their inputs. 
 
The SIMD-parallelism, which has place when the same 
subroutine is applied simultaneously to the various data at its 
inputs, is expressed in the model through the functioning of 
the generating transitions. 
 
At last, the multithreaded (owing to the "nonlinearity" of the 
structure FGPP) pipelined parallelism, when the information 
coherent sequences of the modules subroutines implement 
simultaneously various dataflows availability on their inputs. 
The READ statement arriving at inputs of the data subroutines 
(CIGs) in FGPP allows to represent adequately 
flow-dependent computing, and their series computation 
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elements come asynchronously sequentially to the processing 
input of their subroutines FGPP. 
 
The organization of this computing process can be presented 
in the form FGPP, which is represented in the Fig.5. 
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Fig.5. The execution∑
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)( of FGPP 

Here the yi dummy synchronizing parameter for the function f, 
defines an opportunity of data reading (the execution of the 
READ statement) from the input buffers of the computing 
subroutine 

∑
=

n

i
ixf

1

)(
 under the stipulation that the next xi 

arrives. 
 
The index i performs a tag role, and the generator only is in 
the beginning, "starting" the execution subroutine, assigns the 
tag, and x and y equal 1. Then before any execution of the 
READ statement the subroutine should transfer the parameter 
with the tag at the “left” input to per unit more than the 
previous value y. Thus, the sequential processing (data reading 
and the computation of the intermediate sum) is implemented, 
and if to eliminate parameter yi, all incoming on the 
processing of the value xi (with different tags) will lead to that 
the execution subroutine ∑

=

n

i
ixf

1

)( should be applied 

simultaneously to the all arriving xi, i.e. in the model Petri 
Nets should compare the generating transition with it. 
 
In Fig. 6 a Petri Net is shown, modeling the READ statement. 
The generating transition t1 models the execution of the 
module subroutine (compared with its some CIGs) till the 
moment of the READ statement occurs. At the moment of the 
occurrence in the subroutine of the READ statement module, 
the conversion to the buffer of the giving module CIGs occurs, 
and whence it is necessary to consider data. If there are not the 
required data in the buffer, the process is suspended before 
their receiving. Thus, the transition t2 models the data 
receiving from the buffer and their transfer to the basic 
computational process, and the transition t3 is the 
computational process end of the given module subroutine. 
 

t2

t1

t3

1, 2, 3 1, 2, 4

 
Fig.6. The model of the READ statement 
 

It is necessary to note, that in the models of the execution 
FGPP, the data reading and writing from any input (at any 
input) should be executed, as the mutually exclusive 
operations. As the buffer memory is connected with the input, 
the reading and writing have the sequential execution 
possibility of the operations to guarantee this mutual 
exclusion. 
 
Thus the WRITE and READ statements (including the CHECK 
statement) or should be executed as indivisible, or should be 
are stipulated the mechanism based on the semaphore 
technique, having the capability to solve this problem. 
 
 
4. CONCLUSIONS 
 
In this paper the extension of Petri Nets for the formal 
description of operational semantics of FSPPL has been 
described. Note that the description tools for stream 
computations implemented in the FSPPL have already been 
used successfully in the development of software for 
distributed systems: flexible computer-aided manufacturing 
systems [6], control systems for military operations, etc. It 
seems likely that they can be competitive for distributive 
computations represented as object-oriented programs. To do 
this, it will suffice to compare the UML language and FSPPL 
in the context of available tools for the description of parallel 
and distributed data processing. 
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ABSTRACT 
 

At present, how to reuse design resources on software 
architecture layer is a difficult problem for academia and 
industry. This paper presents an architectural meta information 
model to support reuse, and basing on meta information model 
of software architecture, gives the implementing frame and 
view of design tool for reusing architectural design. 
 
Keywords: Architecture Reuse, Meta Information, Tool 
Support 
 
 
1. INTRODUCTION  
 
As all we know, software reuse is an important means for 
improving the efficiency of software development. At present, 
there are three basic abstract layers for reuse methods. One is 
code layer reuse, that is, reusing source code which has 
implemented some function. This kind of reuse is not very 
efficient. Another reuse layer is called component reuse. 
Components encapsulate code module and are placed in a 
component repository for reuse conveniently. The last layer of 
reuse is to reuse software system model, that is, the reusable 
module is the design model of software system. This kind of 
reuse is really a big-granularity reuse, and we call it architecture 
reuse. 
 
At present, reuse based on software architecture model is rarely 
researched in-depth in academia and industry. In fact, 
implementing reuse on such an abstract layer is relatively 
difficult. The main problems lie in two aspects. First, we should 
adopt a universal expression of software architecture model, and 
second, there should have some tools to support reuse of 
software architecture model at design time. In this paper, we will 
present the meta model of software architecture and the 
framework of implementing the reuse of architecture model.  
 
The rest of this paper is organized as follows. First, section 2 
explicitly describes the meta information of software 
architecture, and constructs the meta model. Section 3 gives the 
general framework of implementing model reuse at design time. 
Section 4 is about the related work and discussion. And the last 
part is the conclusion. 
 
 
2. REUSE-ORIENTED META MDEL OF     

ARCHITECTURE 
 
We try to identify reuse-oriented meta information at software 
architecture design time from three aspects. They are static 
structure, dynamic behavior and architectural reconfiguration. 
Static structure refers to the elements in the architecture. In the 
reuse process, these elements and their link information should 
be explicitly expressed. Dynamic behavior refers to the behavior 
of architectural elements and the interactions among them. 
Explicitly describing the behavior can make it clear what and 
how the reused architecture has been implemented. 

Reconfiguration refers to changing the static structure when the 
current architecture can not satisfy new requirements.  
 
For giving a universal meta model of software architecture, we 
assume that architecture is composed of three basic elements: 
components, connectors and composites. Composite is 
composed of component and connector, it can be regarded as a 
component either. 
 
Component is the computation and data storage unit in a 
architecture [1], all ADLs describe it as the first element of 
architecture. For component, we think it includes the following 
meta information: 

Table 1. Structural Meta Information of Component 

 
And the relationships among these meta-information can be 
expressed by UML diagram. 

 
Fig.1. Class diagram of component structural meta-information 

Name Content 
ID  
Name  
Description  

Interface 

Event of interface：Event 
Property of interface：Property 
Constraint of interface：Constraint 
Type of interface：InterfaceType 

Property 

Name of property：Name 
Datatype of property：DataType 
Value of property：Value 
Type of property：PropertyType 

Constraint Property name of constraint：PropertyName
Operator of constraint：Operator 
Property value of constraint：PropertyValue
Type of constraint：ConstraintType 

State Properties in state：Properties 
Type of state：StateType 

Component 
Type 
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And for connector, it has the similar meta information with 
component, so here we don’t list its meta information alone.  
 
And for composite, it describes how the simple component and 
connector link together to a complex computation unit. It 
includes the following meta information: 
 

Table 2. Structural Meta Information of Composite 
Name Content 

ID  
Name  

Description  
Components Component Included components 
Connectors Connector Included connectors 
Composites Composite Included composites 

Link source：SourceInterface 
target：TargetInterface 
link type：LinkType 

 
Interface the same as component 
Property the same as component 

Constraint the same as component 
State the same as component 

CompositeType  
 
And the relationships among these meta-information can be 
expressed by UML diagram 

  
Fig.2. Class diagram of composite structural meta-information 

 
After describing the static structure relationships of architectural 
elements, we need know the interactions of these elements. The 
behavior meta information provides much more semantic details 
for architecture elements. 
 
Here, we adopt a method which is similar with collaboration 
diagram and state diagram in UML to describe dynamic 
behavior of component. We regard the mutual relationship 
between components as collaborations, and collaborations 
implement a certain functional requirement. The following is 
collaboration meta information[7][8]. 

 
 
 
 

Table 3. Collaboration between Components 
Name Content 

ID  
Name  

Description  

Communication

Sender of event in the communication: 
Source 

Receiver of event in communication: 
Target 

Event in the communication: Event 

Sequence 
Communication in the sequence: 

Communication 
Type of sequence : SequenceType 

CollaborationT
ype  

 
The sender and receiver of event in a collaboration 
communication are participants, they include the following meta 
information: 

Table 4. Meta Information of Participant 
Name Content 

ID  
Name  

Description  
Interface The same with interface of component 

Transition 

Prefix condition of state’s transition: 
PreCondition 

Invariant of state’s transition: Invariant 
Suffix condition of state’s transition: 

PostCondition 
Start state of participant: StartState 
End state of participant: Endstate 

Type of state transition: TransitionType 

Participant 
Type 

Entity type in the participant type: 
EntityType 

Interface type in the participant type: 
InterfaceType 

Transition type in the participant type: 
TransitionType 

 
And the following is the class diagram of behavior meta 
information. 

 
Fig.3. Class diagram of behavioral meta information 

 
For supporting a reuse process, meta operations in architectural 
dynamic change are also needed. Dynamism has been discussed 
in many papers[2][3], it is called reconfiguration or 
reconstruction. In fact, we can differentiate dynamism on three 
layers. First layer is called interaction dynamism, that is, 
dynamic communication takes place in a fixed structure. The 
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second layer is called structure dynamism, the common 
operations are to construct or delete instances of components or 
connectors. The third layer is called architecture dynamism, that 
is, it supports the modifications of architecture infrastructure. On 
the first layer, there are the following operations like:  
a) Add or delete communications in collaborations 
b) Add or delete sequences in collaborations 
c) Add or delete communications in sequences 
d) Modify senders or receives or events in a communication 
 
On the structure layer, there are the following operations: 
Instantiate components or connectors 
e) Add or delete components or connectors 
f) Delete links 
g) Replace components or connectors and so on 
 
On the architecture layer, the operations are like: Add, delete, 
modify the interfaces, interface type, events in interfaces, 
events’ directions, types, attributes, constraints, states of 
components or connectors or composites 
 
 
3. SCHEME OF ARCHITETURE REFLECTION 
 
Implementation of reflection is based on meta information, we 
separate software architecture into two parts: meta-level and 
base-level [8]. Meta-level includes meta objects which embody 
meta information, and base-level includes base objects – every 
component. The scheme is as the following figure: 
 

 
Fig.4. Architecture reflection 

 
In this figure, “PMB protocol” is a Protocol for connecting 
Meta-level architecture and Base-level architecture, through the 
PMB, any change of meta object can be reflected to base-level, 
that is, components can be isolated or replaced, meanwhile , any 
change of base-level can also be reified to meta-level. For PMB 
protocol, we can define the following operations on the 
meta-level side: 
1) Initialize(baseLevel): construct meta-level by     

base-level. This operation serves for reification. 
2) getData(): provide information of meta-level. 
3) Add(ElementofMetaLevel): add elements in the  

meta-level. 
4) Remove(ElementofMetaLevel): remove elements in the  

meta-level. 
5) Attach(ElementofMetaLevel, ElementofMetaLevel):  

add a link between two elements in the meta-level. 
6) Disattach(ElementofMetaLevel,ElementofMetaLevel):   

remove a link between two elements in the meta-level. 
7) Notify(): send update notification. 

8) Destroy(): destroy meta-objects. 
 
On the base-level side, we can define update() operation to 
modify components, this operation serves for reflection. 
 
 
4. TOOL IMPLEMENTATION 
 
We are now implementing a design tool for the aim of 
architectural reuse. the requirements of this tool are as follows: 
a) create a new design of architecture 
b) edit a design of architecture 
c) delete a design of architecture 
d) save an architectural design as files 
e) save an architectural design into resource repository for   

reuse 
f) drag an architectural design into current design view from  

repository 
 
The following figure shows the requirements: 

 
Fig.5. Use case diagram of implementation 

 
For use case of editing a design, we can describe its sub use case 
as the following diagram. 

 
Fig.6. Use case diagram of editing a design 

 
The graphic interface design is as the following: 

a) Repository view: reusable resource of architectural 
design 

b) Design view: saving current architectural result 
c) Figure view: editing architecture graphically 
d) Palette view: dragging design elements into current editor 
e) Outline view: showing the breviary graphic of figure 

view 
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f) Attribute view: showing and editing attributes of 
architectural elements  

 

 Repository view 

 Design view 

 Outline view 

 Attribute view 

 Palette 

 Figure editor 

 

 

 

 

 

 

Fig.7. Interface view of implementation 
 
 
5. RELATED WORK AND DISCUSSION 

 
There are some ADLs(architectural definition language) like 
xArch[4], xADL[6], xACME[5]. xArch is a set of XML Schema, 
it defines instances of architecture. And xADL is a development 
based on xArch. It adds some extensions including types, 
configurations and implements etc. xACME adds ACME 
architecture concept such as attributes, constraints and 
architecture cluster etc. All this work defined some elements of 
structural aspect of software architecture, undoubtedly, it is very 
useful for reusing of architecture, but they lack some explicitly 
description of dynamic behavior, in fact, dynamic behavior meta 
information is an important part for achieving architectural 
reuse. 
 
 
6. CONCLUSIONS 
 
This paper presents a meta model of software architecture which 
aims to architectural reusing, it is universal and can be used to 
model software architecture in the architectural design phase. 
And further more, we give the overall framework and implement 
view of our tool which support the design and reuse of software 
architecture. At present, the tool is under developing, after 
finishing development of the tool, we will do some test and 
verification work on it. 
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ABSTRACT 
 

In recent years, QoS-aware applications have become urgently 
demanded especially in service oriented computing environment. 
Specifying software architectures of QoSaware applications is not 
a trivial task because such architectures are complex and dynamic, 
evolving at runtime according to QoS values and changes. To 
specify architectures of QoS-aware applications requires to solve 
two problems i.e. how to specify QoS in the architectures and how 
to specify the dynamism of the architectures. The dynamism of the 
architectures can be modeled with primitive actions of Archware 
π-ADL so our work focuses on QoS specification. In this paper, 
through defining a QoS enhanced architecture style with π-ADL, 
we extend π-ADL with QoS specification to facilitate the 
architecture modeling of QoSaware applications, in which QoS 
specifications are handled as first class entities. Also, the QoS 
based architectural mismatch check is developed to detect some 
QoS violations at the stage of architecture design. 
 
Key words: QoS Specification, QoS-aware, Software Architecture, 
ADL 
 
 
1. INTRODUCTION 
 
QoS (Quality of Service), which is relevant to nonfunctional 
requirement of software, is considerably significant in software 
development. A high quality software should not only fulfil 
assigned functions but also satisfy certain non-functional 
requirements i.e. QoS. 
 
In recent years, QoS-aware applications[10] have become 
urgently demanded especially in SOC (Service Oriented 
Computing) environment. They are dynamically composed of 
QoS-aware components which register their services, engage in 
QoS negotiation and assemble at runtime according to specific 
QoS requirements. And in some cases, they must be adaptable and 
self-configurable to QoS changes. 
 
Specifying architectures of QoS-aware applications is not a trivial 
task because such architectures are complex and dynamic, evolving 
at runtime according to QoS values and changes. Traditionally, 
software architectures are represented with ADLs that provides 
formal specification for software architectures with basic elements: 
components, connectors and architectural configurations. But as for 
QoS aware applications, two key problems should be solved when 
specifying their architectures. 
 
The first one is how to specify QoS in QoS-aware architectures. 
Such QoS specifications should be not only nonfunctional 
constraints of architectures but also what the architectures are ware 
of, since the QoS values are important parameters for QoS 
negotiation and architecture evolution. Besides, QoS specification 
should be able to receive feedback from architectures if 
architecture evolution affects QoS. 
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The other problem is how to specify the dynamism of the ar-
chitecture. To solve this problem requires support for specification 
of composition and decomposition actions at runtime. 
 
The dynamism of the architectures can be modeled with primitive 
actions of Archware π-ADL [12, 5, 13] so our work focuses on 
QoS specification. In this paper, through defining a QoS enhanced 
architecture style with σπ-ADL, which is the outer layer of 
Archware π-ADL, we extend π-ADL with QoS specification to 
facilitate the architecture modeling of QoS-aware applications, in 
which QoS specifications are handled as first class entities. In our 
approach, QoS specifications possess first class citizenship [12] i.e. 
the right to be declared, the right to be assigned, to have equality 
defined over them, and to persist. Also, we develop the QoS based 
architectural mismatch check to detect some QoS inconsistencies 
and violations at the stage of architecture design.The rest of this 
paper is organized as follows. The next section is devoted to related 
works and is followed by the background that introduces π-ADL 
and π-AAL. The fourth section focuses on our approach. Finally, 
we present conclusions and future works. 
 
 
2. RELATED WORKS  
 
2.1 QoS Modeling 
QoS modeling is discussed in many articles [16, 1, 15, 6, 3, 4]. 
Most of these QoS models act as design utilities but are unable to 
be checked automatically. However, in our work, we developed the 
QoS based architectural mismatch check to detect some QoS 
inconsistencies and violations at the stage of architecture design. 
Also, these works integrate QoS models with UML but our work 
focuses on specifying QoS in software architectures by integrating 
the QoS model with ADL. 
 
2.2 ADLs 
Differences of ADLs have been discussed in the literature [11]. 
Most of ADLs are concerned about functional features of 
architectures such as structures and behaviours but ignore QoS 
aspects of architectures. Some, such as METAH, RAPIDE, ACME, 
and Weaves, support specification of non-functional properties but 
the support is rather limited. META-H and RAPIDE only support 
performance related attributes, such as execution processor , clock 
period and timing, while our work supports generic QoS attributes. 
ACME and Weaves allows association of arbitrary annotations 
with components but they are uninterpretable. In contrast, QoS 
specifications in our work are checkable. 
 
Besides, π-ADL [13, 5, 12], an innovative architecture description 
language proposed by Archware European Project, also does not 
take QoS into account. To overcome this shortcoming, Archware 
proposes π-AAL[14, 8] to express constraints in architectures. 
Nevertheless, constraints represented with π-AAL are separate 
from architecture descriptions and are not accessible by 
architecture descriptions. 
 
 
3. BACKGROUND 
 
We choose Archware π-ADL as the basis of our work because of 
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its express power and extensibility. For one thing, Archware 
π-ADL supports not only the static configuration of architectural 
elements but also dynamic composition and decomposition at 
runtime. In this way, it is suitable for the description of QoS-aware 
architecture which is a dynamic architecture. For another, 
Archware π-ADL is defined as a layered language, whose outer 
layer, called σπ-ADL, provides the style constructs, from which the 
base componentconnector style and other derived styles can be 
defined [13]. In Archware approach, when a style is defined, it is 
possible to associate a new syntax; thus the style provides a more 
specialized architecture description language [2]. The layered 
definition of π-ADL also allows to easily extend the type system 
with new base types and new type constructors [13] so that QoS 
concepts can be defined as new types with the base types and 
constructors. 
 
Our work also makes use of π-AAL [14, 8] to implement the QoS 
based architectural mismatch check[7]. π-AAL is an architecture 
analysis language based on the µ-calculus in order to specify and 
support verification of architecture-related semantic properties. In 
π-AAL, an architectural property is specified in terms of logical 
formulas comprising: predicate formulas, action formulas, regular 
formulas, and state formulas.To support π-AAL based verification, 
Archware provides two verification tools, model checking tool and 
theorem proving tool. 
 
 
4. OUR APPROACH 
 
In our work, we extend π-ADL with a QoS specification 
framework and handle QoS values as first class entities in 
architecture descriptions. When modeling software architectures, 
we adopt traditional component-connector view and associate QoS 
specification with architectural elements such as components, 
connectors, and ports. Moreover, the QoS based architectural 
mismatch check is implemented with π-AAL. The rest of this 
section will explain the above points in detail. 
 
4.1 QoS Specification Framework 
Modeling QoS in software architecture is a central concern in this 
paper. For the sake of defining various QoS characteristics, we 
utilize in our work a subset of meta concepts presented in [15, 3, 6, 
1]. The figure 1 shows the relation of these concepts. 
 
QoS Characteristic, the core concept to build QoS specification, is 
a quantifiable aspect of QoS, which is defined independently of the 
means by which it is represented or controlled [9]. QoS categories, 
grouping QoS Characteristics into different subjects, may serve as 
a hierarchical repository, facilitating the QoS Characteristics to be 
reused in different projects. 
 
QoS Dimensions are atomic elements to model QoS. A QoS 
Dimension is determined by its data type, its unit, and the 
ordering. The data types of dimensions are real, enum and set. 
The ordering including values of increasing and decreasing 
indicates which value is considered a better value. Increasing 
means that a greater value of the dimension is superior while 
decreasing means that a lower value is optimal. 
 
Every QoS characteristic is represented by one or more QoS 
Dimensions. A default dimension of every QoS characteristic is 
the dimension named value which stores the composite value of 
other dimensions. A key part of a QoS characteristic is a evaluation 
formula serving for evaluate the value of the whole QoS 
characteristic from its dimensions. Of course, as for the QoS 
characteristic with only default dimension, evaluation formula 
can be omitted. For example, the QoS characteristic availability 

can be simply modeled by a possibility, or by two dimensions, 
MTTR (mean time to repair), MTTF (mean time to failure), and a 
evaluation formula, MTTF/(MTTF+MTTR). 
 

 
Fig. 1 The Relationship of These QoS Concepts 

 
A QoS value is an instance of a QoS characteristic with specific 
values to its dimensions. And a QoS specification, associated with 
a architectural element, is a set of QoS values. A QoS 
specification is of the type, a required QoS, a provided QoS or 
simply a contract. A required QoS specifies the QoS that a 
service requires while a provided QoS specifies the QoS that a 
service provides. These two sorts of QoS specification are always 
used to constrain the QoS of ports. And in other situations, a QoS 
specification is a contract which is the QoS for universal purposes. 
And the type of QoS specification is determined by its attribute 
ContractType. 
 

Syntax of QoS Specification 
Framework  
QoSCharacteristic::= 

id=QoSCharacteristic { 
dimensionsDef * 

} 
evaluationDef 
 evaluationDef::= 
ε 

| where 
{evaluation={ Expression }}  
dimensionsDef::= ε 

| id = 
QoSDimension{dimensionElementsDef} 
dimensionElementsDef::= datatypeDef, orderingDef, 
unitDef 
datatypeDef::= real | enum | set  
orderingDef::=ε| Decreasing | Increasing 
unitDef::=ε| “unit name”, where unit name is the name of the 
unit.  
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QoSCategory::= 
id=QoSCategory{QoSQoSCharacter

istic+}  
QoSSpecificationDef::= {QoSvalueDef*} 
ContractTypeDef  
ContractTypeDef::=ε 

| where 
{ContractType=Required|Provided} 
QoSvalueDef::=QoSCharacteristicRef =value 

| QoSCharacteristicRef 
{dimensionAssign+} 
dimensionAssign::=DimensionId=value 

The following shows how to combine QoS 
specification with architecture description. 

Syntax of Architecture Description Framework 
ArchitectureElement  id  is abstraction(parameters) 

{  
QoS {QoS specification for the component}.  
attributes {free variable declarations}.  
ports {portDeclaration*}  
behaviour { 

behaviour described with π-ADL} 
} 
ArchitectureElement::=component|connector|archite
cture  
portDeclaration::=id is port { 

connectionDeclaration+ 
} where {portQoS}  

connectionDeclaration::=connection id is 
in|out(DataType) 
portQoS::=QoS is QoSSpecificationId 
QoSSpecificationDef, 

 
Where QoSSpecificationId is the hierarchical reference identifier 
of a QoS specification, the declaring QoS specification inherits all 
QoS values from QoSSpecificationId, and QoSSpecificationId can 
be also empty identifier. 
 
Because QoS specification is accessible in our work, it is essential to 
develop a mechanism to refer to the values of QoS concepts. The 
following syntax of references to QoS concepts can be used. 

• id::QoS, where id is identifier of an architectural element, 
refers to a QoS specification associated with an 
architectural element. 

• QoSSpecRef ::CharacteristicId refers to a QoS value of a 
QoS specification, where QoSSpecRef is a reference to a 
QoS specification and CharacteristicId is the QoS 
characteristic name of the QoS value. 

• QoSValueRef ::DimensionId, where QoSValueRef is a 
reference to a QoS value and DimensionId is the name of a 
QoS dimension, refers to a dimension of a QoS value. 

• ref.AttributeName, where ref is a reference identifier of the 
above QoS concepts, refers to an attribute of a QoS concept. 

 
4.2 The QoS Based Architectural Mismatch Check 
Architectural mismatch is defined by Garlan et al in [7] as 
“Architectural mismatch stems from mismatched assumptions a 
reusable part makes about the structure of the system it is to be part 
of.” In the same way, the QoS based architectural mismatch can be 
defined as that components assume that the environment will 
provide them services of certain QoS but the environment won’t. 
 
The QoS based architectural mismatch check in our work is 
made at the port level with the help of the QoS specifications 
associated with ports. It can be implemented with π-AAL. Since 
the implementation in π-AAL is equivalent to first order logic, we 
also present the equivalent representations in first order logic to 

facilitate readers to understand. 
π-AAL : 
forall x,y:Port . connect(x,y) implies (x::QoS.ContractType = 
Provided and y::QoS.ContractType = Required and con-
form(x::QoS, y::QoS)) or (y::QoS.ContractType = Provided and 
x::QoS.ContractType = Required and conform(y::QoS, x::QoS)) 
First order logic : 
∀ x, y:Ports.connect(x, y) →  (x :: QoS.ContractType = P 
rovided ∧ y::QoS.ContractType=Required ∧ conform(x :: 
QoS, y :: QoS)) ∨ (y :: QoS.ContractT ype = P rovided ∧ 
x :: QoS.ContractT ype = Required∧conform(y :: QoS, x :: 
QoS)) 
 
The above formula means that for every two connected ports, if 
one of them provides a service of certain QoS and the other one of 
them requires a service of certain QoS, the provided QoS should be 
better than the required QoS. In this formula, connect is a π-AAL 
predefined predicate to test whether two ports are attached. And 
conform is a predicate with two parameters of the type QoS 
Specification, which returns true if and only if the first QoS 
specification is better than the latter one. The implementation of the 
predicate conform is showed as follows. 
 
conform(x:QoSSpecification, y:QoSSpecification): 
π-AAL : 
forall a,b:QoSValue . (x-> includes a and y-> includes b and 
a.CharacteristicName = b.CharacteristicName) implies 
(a::value.DataType = Set and b::value->subset a::value) or 
(a::value.DataType <> Set and a::value*a::value.ordering >= 
b::value*b::value.ordering) 
First order logic : 
∀ a, b:QoSValues. (a∈x ∧ b∈y ∧ a.CharacteristicName = 
b.CharacteristicName) →  (a :: value.DataType = Set ∧ b :: 
value⊆ a :: value) ∨ (a :: value.DataType ≠ Set ∧ a :: 
value * a :: value.ordering ≥ b :: value * b :: value.ordering) 
 
The above formula means that for every pair of QoS values 
respectively included in the two QoS specifications, which are 
instances of the same QoS characteristic, the QoS value of the 
provided QoS should be better than that of the required QoS. 
 
4.3 The Application of the QoS Based Architectural 

Mismatch Check 
The QoS based architectural mismatch check is demanded in 
many cases. For example, when reusing existing components, to 
ensure whether the existing components are compatible with the 
architecture, architectural mismatch check is needed. Obviously, 
QoS is an significant factor in this check, and the QoS based 
architectural mismatch check facilitates the component reuse. For 
instance, a low availability component mismatches with an 
architecture requiring high availability component and such 
mismatch will be found out through the QoS based architectural 
mismatch check. Further, to reuse this low availability 
component, the high availability architecture with redundant 
services showed in figure 2 can be utilized. In such architecture, 
the connector Redirector selects an available service from re-
dundant services and redirects requests to it. This enables the 
Portal visits the redundant services in a transparent way. 
To specify software architectures for QoS-aware applications, a 
generic style of QoS enhanced componentconnector view 
defined by σπ-ADL is presented in this paper, in which QoS 
values are handled as first class entities. The QoS specifications 
in this style are not only constraints serving for the QoS based 
architectural mismatch check but also accessible by architectures 
as important parameters for QoS negotiation and architecture 
evolution. 
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Here is only a first step. More works will be done to refine the 
QoS model utilized in our work and impose more QoS based 
constraint on architectures. For example, for a domain specific 
software architecture, this QoS model will be refined to be more 
suitable for this domain, and other domain specific QoS based 
constraint will be imposed on the architecture. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. The configuration of the high avail ability Architecture 

with redundant services 
 
 
5. CONCLUSIONS AND FUTURE WORKS 
 
To specify software architectures for QoS-aware applications, a 
generic style of QoS enhanced componentconnector view 
defined by σπ-ADL is presented in this paper, in which QoS 
values are handled as first class entities. The QoS specifications 
in this style are not only constraints serving for the QoS based 
architectural mismatch check but also accessible by architectures 
as important parameters for QoS negotiation and architecture 
evolution. 
 
Here is only a first step. More works will be done to refine the 
QoS model utilized in our work and impose more QoS based 
constraint on architectures. For example, for a domain specific 
software architecture, this QoS model will be refined to be more 
suitable for this domain, and other domain specific QoS based 
constraint will be imposed on the architecture. 
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ABSTRACT  
 

Ideally, components should be black boxes, to enable users to 
reuse them without needing to know the details of their inner 
structure. So, the description of software component should 
provide all the information needed by its users. The current 
description approach of software component apply provider of 
component to descript their component primarily, but it is very 
difficult that user of these component use these description to 
retrieve needed component. This problem will be more and 
more serious along with surroundings of software component 
reuse change from centralized to distributed represented 
Internet. This paper advance an approach of software 
component description based on ontology to solve problem 
that user understand these description and get needed 
component using them exactly in distributed surroundings. 
 
Keywords: Software Component, Component Description, 
Ontology. 
 
 
1. INTRODUCTION 
 
Ideally, components should be black boxes, to enable users to 
reuse them without needing to know the details of their inner 
structure. So, the description of software component should 
provide all the information needed by its users. Moreover, this 
information should be the only information they need[1]. 
The initial description of component is the syntactic 
description about component interface what we will call 
interface specification. Late the semantic description what we 
call behavioral specification is provided in the literature by 
way of extended interface specification[2][3]. The description 
of non-functional properties of software components has 
recently become a subject of interest[4][5], it is still an open 
area of research, and uncertain what impact it will have on the 
future of software component specification. 
 
Now primary approach of component description have 3Cs 
model[6] and REBOOT approach[7]. More all-around 
approach have Standardized Specification of Business 
Component advanced by Component workgroup of Germany 
Information Society[8][9], Jade Bird Component Model 
advanced by Peking university[10], and the approach 
mentioned by Berahne Zewdie[11]. Benneth Christiansson 
studied 20 different approaches towards software component 
specification, shown that the main focus in the software 
engineering community is towards the ‘datalogical’, and claim 
that focus should be towards the ‘infologic’ problem because 1) 
software component development is about assembly not about 
construction. This means that we do not have to focus on how 
the actual development is done; the software component is an 
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existing artifact. 2) Software component development is about 
acquisition, we need to be able to identify which components 
we need when assembling systems[12]. So existing 
approaches just suit that provider of components describe their 
components, but it is very difficult that user of these 
component use these description to retrieve needed component. 
This problem will be more and more serious along with 
surroundings of software component reuse change from 
centralized to distributed represented Internet. 
 
This paper advance an approach of software component 
description based on ontology to solve problem that user 
understand these description and get needed component using 
them exactly in distributed surroundings. 
 
2. SPECIFICATION OF SOFTWARE 

COMPONENT 
 
Aim at need of acquired software component in distributed 
surroundings, a specification of software component should be 
consists of domain problem space, interface specification, 
behavioral specification and non-functional specification. The 
format is as follows: 

Cspec = (DS, Ispec, Bspec, NFspec) 
where DS is domain problem space, is the description of 
knowledge about domain suited by these software components, 
to help user of these software components understand them 
easily and correctly; Ispec is interface specification, is the 
syntactic description about software component interface, is 
used to describe name, type and property about software 
component interface; Bspec is behavioral specification, is the 
semantic description about software component interface, is 
used to describe inner and external behavioral of software 
component; Nfspec is non-functional specification, is used to 
describe the non-functional properties of software component, 
such as quality property. 
 
2.1 Domain problem space 
The domain problem space is background knowledge, set of 
terms and their correlation organized by form of name space 
about special application domain. The domain problem space 
is consisted of general information of domain, type space of 
function, type space of variable, function space and variable 
space. The format is as follows: 

DS = (Ginfo, FTspac, VTspac, Fspac, Vspac) 
The general information of domain is statement about special 
application domain. The aim is to help their user understand 
background of these software components. The format is as 
follows: 

Ginfo = (Dname, Dintro, Drelat, Dtime, Dcreater, …) 
where Dname is name of this domain; Dintro is introduction 
of this domain; Drelat is correlative domain, is set of domain 
name relating with this domain; Dtime is lastly modify time; 
Dcreater is author of this domain problem space. 
 
The type space of function is a gather of all function types and 
their properties organized by form of name space about this 
application domain. Each node in the type space of function 
includes name of function type, correlative properties and 
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gather of underling nodes. The format is as follows: 
FTspec = {(FTname, FTprop, { LFTname}, …)} 

where FTname is name of function type, FTname of the first 
layer node is FTspec; FTprop is property of this function type, 
is explain about it in a general way; {LFTname} is gather of 
underling nodes of this node, the {LFTname} of leaf nodes are 
NULL. 
 
The type space of variable is a gather of all variable types and 
their properties organized by form of name space about this 
application domain. Each node in the type space of variable 
includes name of variable type, correlative properties and 
gather of underling nodes. The format is as follows: 

VTspec = {(VTname, VTprop, { LVTname}, …)} 
where VTname is name of variable type, VTname of the first 
layer node is VTspec; VTprop is property of this variable type, 
is meanings about it in a general way; {LVTname} is gather 
of underling nodes of this node, the {LVTname} of leaf nodes 
are NULL. 
 
The space of function is a gather of all function, their relations 
and properties organized by form of name space about this 
application domain. Each node in the space of function 
includes function name, function type, function value, 
function properties and gather of subfunction. The format is as 
follows: 

Fspec = {(Fname, Ftype, Fval, Fprop, { LFname}, …)} 
where Fname is function name, Fname of the first layer node 
is Fspec; Ftype is function type; Fval is function value, it can 
be NULL; Fprop is function property, is explain about it in a 
general way; {LFname} is gather of sunfunction name in 
down-layer, the {LFname} of leaf nodes are NULL. 
 
The space of variable is a gather of all variable, their relations 
and properties organized by form of name space about this 
application domain. Each node in the space of variable 
includes variable name, variable type, variable value, variable 
properties and members. The format is as follows: 

Vspec = {(Vname, Vtype, Vval, Vprop, { LVname, 
N}, …)} 

 
where Vname is variable name, Fname of the first layer node 
is Vspec; Vtype is variable type; Vval is variable value, it can 
be any form such as finite aggregate, area and constant; Vprop 
is variable property, is explain about it in a general way; 
{LVname, N} is gather of its members, the LVname is 
member name, the N is amount of members, the {LVname, N} 
of leaf nodes are NULL. 
 
2.2 Interface specification 
The software component interface specification can be defined 
specification about its called spot, it is aggregate of 
description about syntactic of software component, is the most 
basic description about software component too. The software 
component interface specification is consist of general 
information of component, function, perform condition and 
position primary. The format is as follows: 

Ispec = (General, Function, Circ, Position) 
The general information of component is universality 
description about software component, is consist of 
component name, its name space, its domain problem space, 
publisher, version and usable information. The format is as 
follows: 

General = (Cneme, Cns, Cds, Publish, Ver, Usable, …) 
where Cneme is name of software component, it must named 
at a name space for ensuring only name; Cns is a name space; 
Cds is a domain problem space. The functions and 

input/output parameter of a software component must be 
described in Cns; Publish is information about provider of this 
software component, such as manufacturer (name, standard 
class, contact address), organizer, and so on; Ver include 
version and data; Usable is usable information of this software 
component, such as quality, used status and error. 
 
The function information describes function type and 
correlative input/output parameter type included by this 
software component, it is core of whole interface specification. 
The function description includes function name, input port, 
output port and function explanation. The format is as follows: 

Function = {(Fname, Input, Output, Fexp, …)} 
where Fname is function name provided by software 
component. It must be node name of function space in domain 
problem space belonged this software component; Input is 
aggregate of input port of this function, each port include port 
name, port type and port explanation. The port name must be 
node name of variable space in domain problem space 
belonged this software component. The port type must be 
consistent with corresponding node of variable space in 
domain problem space belonged this software component, or 
can exchange equally; Output is aggregate of output port of 
this function, each port include port name, port type and port 
explanation. The port name must be node name of variable 
space in domain problem space belonged this software 
component. The port type must be consistent with 
corresponding node of variable space in domain problem 
space belonged this software component, or can exchange 
equally; Fexp is function explanation. 
 
The perform condition is whole description about perform 
condition needed by this software component, such as running 
surroundings (OS, DBMS), program surroundings (program 
language, class libraries, tools), network surroundings (type, 
protocol). 
 
The position is description where this software component and 
correlation matter can be found. It is some pointer or URL 
what pointes position of software component and correlation 
matter generally. 
 
2.3 Behavioral specification 
The behavioral specification is to describe behavioral of 
software component. The behavioral specification of software 
component can be divided into external behavioral 
specification and inner behavioral specification corresponding 
because behavioral of software component can be divided into 
external behavioral and inner behavioral. 
 
The behavioral specification of software component can be 
looked upon extend of interface specification, used to describe 
process semantic of software component. It is described by 
pre/post condition and relation between them and function. 
The pre-condition is necessary condition that the function is 
activated, namely the function can execute when all 
pre-condition satisfy. The post-condition is result that the 
function execute, namely these post-condition are produced 
certainly when the function has been activated. The format of 
behavioral specification is as follows: 

Bspec = {(Fun, Pre, Post)} 
where Fun is function name, this function must be declared by 
interface specification of software component, or must be 
subfunction of function declared by interface specification of 
software component; Pre is a set of pre-condition; Post is a set 
of post-condition. 
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3. DESCRIPTION APPROACH 
 
3.1 Description language and tools 
This paper uses OWL, WSDL and OWL-S to describe domain 
problem space, interface specification and behavioral 
specification. The tools used this paper include Protégé and 
own tools. 
 
The OWL Web Ontology Language is designed for use by 
applications that need to process the content of information 
instead of just presenting information to humans. OWL 
facilitates greater machine interpretability of Web content than 
that supported by XML, RDF, and RDF Schema (RDF-S) by 
providing additional vocabulary along with a formal semantics. 
OWL has three increasingly-expressive sublanguages: OWL 
Lite, OWL DL, and OWL Full[13]. 
 
Web Services Description Language Version 2.0 (WSDL 2.0) 
provides a model and an XML format for describing Web 
services. WSDL 2.0 enables one to separate the description of 
the abstract functionality offered by a service from concrete 
details of a service description such as “how” and “where” 
that functionality is offered[14]. 
 
OWL-S is a OWL-based Web service ontology, which 
supplies Web service providers with a core set of markup 
language constructs for describing the properties and 
capabilities of their Web services in unambiguous, 
computer-intepretable form. OWL-S markup of Web services 
will facilitate the automation of Web service tasks, including 
automated Web service discovery, execution, composition and 
interoperation. The class SERVICE provides an organizational 
point of reference for declaring Web services; one instance of 
SERVICE will exist for each distinct published service. The 
properties presents, describeBy, and supports are properties of 
SERVICE.The classes SERVICEPROFILE, 
SERVICEMODEL, and SERVICEGROUNDING are the 
respective ranges of those properties. Each instance of 
SERVICE will present a descendant class of 
SERVICEPROFILE, be describedBy a descendant class of 
SERVICEMODEL, and support a descendant class of 
SERVICEGROUNDING[15].  
 
Protégé is a free, open-source platform that provides a 
growing user community with a suite of tools to construct 
domain models and knowledge-based applications with 
ontologies. At its core, Protégé implements a rich set of 
knowledge-modeling structures and actions that support the 
creation, visualization, and manipulation of ontologies in 
various representation formats. Protégé can be customized to 
provide domain-friendly support for creating knowledge 
models and entering data. Further, Protégé can be extended by 
way of a plug-in architecture and a Java-based Application 
Programming Interface (API) for building knowledge-based 
tools and applications. 
 
An ontology describes the concepts and relationships that are 
important in a particular domain, providing a vocabulary for 
that domain as well as a computerized specification of the 
meaning of terms used in the vocabulary. Ontologies range 
from taxonomies and classifications, database schemas, to 
fully axiomatized theories. In recent years, ontologies have 
been adopted in many business and scientific communities as 
a way to share, reuse and process domain knowledge. 
Ontologies are now central to many applications such as 
scientific knowledge portals, information management and 
integration systems, electronic commerce, and semantic web 

services[16]. 
 
3.2 Description of domain problem space 
First we define function type class (FTspac), variable type 
class (VTspec), function space class (Fspec) and variable 
space class (Vspec) to express four name spaces of domain 
problem space. Then we use subclass to define element of 
each name space. 
 
Each function is defined a subclass, class name is function 
name, class property is function property, the function is atom 
function if this class is not subclass, otherwise the function is 
complex function, the function value is described by 
ObjectProperty of this subclass, the subfunctions of this 
function are described by subclass relation. The example of 
data adding of Stretch water and Drain water like as follow: 
  <owl:Class rdf:about="#StretchDrain"> 
    <rdfs:comment 
rdf:datatype="http://www.w3.org/2001/XMLSchema#string" 
    >Stretch water and Drain</rdfs:comment> 
    <rdfs:subClassOf rdf:resource="#WR_Forecase"/> 
  </owl:Class> 
  <owl:ObjectProperty rdf:ID="objectProperty_18"> 
    <rdfs:range rdf:resource="#StretchDrain_Data"/> 
    <rdfs:domain> 
      <owl:Class> 
        <owl:unionOf rdf:parseType="Collection"> 
          <owl:Class rdf:about="#Add"/> 
          <owl:Class rdf:about="#StretchDrain"/> 
        </owl:unionOf> 
      </owl:Class> 
    </rdfs:domain> 
  </owl:ObjectProperty> 
Each variable is defined a subclass, class name is variable 
name, class property is variable property, the variable type and 
variable value are described by datatypeproperty of this 
subclass, the members are described by subclass relation. 
For example the variable of gate number is described as 
follow: 
  <owl:Class rdf:ID="chokeno"> 
    <rdfs:subClassOf> 
      <owl:Class rdf:about="#StretchDrain_Data"/> 
    </rdfs:subClassOf> 
    <rdfs:subClassOf> 
      <owl:Restriction> 
        <owl:onProperty> 
          <owl:DatatypeProperty 
rdf:ID="DatatypeProperty_1"/> 
        </owl:onProperty> 
        <owl:maxCardinality 
rdf:datatype="http://www.w3.org/2001/XMLSchema#int" 
        >10</owl:maxCardinality> 
      </owl:Restriction> 
    </rdfs:subClassOf> 
    <rdfs:subClassOf> 
      <owl:Restriction> 
        <owl:minCardinality 
rdf:datatype="http://www.w3.org/2001/XMLSchema#int" 
        >1</owl:minCardinality> 
        <owl:onProperty> 
          <owl:DatatypeProperty 
rdf:about="#DatatypeProperty_1"/> 
        </owl:onProperty> 
      </owl:Restriction> 
    </rdfs:subClassOf> 
  </owl:Class> 
  <owl:DatatypeProperty rdf:about="#DatatypeProperty_1"> 
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    <rdfs:range 
rdf:resource="http://www.w3.org/2001/XMLSchema#string"/
> 
    <rdfs:domain rdf:resource="#chokeno"/> 
  </owl:DatatypeProperty> 
 
3.3 Description of interface 
This paper uses documentation, interface, banding and 
services of WSDL to describe general information of 
component, function, perform condition and position primary 
of interface specification of software component. 
For example, the function of data adding of Stretch water and 
Drain water like as follow: 
<types> 

<xs:schema 
xmlns:xs="http://www.w3.org/2001/XMLSchema" 
targetNamespace="http://wr.example.com/2004/schemas/

resSvc" 
xmlns="http://wr.example.com/2004/schemas/resSvc"> 
<xs:element name="StretchDrain_Data" 

type="tStretchDrain_Data"/> 
<xs:complexType name="tStretchDrain_Data"> 

<xs:sequence> 
<xs:element name="chokeno" type="xs:string"/> 
<xs:element name="logdate" type="xs:date"/> 
<xs:element name="opendoors" type="xs:integer"/> 
<xs:element name="openh" type="xs:double"/> 
<xs:element name="purpose" type="xs:string"/> 
<xs:element name="quantity" type="xs:double"/> 

</xs:sequence> 
</xs:complexType> 
<xs:element name="result" type="xs:boolean"/> 

</xs:schema> 
</types> 
<interface name = " StretchDrain Interface"> 

<operation name="Add" 
pattern="http://www.w3.org/2006/01/wsdl/in-out" 
style="http://www.w3.org/2006/01/wsdl/style/iri"> 
<input messageLabel="In" 

element="ghns:StretchDrain_Data"/> 
<output messageLabel="out" 

element="ghns:result"/> 
</operation> 
<operation name="Delete" 

pattern="http://www.w3.org/2006/01/wsdl/in-out" 
style="http://www.w3.org/2006/01/wsdl/style/iri"> 
<input messageLabel="In" 

element="ghns:StretchDrain_Data"/> 
<output messageLabel="out" 

element="ghns:result"/> 
</operation> 
<operation name="Modify" 

pattern="http://www.w3.org/2006/01/wsdl/in-out" 
style="http://www.w3.org/2006/01/wsdl/style/iri"> 
<input messageLabel="In" 

element="ghns:StretchDrain_Data"/> 
<output messageLabel="out" 

element="ghns:result"/> 
</operation> 

</interface> 
 
3.4 Description of behavioral 
This paper uses precondition and effect of OWL-S to describe 
pre-condition and post-condition of behavioral specification. 
For example, the behavioral description of data adding of 
Stretch water and Drain water like as follow: 
<swrl:AtomList/> 

<process:AtomicProcess rdf:ID="Add"> 
  <process:hasPrecondition> 
    <expr:SWRL-Condition rdf:ID="Condition_1"> 
      <expr:expressionObject> 
        <swrl:AtomList> 
          <rdf:first> 
            <swrl:DatavaluedPropertyAtom> 
              <swrl:argument1 rdf:resource="#chokeno"/> 
              <swrl:argument2 
rdf:datatype="http://www.w3.org/2001/XMLSchema#string" 
              >1</swrl:argument2> 
              <swrl:propertyPredicate 
rdf:resource="http://www.w3.org/2003/11/swrlb#minArgs"/> 
            </swrl:DatavaluedPropertyAtom> 
          </rdf:first> 
          <rdf:rest> 
            <swrl:AtomList> 
              <rdf:rest 
rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#ni
l"/> 
              <rdf:first> 
                <swrl:DatavaluedPropertyAtom> 
                  <swrl:argument2 
rdf:datatype="http://www.w3.org/2001/XMLSchema#string" 
                  >10</swrl:argument2> 
                  <swrl:argument1 
rdf:resource="#chokeno"/> 
                  <swrl:propertyPredicate 
rdf:resource="http://www.w3.org/2003/11/swrlb#maxArgs"/> 
                </swrl:DatavaluedPropertyAtom> 
              </rdf:first> 
            </swrl:AtomList> 
          </rdf:rest> 
        </swrl:AtomList> 
      </expr:expressionObject> 
    </expr:SWRL-Condition> 
  </process:hasPrecondition> 
  <process:hasResult> 
    <process:Result rdf:ID="Result_1"> 
      <process:hasEffect> 
        <expr:SWRL-Condition rdf:ID="Condition_2"> 
          <expr:expressionObject> 
              <swrl:AtomList> 
                <rdf:rest 
rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#ni
l"/> 
                <rdf:first> 
                  <swrl:BuiltinAtom> 
                    <swrl:builtin 
rdf:resource="http://www.w3.org/2003/11/swrlb#equal"/> 
                    <swrl:arguments> 
                      <rdf:List> 
                        <rdf:rest> 
                          <rdf:List> 
                            <rdf:rest 
rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#ni
l"/> 
                            <rdf:first 
rdf:datatype="http://www.w3.org/2001/XMLSchema#string" 
                            >True</rdf:first> 
                          </rdf:List> 
                        </rdf:rest> 
                        <rdf:first> 
                          <swrl:Variable 
rdf:ID="result"/> 
                        </rdf:first> 
                      </rdf:List> 
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                    </swrl:arguments> 
                  </swrl:BuiltinAtom> 
                </rdf:first> 
              </swrl:AtomList> 
           </expr:expressionObject> 
        </expr:SWRL-Condition> 
      </process:hasEffect> 
    </process:Result> 
  </process:hasResult> 
</process:AtomicProcess> 
<swrl:AtomList/> 
 
 
4. RELATED WORK 
 
Claus Pahl[17] use description logics, which underlie 
Semantic Web ontology languages, such as OWL, to develop 
an ontology for matching requested and provided component. 
[18] introduces an ontology that in particular provides a rich 
reasoning framework for behavioural aspects of Web services 
or, indeed, components on the Web. 
 
Antonia Albani and Jan L.G. Dieta[19] introduces a process 
for the identification of business components based on an 
enterprise ontology, being a business domain model satisfying 
well defined quality criteria. 
 
Peng Xin[20] introduces ontology to act as the common base 
of reuse requirements and component representation on the 
basic of the facet-based approach, so that they can match on 
the semantic level. Upper ontology and domain ontology are 
also introduced to support the description of domain-specific 
features. 
 
 
5. CONCLUSIONS 
 
Existing approach of software component description aim at 
centralized component library basically, so they consider 
coincidence problem of description semanteme rarely. This 
problem will be more and more important along with 
surroundings of software component reuse change from 
centralized to distributed represented Internet. This paper 
introduces domain problem space, uses form of name space to 
describe standardization definition of semantic information of 
functions and variables in domain using software components, 
solves the coincidence problem of description semanteme 
surroundings of distributing, establishes base for matching and 
retrieve of software component in distributed surroundings. 
In addition it can be realized completely using description 
framework provided by domain ontology to describe domain 
problem space of software component because the 
technologies, such as domain ontology, grow up. It will be 
more easy that user understand and use software components 
well and truly. 
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ABSTRACT 
 

Resources on the internet are not subject to centralized control 
and grid resources are distributed, their availabilities may be 
very dynamic. Most recently, wide-area networks have 
presented a huge potential for migration. Migration of 
individual components can be an effective strategy for dealing 
with dynamic resource availabilities.However, migration of 
components that are part of a distributed application is 
complicated due to the possible interactions between them. We 
present an approach for migration of distributed components 
via reflection, in the presence of communication between them. 
There are explicitly a meta-level space and a base-level space 
in the reflective architecture.The elements in the meta-level 
monitor the elements in the base-level, and control the base-
level components with some strategies in the reflective 
architecture. This paper focuses on network component 
migration via reflection.It gives the Meta-model of distributed 
network architectures. In addition, it defines the network 
component migration and migration process based on 
reflection. And a scenario example of network component 
migration depicted by these notations is presented to show the 
applicability. Finally it comes the sum-up and some further 
works.  
 
Keywords:  Reflective Architecture, Meta-level, Base-level, 
Network Component Migration 
 
 
1. INTRODUCTION 
 
Network resources are not subject to centralized control and 
grid resources are distributed, their availabilities may be very 
dynamic. Most recently, wide-area networks have presented a 
huge potential for migration. Migration of individual 
components can be an effective strategy for dealing with 
dynamic resource availabilities. However, migration of 
components that are part of a distributed application is 
complicated due to the possible interactions between them. We 
define component migration as the movement of a component 
instance from one host to another in a distributed system. A 
component can be migrated from a host with a relatively high 
load to one under a lower load to improve the application’s 
performance. 
 
The reflective architecture explicitly divides a system into two 
different spaces [1], one is base-level architecture and the other 
is meta-level architecture. The base-level is the traditional 
architecture, which describes how to realize application logic 
and functional requirements of software system as well as the 
distribution plan of responsibilities and tasks. Meta-level 
architecture describes the relevant information of base-level 

architecture, e.g. topology of base-level architecture as well as 
components and connectors included in base-level architecture.   
 
In this paper we are mainly concerned with network 
component migration via reflection.In section 2, we present the 
Reflective Architecture.In section 3, we propose model of 
distributed network architectures. .In section 4, it defines the 
network Component Migration Service and Migration 
Behavior based on reflection. In section 5, a scenario example 
of network component migration depicted by these notations is 
presented to show the applicability. Finally it comes the sum-
up and some further works.  
 
 
2. REFLECTIVE ARCHITECTURE 
 
During the dynamic design of software system, we will use 
meta information in order to manage, control and use a 
software system more simply, flexibly and automatically. Meta 
information is the information about information, which can 
describe structure, semantic, purpose and usage, etc. of 
information. Reflection is a technology closely related to meta 
information. Reflection manages and controls information by 
meta information. Therefore, we add reflection mechanism into 
the architecture to build a reflective architecture. 
 
There are explicitly a meta-level space and a base-level space 
in the reflective architecture. The elements in the meta-level 
space and the base-level space are interrelated and interactive 
during operation in the reflective architecture.  Fig.1 is the 
schematic diagram of reflective architecture.  

 
Fig.1. Diagram of Reflective Architecture 

 
The elements in the meta-level monitor the elements in the 
base-level, and control the base-level components with some 
strategies in the reflective architecture [3]. The system 
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reflection controller controls composition, configuration and 
interaction of the whole system in the reflective architecture. In 
the meanwhile, it can be called by the external and makes these 
changes effective during operation. It consists of the following 
parts: 
(1) The list of base-level and meta-level elements and 

corresponding relations. 
(2) Topology of base-level components and connectors. 
(3) Reflection and reify strategies of meta-level and base-

level. 
 
 
3. MODEL OF DISTRIBUTED NETWORK 

ARCHITECTURES  
 
In section 2, we present the Reflective Architecture. In this part, 
a distributed system may consist of heterogeneous machines 
connected with heterogeneous networks, and the networks may 
be shared. In many distributed systems only data maybe 
transferred between the nodes. Other systems allow the site of 
execution of a process to be changed by transferring the 
relevant information from one host to another. 
 
A node is an object defined in ProActive whose aim is to host 
several active objects. It provides an abstraction for the 
physical location of a set of active objects. An active object 
can be bound to a node either at creation time or as the result 
of a migration.[12] 
An example of a distributed architecture is depicted in Fig.2-
(a)(b) which shows networks in a hierarchical structure (each 
network can have many subnets and only one supernet), nodes 
belonging to networks, and objects distributed on nodes.  

 

 
Fig.2.(a) An example distributed network architecture. 

 

 
Fig.2.(b) An example Network Deployment Diagram . 

 
 
 
4. NETWORK COMPONENT  MIGRATION 

A network component can be migrated from a host with a 
relatively high load to one under a lower load to improve the 
application’s performance.In this way, we can improve the 
overall system performance. 
 
We define component migration as the movement of a 
component instance from one host to another in a distributed 
system. A component can be migrated from a host with a 
relatively high load to one under a lower load to improve the 
application’s performance.In this way, we can improve the 
overall system performance. 
 
A component can be migrated to another host to ensure that the 
component survives the shutdown or removal of its current 
host from the application. Each migration task is concerned 
with two objects: the source object and the target object. The 
migration step is specified by giving the modifications that 
have to be performed in order to turn the source object into the 
target object. 
 
Definition1 (NetworkComponent Migration Process): A 
system, Sys, has Migration Process with respect to 
MigrationProcess : Act x Nodeo x Noded→  Acts, and remote 
creation request function, RemoteRequest: (act, nodeo,noded)
→Message, is called migration processes. 
 
A migration request is given by a pair (act, nodeo,noded) 
where act∈Acts  identifies the actor to be migrated, and nodeo 
is the original noded  is the destination node. This is interpreted 
as a request to move the computation carried out by act to node. 
By suspending computation of the actor to be migrated, and 
noting its current description to determine the computation to 
be migrated. Then, arrange for any messages that arrive for the 
migrated actor after its suspension to be rerouted to the actor 
created to carry on its computation[5][10]. 
 
 Process migration is the act of transferring a process between 
two machines (the source and the destination node) during its 
execution. Some architectures also define a host or home node, 
which is the node where the process logically runs. The source 
object and the target object are represented by the design 
documents that must be produced during the design process. 
The design documents are organized as a hierarchical, 
modrdarly structured description of the object in terms of a 
multi level hierarchy of components and relationships between 
them. A component may be a primitive or it may be a 
modular,hierarchical design document[13]. 
 
Migrating one component may have an adverse effect on other 
components that are communicating with it. Hence, the said 
policies would have been evaluated for the whole application, 
and not just for individual components. The framework has to 
ensure that the components are scheduled such that all the 
policies are satisfied simultaneously.  
 
 
5. A SCENARIO EXAMPLEOF NETWORK 

COMPONENT MIGRATION 
 
In previous parts, we present the Reflective Architecture and 
Meta-model of distributed network architectures. And in 
section 4, it defines the network Component Migration Service 
and Migration Behavior based on reflection. In this part, a 
scenario example of network component migration depicted by 
those notations is presented to show the applicability. 
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 In order to migrate an individual component to another 
resource, all communication with that component is halted, the 
component is migrated, the migrated component is 
rediscovered by the other components, and all communication 
to the component is resumed [11]. The migration process is 
divided in some stages, each one having a finite set of steps, 
representing a total amount of 12 steps (Fig.3). 
 
Migration processes are migrated by the system, either 
semiautomatically or automatically, from overloaded 
processors to idle or underloaded processors to achieve 
equitable distribution of workload, possibly leading to faster 
completion of the task. 
 

 
Fig.3. An example of network component migration process 

 
An end-user initiates migration of a component by invoking 
the migrate Component method on the Application 
Coordinator.Using the references for all the components that 
are part of the distributed application .The Global 
NetworkComponent Coordinator sends a request message to 
the required  NetworkComponentInterface. The process state is 
typically retained on the source node until the end of migration. 
State is transferred and imported into a new instance on the 
remote network node. Once all of the state has been transferred 
from the original instance, it may be deleted on the source 
node.  A migration request is issued to a remote node. A 
process is detached from its source node.Communication is  
redirected by queuing up arriving messages directed to the 
migrated process.After receiving migrationYES messages,the 
Global NetworkComponent Coordinator is to migrate the 
SingleNetworkComponent. Dynamic migration involves 
briefly locking the progress of the unit of migration, moving 
the migration unit to a destination system, implementing one of 
several mechanisms for rebinding references, and finally 

resuming execution. On receipt of the lock component request, 
the NetworkComponentInterface waits till all remote 
invocations are complete [6].   
 
Accessing more processing power is a goal of migration when 
it is used for load distribution.Exploitation of resource locality 
is a goal of migration in cases when it ismore efficient to 
access resources locally than remotely. The 
NetworkComponentInterface sends the interfaceID to the 
Global NetworkComponent Coordinator as part of the 
component situation message. Moving a process to another end 
of a resource sharing is enabled by migration to a specific node 
with a special hardware device, large amounts of free memory, 
or some other unique resource. The 
NetworkComponentInterface get the state of the component 
from the right Individual Storage service support, and sends a 
yes message to the Global NetworkComponent Coordinator.  
 
 
6. CONCLUSIONS AND FUTURE WORK 
 
This paper focuses on network component migration via 
reflection. It gives the Meta-model of distributed network 
architectures. In addition, it defines the network Component 
migration service and migration process based on reflection. 
And a scenario example of network component migration 
depicted by these notations is presented to show the 
applicability. 
 
Through the study and use of component migration in real 
applications we plan to determine which of these policy 
decisions are best automated and which are better left under 
user control. One of our long term goals is to move to a 
reflective architecture that provides an unbounded number of 
meta-levels with a single basic mechanism. The challenge here 
is to develop easy to use principles for harnessing the power of 
reflection and avoiding the potential chaos that is possible with 
its unrestricted use. 
 
Most recently, wide-area networks have presented a huge 
potential for migration. The literature on process migration is 
extensive. However, these research efforts are primarily driven 
by the need to balance load on parallel processor networks. 
Process migration will continue to attract research 
independently of its success. In market deployment. The most 
promising new opportunity is the use of mobile agents in the 
Web. Mobile agents bear a lot of similarity and deploy similar 
techniques as process migration. The lower cost/benefit ratio 
associated with introducing migration to component based 
systems may mean that component relocation is the problem 
that process migration techniques have been looking for. 
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ABSTRACT  
 

The application system of computer for a specific domain has 
become an important part of business systems in such domain. 
However, it is now quite difficult to directly apply the results 
from the research on software component to a specific domain 
due to inadequate research aims at characteristics of 
application. Based on a comprehensive survey of the concept 
component, domain component, application framework, the 
behavior of the component, the flexibility and the flexible 
composition of the component, this paper elucidates the 
principle of flexible composition for domain component. 
 
Keywords: Software Engineering, Principle of Flexible 
Composition, Analysis, Domain 
 
 
1. INTRODUCTION 
 
The development and application of computer system for a 
specific domain requires the software development can not 
only satisfy the requirements of standardization design and 
large-scale production but also provide integrated services and 
can be configured on needs. Therefore a research on software 
component technology should be conducted to improve the 
capability of application system as well as reduce 
development risk and cost for maintenance. 
 
Software component technology has been researched and 
developed since McIlroy [1] put forward the concepts of 
component and component factory in 1968. Generally 
speaking, software component is a unit of software, which is 
developed independently with specific functions and is used to 
assemble an application system together with other 
components and supporting environment. A software 
component has three key characteristics: encapsulation, reuse 
and composition. Encapsulation means a component is a 
prefabricated knowledge services. Reuse means software can 
be used repeatedly due to component. Composition means a 
component is not a complete application program. 
 
Component composition is the core of component-based 
software development. At present, depending on how much is 
known about the internal details of components, there are 
three methods of component composition: Black-box, 
White-box and Grey-box. Grey-box method is now the focus 
and a lot of relevant foundation researches have been 
completed. For example, Guijun Wang presented component 
composition framework for OO distributed systems [2]. Fabio 
Kon proposed component configuration framework [3]. A. P. 
Barros discussed the framework of workflow for B2B 
component assembly [4]. John Penix presented a framework 
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for component automatic configuration and integration [5]. 
Bridget Spitznagel presented the connector model and a 
compound approach for constructing connectors [6]. Zhong 
Wang proposed an object-oriented architecture based on 
multi-agent adapter [7]. Uwe Abmann also presented a 
composition approach based on meta-programming grey-box 
connectors [8]. All of these examples use grey-box 
composition method. 
 
Although significant development has been achieved, it is 
quite difficult to directly apply these results to specific 
domains due to inadequate research on the characteristics of 
application in the specific domain. 
 
Components at different levels all require flexibility for 
composition. Comparing with the components at other levels, 
the code component is the most difficult component for 
flexible composition. This paper puts focus on the flexible 
composition of code component, therefore all of the word 
“component” in this paper refer to code component unless it is 
noted specifically. 
 
Some key issues about the application of component 
technology in specific domain are discussed in section 2. 
Section 3 puts forward some concepts including concept 
component, domain component and so on. Section 4 presents 
the technical principle of flexible component composition. 
Conclusions are drawn in section 5. 
 
 
2. DOMAIN CHARACTERISTICS AND 

COMPONENTS COMPOSITION 
 
Domain refers to scope, departments or industries conducting 
specific activities, e.g. the domain of water resources. Specific 
domain is the concept of a single domain. In another word, 
specific domain limits the scope of computer applications. As 
a component is a logic segment of business application in the 
specific domain, a difficulty of component design is how to 
define this logic segment. The diversity and complexity of 
business logic as well as various structure of application 
system’s platform make it is difficult to implement the 
application of whole business by composing a set of 
non-configurable components, which can even not adapt to a 
minor change on the business logic. Therefore, components 
for a specific domain should be flexible for composition and 
can adapt to business changes within a certain extent. 
 
Among various application systems for a specific domain, 
there are always a large number of modules with same 
function. With the popular application of computer in domains, 
many issues about software development and maintenance 
emerged. Users often complain that the software is too 
expensive and updating is too fast. Moreover, it is hard to 
modify the software when business logic changed. Therefore 
one of the effective ways to resolve the issues existing in the 
software is to improve the flexible reuse level of components 
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by widely applying flexible component technology especially 
in the development and maintenance of application system for 
specific domain. 
 
The current research on component technology shows that 
there are great difficulties in widely applying component 
technology in specific domain mainly because the theoretical 
system of component technology needs to be further improved 
while researchers still focus on resolving the basic problems of 
component technology. 
 
However when component technology is connected with 
specific domain, many basic problems can be simplified. For 
example, the rational granularity of component has close 
relationship with business logic of domain. Likewise, 
discussion on the flexible composition of components in 
general cases will make the problems more complicated. 
 
The application basis of component technology in specific 
domain is to establish supporting system for component 
technology at each link of software development and 
maintenance. Component composition technique involves in 
all aspects of component technology. As a result, component 
composition, the flexible composition in particularly, has 
become the key factor to ensure the success application of 
component technology in specific domain.  
 
The Grey-box method is used for flexible composition of 
component. No matter the method is based on framework, 
connector or glue codes, the core of composition methods is to 
solve the configuration of interface. It can even realize the 
connection of interfaces by adding codes during component 
composition. Because most of these researches are conducted 
without clear application background, it is difficult and 
complicated to apply these methods in specific domain.  
(i)  For application in the specific domain, many basic 

characteristics of component can be objectified, such as 
the encapsulation and relative integrality of components, 
so that the complexity of interfaces can be reduced to 
simplify the composition of components. 

(ii)  Although components, objects, modules and functions 
share many common characteristics, some differences 
also exist among them. The uppermost difference is that 
component is designed and developed for the purpose of 
composition. However, current researches don’t 
highlight this characteristic of component and have 
various understanding on the composition, which is 
adverse to the development of application in domains. 

(iii) For application in specific domain, standardization and 
specification could solve the problems of matching and 
description for part of factors related to component 
composition. 

 
The flexible composition of component in specific domains is 
constrained by the business features of domain. 
 
 
3. BASIC CONCEPTS 
 
Definitions are given to some basic concepts in order to 
explain flexible composition of components in domain and its 
technical principal. 
 
3.1 Concept Component 
Software is composed of programs and documents concerned 
in the computer system. A program is the description of 
processed objects and processing rules of computer. A 

document is the necessary explanation of program [9]. As part 
of software, component is composed of programs and 
documents concerned, which is part of processed objects and 
processing rules. 
 
The concept of component is relative to the unit of software 
containing components, which has to follow some 
stipulations: 
 
(i)  A component is composed of binary source codes 

package and relevant documents;  
(ii)  In order to clarify the concepts of software and program, 

it stipulates that the components forming software should 
include documents while the components forming 
program shouldn’t include document. Furthermore, the 
composition of software should include integration of 
documents while the composition of program shouldn’t 
include integration of documents;  

(iii) A program should include at least one framework 
component and one non-framework component in order 
to avoid nested definition on component and main body;  

(iv)  There are many types of composition for components, 
but no one could directly modify the source codes of 
component. Moreover the same component can be used 
by many times as required during the composition of one 
program;  

(v)  The process of computing business objects in accordance 
with corresponding rules is called business logic. 
Business logic can be separated into several relatively 
independent sub-logics. In this way, program can be 
regarded as implementation of business logic and 
component can be regarded as implementation of the 
sub-logics. 

 
Definition 3.1 (concept Component, cC ) Concept component 
is a unit of program composed of many computer instructions 
to implement the specified sub-business logic. 
 
Definition 3.2 (Component Set, CS) Component set is a 
numerable collection of components. Concept component set 
(cCS) is also a numerable set, which is: 
 

,cCS N N and= < ∞ (( ) ( )) , , { | 0 }i ji j cC cC i j n n N≠ ↔ ∉ ∈ < ≤ . 
 

Definition 3.3 (granularity of component) Granularity of 
component refers to the length of sub-business logics realized 
by components, in another word, it is the number of 
instructions contained in component. Appropriate granularity 
of component depends on the application characteristics of 
domain.  
 
Definition 3.4 (Environment of Component) Environment of 
component refers to the collection of all factors supporting and 
restricting the operation of components. 
 
Definition 3.5 (Composition of Component) Composition of 
component refers to the operation of integrating components 
into the environment of component. 
 
Integrating components into the environment of component 
means to compose a program with many components. Once 
the component is composed, it becomes a part of the 
environment of components. Before the component is 
composed, it is interrelate to and different with the 
environment of component. The component takes the 
environment of component as external environment for its 
existence and evolution. 
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Definition 3.6 (Behavior of Component) Behavior of 
component refers to the process of changing the states of the 
environment of component due to the implementation of 
components. The result of changing on the environment of 
component is called the results of component behavior. 
 
If installing a program on a computer, the result obtained after 
running it doesn’t come from the program, but from the 
computer system. That is to say, installing program is to 
integrate the program into the computer system and the 
program adds additional function to the computer system. The 
composition of component is essentially the same.  
 
Definition 3.7 (Self-contained concept component set) It is 
assumed that C  is an operator for component composition, 
Select is a selector of component, Proc can be any program 
and cCS is a concept component set according to definition 
3.2.  
 
If  

1
( ( )) , ( ) ( 1 ) (1 ) (3.1)

m

j j
i

Proc Select cC cC cCS j N mC
=

∈ ∧ = − ∧ < <∞≡

  
Then cCS is self-contained concept component set. 
 
In general, concept component not only has limited behaviors 
and appropriate granularity, but also can implement specified 
sub-business logic through composition. 
 
3.2 Domain Component 
Domain component (dC) can be regarded as concept 
component limited by the application characteristics of a 
domain. Comparing with concept component, there are more 
restrictions on domain component. According to the 
characteristics of application in domain, domain component 
could be classified into two categories, one is general 
component (e.g. mathematic function, GUI, GIS, etc.) and the 
other is special component (e.g. computation of average 
precipitation, runoff generation and conflux computation, etc.), 
which is 
 

dC∷﹦general-component︱special-componen 
 

Special component is either a framework component 
(application framework of domain) representing the 
relationship between sub-business logics or non-framework 
component representing the sub-business logics, which is 
 

special-component∷﹦component︱framework 
 

The major difference between application framework and 
special component is that special component represents 
sub-business logic while the application framework represents 
the relationship between sub-business logics or relationship 
between components. The framework that represents a 
business applying all the relationship between sub-business 
logics is called main framework. Domain components can 
include general components. 
 
Definition 3.8 (Self-contained domain component set) It is 
assumed that DA (Domain Application) is a program in 
domain D, dCS(domain component set) is a numerable set, 

, 0dCS N N= < < ∞ , domain component dC dCS∈ , C is an 
operator for component composition, and Select is a selector 
of component.  
If 

1
( ( )) , ( 1 ) ( 0) (3.2)j

m

i
DA Select dC j N mC

=
= − ∧ >≡

 

 
Then dCS is the self-contained domain component set of D. 
Comparing formula (3.1) and (3.2), it shows that the 
difference between domain component set and concept 
component set are: 
(i)   Domain component set doesn’t requires no relationship 

between each element, that is to say, pre-composed 
component with large granularity (composite component) 
is allowable in the domain component set; 

(ii)  Domain application program (DA) can be comprised 
with only one component;  

(iii) Self-contained domain component set is a subset of 
self-contained concept component set’s power set, which 
is ( )dCS P cCS⊆ . 

 
Definition 3.9 (flexibility of component) Flexibility of 
component refers to the consistent results of component’s 
behavior in various environment of component. 
 
Flexibility can reflect the adaptability of component to 
different component environment. If a component can be 
integrated into different environment of component and obtain 
consistent result of behavior, this component has better 
flexibility. The composition of flexible component is called 
flexible composition. 
 
 
4. MECHANISMS OF FLEXIBLE 

COMPOSITION 
 
The mechanism of flexible composition of domain 
components is a combination of basic concepts, methods and 
relationship between interrelated factors of flexible 
composition of domain components, including flexibility of 
component, flexibility control and correlation between 
component and the environment of component. 
 
4.1 The Basis of Flexible Composition of Domain 

Component 
To suppose the domain program Proc is a finite-state automata 
 

Ms =<Qc, Σ, Γ, δs, λs> 
among which Qs is a finite state set,  

Σ is a finite input set,  
Γ is a finite output set, 

 δs: Qs×Σ→Qs  is a function for state transformation and 
 λs: Qs×Σ→Γ  is an output function.  

If there is another finite-state automata: 
Mc =<Qc, Σ, Γ, δc, λc>, 

among which Qc is a finite state set,  
the definitions of Σ and Γ are the same with those in the Ms, 
   δc: Qc×Σ→Qc  is a function for state transformation, and  

λc: Qc×Σ→Γ  is an output function.  
and 

; ( ); ( )Qc Qs c s Qc c s Qcδ δ λ λ⊆ = ↑ × Σ = ↑ × Σ   
(↑ refers to constraint),  

then Mc≤Ms, which means Mc represents the component of 
program Proc. Namely the component can be composed to 
Proc. Obviously, Mc is equivalent to Ms if Qc = Qs. 
The analysis shows that 
(i) The component of program can be described with the 

sub-automata of finite-state automata; 
(ii)  The granularity of component is equal to |{δc}|+|{λc}|. 
(iii)  If Qc = Qs, then the component is program itself. 
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(iv)  {δc} {λc} is the behavior of component.∪  
(v)  Supposing Q Qc is the initial state of Mc and F∈ ⊆ Qc is 

the final state set of Mc, then {Q} F represents the ∪
state interfaces of component and F is the result of 
component’s behavior. Furthermore, the recognizable 
language set of Mc defines the data interfaces DI, which 
is {DI} ⊆ Σ*. 

(vi)  Change of any factors including Σ, Γ, δc, λc, Q and F 
will result in changes on component’s behavior. If the 
behavior of a component is adjustable, the data 
interfaces or state interfaces of component must be 
configurable unless the source code is changed. 

 
In Mc, Q Qs F∈ ∧ ⊆ Qs. If Proc is composed with several 
components, there must be several Qs, Fs and DIs. The 
precondition of composition is to define the relationship of Q 
and F with DI. 
 
Definition 4.1 (Domain Application Framework, DAF) 
Domain application framework refers to the relationship 
between each component that composing the application of 
domain. 
 
Supposing that {Q, F} is the initial state set and final state set 
of all Mcs that compose Proc. {DI} is the corresponding data 
interface set, then DAF is the relationship of 
{Q,F}×{Q,F}×{DI}. The form of DAF depends on the 
requirements of business logic and reflects process control of 
component’s operation. 
 
4.2 Flexible Composition and the Environment of 

Component 
Definition 4.2 (Flexible Composition) Supposing that DA is 
any application in specific domain D; domain component set 
dCS is a numerable set ( , 0dCS N N= < < ∞ ); domain 
components dC dCS∈  and can be used to flexible 
composition; C  is an operator for component composition; 
Select is a component selector; and F_config is an operator for 
flexible configuration of component, then the flexible 
composition of component can be expressed as:  
 

{ }1
1

( _ ( ( ))) , ( 1 ) ( 1) ( ) (4.1)
m

j
i

DA F config Select dC j N m dC DAFC
=

= − ∧ > ∧ ∈≡
 

In special domain, due to application framework and flexible 
composition of dC, dCS may not be a self-contained domain 
component set in domain D and not all of dCs possess the 
characteristics of flexible composition. 
 
Since components implement sub-business logic and 
framework implements the relationship between sub-business 
logics, following rules should be followed for flexible 
composition of domain components: 
 
(i) Components can only be composed with framework.; 
(ii) Framework can include frameworks; 
(iii)  The framework that can represent all the relationships 

between the components within whole business logic is 
called main framework, the main framework has 
relativity; 

(iv)  The flexible composition of component can be supported 
by framework and non-framework component that can 
be composed flexibly. However, not all frameworks and 
components need flexible composition. 

(v)  Once the composition is completed, it can not follow the 
mechanism of flexible composition to directly adjust the 
behavior of components. 

A business application should contain at least one framework 
(main framework) that can represent all the relationship 
between sub-business logics. The main framework implements 
the business logics by connecting various components and 
frameworks. In regard to the composition of components, 
main framework can also represent operation environment of 
components. As an entity that is composed firstly, main 
framework can integrate other components, that is to say, main 
framework plays the role of “container”. 
 
According to definition 3.4, the environment of component is 
consisted of the operation environment of components and 
business logics that the component is adapted to. Operation 
environment of components is the operation platform of 
components, including required hardware, operating system, 
network platform, host language, application schema and type 
of database. The business logics that component is adapted to, 
is a description of the condition for component implementing 
behavior. The environment of component is the basic support 
and constraint for the implementation and evolvement of 
component behavior, which can be changed with the 
composition of component. Once component is integrated into 
component environment, it will immediately become a part of 
the environment of component and influence following 
composition. The environment of component is a combination 
of all the above-mentioned factors. 
 
4.3 Classification of Flexibility of Component 
In order to realize flexible composition, the components 
should be adapted to each elements of the environment of 
components, in another words, it has to ensure that component 
can match with corresponding element value of the 
environment of component by means of configuration. 
Hardware and operating system are the foundation of 
operating domain applications. The capability of component in 
adapting to different hardware and operating systems is called 
flexibility on basic platform. 
 
The flexibility of component reflected on network 
environment mainly refers to its adaptability to different 
network protocols, interoperation protocols, bandwidth and 
security control, which is call flexibility on network. 
 
The adaptability of component to the operation environment 
of different host languages is called flexibility on language 
runtime.  
 
Different application schema will have different requirements 
for components. If component can work under different 
application schema, it is called flexibility on application 
schema. 
 
If component can identify data from different types of 
database and operate correctly, it is called flexibility on 
database. Obviously, the component that doesn’t operate 
database doesn’t require this kind of flexibility. 
 
If component is capable of adapting to changes of business 
logics, in another words, the behavior of component can be 
changed through external configuration, the component has 
flexibility on behavior, which means the functions of 
component is configurable. This is adaptive to the requirement 
of application. 
 
Within a practical application system of domain, the 
environment of components mainly includes two parts: one is 
the operation environment and requirements of business logic. 
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The requirement on the flexibility by the former part is a 
problem so called “cross-platform”, which is based on 
technologies including software transplant, virtual machines 
and distributed object interoperation technology. While the 
requirement on flexibility by the latter part is to adapt to the 
difference of business logic, which is a problem so called 
“cross-application” and requires to resolve static configuration 
and dynamic adjustment of component’s behavior. Therefore, 
the flexibility of component on operation supporting 
environment is called flexibility on platform, while the 
flexibility of business logics is called flexibility on behavior. 
If a component has any kind of flexibility, the flexibility 
should not only be realized during programming but also be 
described correctly so that flexible composition of such 
component can be implemented. Formalized description is the 
appropriate method to ensure correct description. For more 
convenient applying in domain, it can establish relevant 
technical standards in domain to simplify description and 
computing methods of flexible composition. 
 
Hereby, the core of flexible composition of domain 
components is how to match the elements of environment to 
which the components can adapt with the corresponding 
elements of environment which the components are integrated 
into. 
 
 
5. CONCLUSIONS 
 
This paper conducts a fundamental research on flexible 
composition of domain components, aiming at providing basic 
technical system for applying component technology in 
specific domain. 
 
Based on previous researches on composition of components, 
this paper discussed the application of component technology 
in specific domain. Through explaining concept component 
and composition of components as well as defining some basic 
concepts including domain component, framework, behavior, 
granularity, self-contain component set, environment of 
component and classification of flexibility, following 
conclusions can be drawn: 
(i) Composition of domain components is to integrate 

components into the environment of component; 
(ii)  Behavior of component is a process of changing the 

state of the environment of component due to the 
implementation of component. 

(iii) Flexible composition is based on the component’s 
capability of flexible composition. 

(iv) The flexibility of component means data and control 
interface of component are configurable. 

(v) The flexibility of component can be classified into two 
categories, flexibility on platform and flexibility on 
behavior. The former refers to “cross-platform” problem 
existing in domain application while the latter refers to 
“cross-application” problem. 

(vi)   In specific domain, it can reduce the difficulty of 
flexible composition of components by standardizing 
the description for elements of component’s 
environment. 

(vii) Domain application framework is an important factor 
for implementing flexible composition of domain 
components. 

(viii) The three basic characteristics of component – 
encapsulation, reusability and composition, are 
important theoretic support for research on flexible 
composition of domain component. 
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ABSTRACT  
 

To support multimedia applications in mobile environments, it 
will be necessary for applications to be aware of the underlying 
network conditions and also to be able to adapt their behaviour 
and that of the underlying platform. This paper focuses on the 
role of middleware in supporting such adaptation. In particular, 
we investigate the role of open implementation and reflection 
in the design of middleware platforms such as CORBA. The 
paper initially extends CORBA with the concept of explicit 
binding, where path of communication between objects is 
represented as first class objects. We then introduce the 
concept of open bindings which support inspection and 
adaptation of the path of communications. An implementation 
of open bindings for adaptive continuous-media interaction is 
described using the example of adaptive video-on-demand for 
mobile environments. 
 
Keywords: Mobile Environment, Middleware Platform, and 
Open Binding, Adaptive Video-on-Demand 
 
 
1. INTRODUCTION 
 
Future computer systems will consist of end-systems which 
will be disconnected, weakly connected by low speed wireless 
networks such as GSM, or fully connected by fixed networks 
ranging from Ethernet to ATM. Furthermore, the level of 
connectivity will vary over time as a consequence of the 
mobility of the modern computer user. Even when connected 
to a particular network, fluctuations in throughput and delay 
may be experienced due to congestion (e.g. as witnessed in the 
Internet).  
 
To cope with such variations, it is important that systems can 
adapt to the quality of service offered by the network. Such 
adaptation can take place at a variety of levels in the system, in 
the operating system or in the application. In this paper, we are 
concerned with support for adaptation in the middleware 
platform (i.e. the layer of software above the operating system), 
which offers a platform independent programming model and 
hides problems of heterogeneity and distribution. More 
specifically, we consider the design of middleware plat-forms 
which (i) allow the application to inspect the current level of 
QOS at various points of the system, and (ii) enable 
applications to dynamically adapt their behavior or the 
behavior of the underlying platform in response to changes in 
QOS. We are particularly interested in adaptation as required 
by multimedia applications.  
A range of middleware technologies is now available, 
                                                           
 * This work is supported by the Natural Sciences Foundation of 
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including CORBA, DCE, and DCOM. In addition, ISO have 
recently completed an international standard defining a 
reference model for open distributed processing (RM-ODP); 
this standard provides a framework for the development of 
middleware platforms. In this paper, we focus on the CORBA 
platform from OMG, although many of the arguments could be 
applied to other platforms. CORBA provides an environment 
whereby objects can interact in a distributed environment. 
Objects are defined in a language and platform independent 
manner through an interface definition language (IDL). An 
object request broker enables clients to issue requests on an 
object; the ORB locates the object, transmits the request, 
prepares the object implementation for receiving and 
processing the request, and conveys results back to the client. 
(Further details of CORBA can be found in [3].)  
 
A major problem with CORBA is that, until recently, the 
architecture has adopted a traditional black box approach 
whereby the implementation of the platform is hidden from the 
application. Recent work in the OMG forum [31, 33] has 
started to alleviate this problem; however few CORBA 
implementations have taken these ideas on board. Traditionally, 
the ‘black box’ nature of CORBA has not been a great problem. 
It could be argued that this is a highly desirable property of a 
middleware platform. With the advent of mobile (multimedia) 
computing, however, such an approach is untenable; in such 
environments, it is essential to have (selective) access to the 
underlying implementation. To achieve this, we adopt concepts 
from open implementation [20] and reflection [23]. In this 
paper, we focus on the use of such techniques to enable 
inspection and adaptation of the path of communication 
between interacting objects. In other research at Lancaster, we 
also consider the use of such techniques in other aspects of a 
middleware platform (e.g. concurrency control, thread 
scheduling and real-time synchronization) [4]. 
 
 
2. OPEN IMPLEMENTATION AND 

REFLECTION 
 
The concept of open implementations has recently been 
investigated by a number of researchers, most notably 
Kickable et al. at Xerox PARC [20]. The goal of this work is to 
overcome the limitations of the black box approach to software 
engineering and to open up key aspects of the implementation 
to the application. This must, however, be achieved in such a 
way that there should be a principled division between the 
functional-ity they provide and the underlying implementation. 
The former can be thought of as the base interface of a module 
and the latter as a meta-interface [34].  
The role of reflection is then to provide a principled means of 
achieving open implementation. In a reflective system, the 
meta-level interface provides operations to manipulate a 
causally connected self-representation of the underlying 
implementation. According to Maes [23], a system is said to be 
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causally connected to its domain if ‘the internal structures and 
the domain they represent are linked in such a way that if one 
of them changes, this leads to a corresponding effect on the 
other’. Such a system has the benefits that, first, the self 
representation always provides an accurate representation of 
the system, and that, second, a reflective system can bring 
modifications or extensions to itself by virtue of its own 
computation. In other words, a reflective system naturally 
supports inspection, and adaptation. 
 
2.1. Inspection  
Through reflection, applications are able to observe the 
occurrence of arbitrary events in the underlying 
implementation. Such an approach can be used to implement 
functions such as QOS monitors or accounting systems in a 
portable manner.  
 
2.2. Adaptation  
Similarly, reflection allows applications to adapt the internal 
behavior of the system either by changing the behavior of an 
existing service (e.g. tuning the implementation of message 
passing to operate more optimally over a wireless link), or 
dynamically reconfiguring the system (e.g. inserting a filter 
object to reduce the bandwidth requirements of a 
communications stream). Such steps are often the result of 
changes detected during inspection (see above).  
 
Most of the early research in reflection focused on the field of 
programming language design [20, 38]. More recently, the 
work has diversified with applications of reflection in areas 
such as windowing systems [34] and operating systems [39]. 
There is also growing interest in the use of reflection in 
distributed systems. Pioneering work in this area was carried 
out by MacAfee [25]. More recently, researchers at APM have 
developed reflective extensions to Java with a view to 
supporting distributed applications. However, there has been 
much less activity to date in the design of reflective 
middleware. Campbell at Illinois has carried out initial 
experiments on reflection in object request brokers (ORBs) 
[36]. The level of reflection, however, is coarse-grained and 
restricted to invocation, marshalling and dispatching. In 
addition, the work does not consider key areas such as support 
continuous media interaction. Manola has carried out work in 
the design of a ‘RISC’ object model for distributed computing 
[24] (i.e. a minimal object model which can be specialized 
through reflection). A PhD student of Cointe is also 
investigating the use of reflection in proxy mechanisms for 
ORBs [21]. 
 
 
3. INTRODUCING EXPLICIT BINDINGS 
 
To address our requirements, it is necessary to extend the 
programming model offered by CORBA [3] (thereby aligning 
it more with ISO RM-ODP). In particular, we introduce the 
concept of explicit binding. In the current CORBA 
programming model, binding is implicit in that, when objects 
interact, an appropriate communications path is created by the 
underlying ORB. In fact, it is worth noting that the term 
binding is used here as it is in the ISO RM-ODP model to refer 
to the end-to-end mechanisms at all levels which enable 
distributed interaction between objects; in contrast the CORBA 
usage refers to several concepts including that by which an 
object implementation is found for a given object reference 
[15]. 

In this paper, we are particularly interested in this second 
aspect of explicit bindings (i.e. support for inspection and 
adaptation).  
 
We introduce two different styles of binding, namely 
operational bindings and stream bindings: operational bindings 
support the traditional style of interaction in CORBA, namely 
operation requests. Stream bindings are then required to 
support continuous media interaction. A given stream consists 
of one or more flows where each flow represents the 
unidirectional transmission of a continuous media type (e.g. 
audio or video). As a result of this change, it is also necessary 
to distinguish between operational interfaces and stream inter-
faces as end-points of operational bindings and stream 
bindings, respectively.  
 
The architecture is open in that bindings are created by an 
extensible set of binding factories. Factories in CORBA are 
objects that support the creation of a particular class of object; 
binding factories are therefore responsible for creating a new 
binding between a target set of objects. One binding factory 
could provide the semantics of standard CORBA requests 
whereas another could provide real-time guarantees in terms of 
end-to-end latency (perhaps exploiting meta-level functionality 
to meet the required guarantees). Similarly, for continuous 
media interactions, one factory could provide a best effort 
service for video transmission, whereas another factory could 
provide guarantees through an appropriate resource reservation 
strategy. In addition, programmers are free to develop their 
own binding classes, perhaps in terms of existing classes. 
Explicit bindings provide one step towards a more open 
architecture in that communication becomes both visible and 
controllable. This is necessary but, in our view, not sufficient 
for mobile multimedia applications. We therefore extend this 
concept further by introducing open bindings. 
 
 
4. CONCEPT OF OPEN BINDINGS 
 
4.1 General Approach  
To support mobile computing, it is necessary for the 
application to be able to exert some control over bindings. One 
way of achieving this is for binding interface to offer QOS 
management operations to monitor the current levels of QOS 
and to adapt to perceived changes. The problem with this 
approach is that it is very difficult to design a general means of 
achieving adaptation. This is especially problematic when 
mobility is introduced, owing to the proliferation in possible 
actions. Our approach is for bindings to offer a meta-interface 
providing access to a causally connected self-representation. 
This self-representation is provided by an object graph, 
representing the underlying end-to-end communications path. 
This equates to a procedural as opposed to a declarative 
approach to QOS management [2]. We argue that this approach 
offers the level of flexibility required by mobile computing. 
This procedural approach is influenced by our experiences 
with the use of logic or QOS attributes to specify QOS 
requirements [7]. We have found that this is a perfectly valid 
approach for dealing with static QOS properties, but the 
approach cannot easily be extended to deal with adaptation. In 
Adapt, we still allow the association of some simple QOS 
attributes defining media types with bindings as a means of 
checking consistency between interfaces in the bindings. 
However, the main mechanism for dealing with more dynamic 
aspects of QOS management is to directly manipulate graphs. 



Software Architecture for Adaptive Distributed Multimedia Systems 
 

 

432 

Note that this does not preclude the use of declarative 
techniques which can be built on top of the basic procedural 
facilities provided by the platform.  
 
4.2 Object Graphs  
An object graph consists of processing objects and binding 
objects which are connected together by local bindings. 
Communication across a local binding is assumed to be 
instantaneous and reliable, normally implying that local 
bindings are located in a single address space or a single 
machine. All other interactions are represented explicitly by 
the binding objects in the graph. Processing objects then either 
perform computations on the data flowing through the graph or 
are responsible for a particular management function. 
Examples of processing objects include QOS filters and mixers, 
QOS monitors, or rate control components.  
 
To control visibility of interfaces within a binding, we 
introduce the concept of interface mapping. Interface mapping 
allows an external interface to map on to the interface of an 
internal component. The external interface acts as a proxy for 
the internal interface; all interactions occur at the internal 
interface via the external interface.  
 
As a further refinement, binding objects can them-selves be 
open bindings and hence also be composed in terms of object 
graphs. The nesting bottoms out by offering a set of primitive 
bindings whose implementation is closed. For example, a 
particular platform might offer RTP or IP services as primitive 
bindings (depend-ing on the level of openness in the platform). 
This nested structure provides access to lower levels of the 
implementation (if required). At a finer granularity, each object 
in the graph can offer an interface to con-trol its individual 
behavior.  
 
4.3 Type Checking in Object Graphs  
To ensure a basic level of consistency in object graphs, strict 
type checking is mandatory for all local bindings. When a local 
binding is requested between two inter-faces, a media type 
must be found which is acceptable to both, otherwise the local 
binding cannot proceed. This process of media type 
negotiation requires information on the media type(s) that each 
interface can produce or consume.  
Other researchers have investigated the extending of IDL to 
include media type description as part of an interface definition 
[3]. However this introduces inter-ORB compatibility 
problems by modifying an accepted standard, OMG IDL. 
Moreover, this approach is unsuited to the highly dynamic 
adaptive application areas investigated in the Adapt project. 
Rather than extend IDL, we instead augment stream interfaces 
with operations allowing their accepted media types to be 
queried dynamically. This alleviates the need to have access to 
compiled interface definitions.  
 
 
5. USING OPEN BINDINGS  
 
5.1 Component Class  
In our current C++ implementation, every object descends 
from the Component class. This class pro-vides the basic 
functionality required by extending the basic CORBA object 
class in several different ways.  
(1) First the Component class enables objects to export 

multiple interfaces, both stream and operational, using a 
mechanism similar to that used in Microsoft’s COM/ 

DCOM. This allows objects to possess multiple stream 
interfaces thus creating the basis for multimedia 
processing and interaction.  

(2) Secondly, using this multiple interface support, the 
Component class exports a meta-interface, 
Metacomponent. This interface provides access for 
inspection and adaptation to the component’s 
implementation object graph.  

(3) Thirdly, the Component class provides the initial support 
for ‘plug and play’ semantics by providing methods to 
query the number and type of stream inter-faces 
associated with a component; and also to ascertain 
whether or not a particular stream interface will accept a 
local binding.  

(4) Finally, the Component class introduces an event 
mechanism allowing interested parties to register for 
particular events, delivered by way of a callback.  

 
One use of this is to enable monitoring components to pro-
duce events in response to QOS fluctuations. These events can 
then be acted upon by management components, such as the 
reactive objects investigated in earlier research at Lancaster [3]. 
Monitoring components themselves are a well-defined way of 
interfacing to particular QOS monitoring systems. For example, 
the protocol layers being developed for the Ensemble protocol 
suite as part of the Adapt project [8].  
 
5.2 MetaComponent Class  
The MetaComponent interface class exists to make the object 
graph of a component available for inspection and adaptation. 
This is achieved primarily by the use of a graph data structure, 
which describes each object in the graph, and the 
interconnections between them. This data structure allows the 
programmer to traverse the graph to examine the way in which 
the component it represents is implemented. Using the example 
in Section 5, one could ascertain that the binding object used 
MPEG compression objects interconnected by a trans-port 
binding object, but that no jitter-compensation component was 
used.  
 
This level of information allows more educated decisions on 
how adaptation mechanisms are to be applied. An example in 
this case would be the insertion of the jitter-compensation 
buffer component triggered by events from a network 
monitoring component indicating that the level of jitter on the 
net-work had increased. Section 5.3 examines how the meta-
interface of a component such as a binding object can be used 
to provide support for adaptation in this manner.  
 
Apart from providing inspection and change access to a 
component’s implementation, a MetaComponent interface is 
also responsible for policing this access to maintain 
consistency and security. This is aided by the indirect 
identification of implementation components in an object 
graph. Rather than use their CORBA interface references, 
opaque unique identifiers are used instead. The actual interface 
reference must be requested from the meta-interface. The 
particular instance of meta-interface may choose to make all 
components visible, or perhaps to restrict access to only certain 
‘safe’ implementation components. Once an interface reference 
has been made public, there is no way (in standard CORBA) to 
police invocations on this object, and therefore consistency 
may be compromised.  
 
5.3 Adaptation with Open Bindings  
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This is the simplest form of adaptation. To modify the behavior 
of a component, the application must first obtain the interface 
for this component via the graph traversal as described above. 
Once the application has obtained this interface, the 
programmer can make changes to that component such as 
increasing the delay length of the buffering component or 
altering the compression strategy of the MPEG component. 
The precise interface is clearly dependent on the object class of 
the component, although interface inheritance is used 
extensively to create a large hierarchy with many ‘base’ 
interfaces, thus allowing complex components to offer 
increasingly specialized interfaces. An example of this is a 
media filtering object that, at one level, implements a basic, 
abstract, Media Filter interface which offers a setQualit-
yPercentage() method, while also defining a subclass of this 
interface which includes more specific operations dependent 
on the particular media type being filtered by that component. 
Polymorphism is used to allow basic controller components to 
manipulate other components without having to know of their 
specific inter-face type. 
 
 
6. CONCLUSIONS 
 
This paper has considered the design of middleware platforms 
to support mobile multimedia applications, and has explored 
the notion that middleware platforms should be adaptive in 
order to address the diverse requirements imposed by such 
applications. The paper has also outlined the design of an 
adaptive middleware platform, based on CORBA, but extended 
with the concepts of stream interfaces, open bindings and 
object graphs. 
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ABSTRACT 
 

The technology of system syntax analysis was used in the 
regression test .And using C++Test, an automatically test 
driving system , it was done that lexical, syntax analysis and 
pretreatment of C,C++ source code, build the EFSM model, 
analysise the data dependence and control dependence, excute 
the test case to carry out regression test. The provement of 
veracity and correction ratio, and a decrease software period. 
 
Keywords: Regression Test, Syntax Analysis , Dependence 
Analysis 
 
 
Software testing serves as an important link of software 
engineering. With the expansion of software system, software 
testing has become an important means for the assurance of 
software quality. Regression test aims to guard against any 
side effect imposed by any alteration to the software on other 
parts of the software, so as to ensure the running of software to 
the altered target. Regression test plays an important role in 
the process of software testing. Following the wide application 
of extended finite state machine (EFSM) in modeling [1], 
extensive investigation has also been made into testing 
methods. C++Test prototyping system is a drive system for 
automation testing, of which, major functions include static 
analysis and preprocessing of C, C++ source program, 
generation of system finite automaton model, dependency 
analysis, regression test and generation of final test report. The 
public information database obtained through static analysis 
serves as the basis of C ++ Test system as well as the EFSM 
analysis and dependency analysis of the system[2,3,4]. 
 
 
1. STATIC ANALYSIS 
 
1.1 Technologies on the Realization of Static Analysis 
Module for lexical and grammatical static analysis mainly 
aims to analyze codes of C++ source program so as to extract 
major features of source program and obtain results of 
intermediate analysis to be input into the public information 
database. As the foundation of the system, these analysis 
results can provide necessary bases for the preprocessing of 
source program and automatic generation of driver.  
 
As programs subject to testing must have been certified 
through the compilation, morphemic and grammatical error is 
unlikely in existence. Therefore, it is no need to check and 
process it. 
 
Lexical analysis aims to mark off conventional C++ 
morphemes represented by such terminal characters as 
keywords, special symbols, annotations, ID and NUM for the 
purpose of facilitating the read-in for grammatical analysis. 
Lexical analysis constitutes an integral function, of which, any 
returned integral is the code (or the type of terminal character) 
of corresponding terminal character identified. As the return 
values are required to represent values of terminal characters 

in some cases, we can achieve this goal by endowing the 
YACC defined global variable yylval with the said return 
values. The task of lexical analysis is to perform semantic 
analysis of the results of lexical analysis, so as to verify if 
there is any grammatical error, and provide guidance for 
follow-up analysis and processing. As the focus of testing lies 
in the logic control structure of the program, detail 
information represented by arithmetic expression and 
assignment statement, which are not related to logic control 
structure can be well dispensed with when performing the 
lexical analysis. Through manual compilation of semantic 
action, the lexical analysis makes use of the YACC to generate 
corresponding source files, including C++ library function, 
global variable chart, keyword list, all combined definitions, 
terminal characters and type description, nonterminal 
characters as well as various functions for semantic action and 
lexical analysis as required by grammar regulations and syntax 
rules. 
 
Lexical analyzer of the system is generated by its generator, 
LEX; whereas, grammatical analyzer is generated by its 
generator, YACC. This approach is helpful in minimizing the 
unnecessary manual labor, ensuring the appropriate structure 
of public information database and laying emphasis on the 
compilation of semantic subprogram. It can also facilitate the 
maintenance of programs for lexical and grammatical analysis 
programs. 
 
1.2 LEX, Lexical Analyzer Generator 
In 1972, M.E.Lesk and E. Schmidt from Bell Laboratory 
developed for the first time, LEX, the so-called lexical 
analyzer generator based on the Unix operating system. After 
that, LEX was launched in together with Unix system as its 
standard program. This system adopts the LEX analyzer 
attached to Parase Generator. 
 
LEX file aims to mark off conventional C++ morphemes 
represented by such terminal characters as keywords, special 
symbols, annotations, ID and NUM by means of reading 
source program, so as to facilitate the input of grammatical 
analysis. 
 
LEX file consists of three parts, namely program declaration, 
rules and program segment. 

 
1.3 YACC, Grammatical Analyzer Generator 
As same as the LEX, YACC is also a standard utility program 
(Utility) of UNIX system. Formal grammar for conventional 
program design languages mainly adopts the LALR (1) 
grammar, which serves as a subclass of context － free 
grammar. Grammatical analysis for most of program design 
languages normally adopts the LALR (1) analysis sheet. 
Furthermore, YACC of Parase Generator also takes the LALR 
(1) grammar ad the basis. Similar to LEX, it also aims to 
generate LALR (1) analysis sheet through the analysis of input 
rules on formal grammar, so as to output C++ language source 
program for grammatical analyzer driven by the same analysis 
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sheet. The input file of YACC is also called YACC source file, 
which consists of a group of formal grammar rules written in 
Backus Naur Form (BNF) and C++ language statement used 
to the semantic processing of each rule. Function yyparse() 
output by the YACC for grammatical analysis makes of the 
function yylex() output by the LEX for lexical analysis to 
acquire code for current word. The interaction between lexical 
analyzer and grammatical analyzer will eventually complete 
the analysis of C++ source program file. The task of 
grammatical analysis is to analyze the results of lexical 
analysis, so as to verify if there is any grammatical error, and 
provide guidance for follow-up analysis and processing. As 
the focus of testing lies in the logic control structure of the 
program, detail information represented by arithmetic 
expression and assignment statement, which are not related to 
logic control structure can be well dispensed with when 
performing the lexical analysis. Through manual compilation 
of semantic action, the lexical analysis makes use of the 
YACC to generate corresponding source files, including C++ 
library function, global variable chart, keyword list, all 
combined definitions, terminal characters and type description, 
nonterminal characters and various functions for semantic 
action and lexical analysis as required by grammar regulations 
and syntax rules. 
 
Grammatical analysis is a process of identifying the program 
structure, which aims to provide guidance for automatic 
instrumentation and automatic generation of test driver. The 
approach to realize the recursion drop is to write each item of 
syntax rules into a handler function, and take the previous 
function to determine the current status and make adjustments 
to relevant approaches for function processing. 
 
1.4 Structure of Major Datum for Static Analysis 
Public information database serves as the hub for contact 
system tools as well as the basis for the establishment of 
EFSM model and dependency analysis[5,6]. The system aims 
to input all necessary information into the public information 
database through the analysis and processing of source 
program. Any information as required by each tool can be 
selected from the public information database. On this account, 
the design quality of public information database has a direct 
influence on performance of the whole system. We have taken 
into full consideration various data stream / control flow 
information, dependent information, call information as well 
as other information on relation between each program entity. 
According to the demands of the whole system, we have also 
designed a public information database of perfect 
expandability and high access efficiency, which is capable of 
ensuring the uniform and accessible information. Public 
information database of this system is composed of several 
forms as represented by syntax tree, code list, variable 
declaration sheet, variable reference list, function list and 
function reference list. 
 
1.5. Structure of Information Database   
The system takes the syntax tree as the structural core for the 
purpose of reflecting interrelations between each function, 
type, variable and constant of the program as well as the scope 
structure and the text structure of the program. Furthermore, 
description of entity attribute of the program is incorporated 
into the information list, in an attempt to reflect the detail 
information on the entity with the adoption of different forms 
of structural description for different entities. This has laid a 
solid foundation for the establishment of EFSM and the 
dependency analysis in the future. 
 

2. REALIZATION OF DEPENDENCY 
ANALYSIS 

 
Once the EFSM modelis established, it is applicable to obtain 
each dependent relation through the analysis of EFSM control 
flow and data stream. This section aims to discuss on 
approaches as required for acquiring these dependent relations. 
The basic conception is represented by the preferential 
traversing algorithm of graphic depth[7,8].  

Detailed algorithm procedures are stated as follows:  
Start EFSM Dependence (t,v) 
Input EFSM model 
Output dependency graph of the EFSM system 
1 begin 
2  mark t “visited”;   //mark the initial set value of 

status transfer t as “visited”.  
3  for each transition u of tail(t) do  //determine the 

preset status of t.  
4  if u is marked “unvisited” then //if the status is  

marked “uninvited”,  
5    if v ∈  def(u) then   // Variable v not defined 

yet.  
6    begin 
7    if v ∈  c-use(u) and v ∉  p-use(u) then 
8  add v to T(t, z) 
9 else  
10        begin 
11  if v ∈  p-use(u) then   
12  mark u “data dependent” in T(t, z); //data 

dependency 
13  if v ∈  c-use(u) then 
14 mark u “control dependent” in T(t, 

z);//control dependency 
15     end 
16  EFSM Dependence (u,x)//recursion call 
17  end 
18 end; 

 
The dependency graph of EFSM system can be obtained from 
the foregoing algorithm. As the dependency subgraph is 
adopted in the regression test, we can make use of the optional 
algorithm for regression test cases to acquire reversely, the 
dependency subgraph of the system, so as to determine the 
incidence of regression test. 
 
 
3.  REALIZATION OF REGRESSION TEST 
 
Once the dependency subgraph of the EFSM system is 
obtained, we can start the regression test. The major problem 
with the regression test lies in the incidence of modification 
which can be determined with the help of dependency 
subgraph. 

Detailed algorithm procedures are stated as follows:  
Start Reg Test Select(D，TS) 
Input coverage dependency set D, and test case set TS.  
Output regression test case set TS‘ 

1 begin 
2  while D ≠ ∅    //prerequisite for cycle is that 

the coverage dependency set shall not be left 
empty.  

3  begin 
4     for each testcase tc in TS do  //precedence 

ordering for all test cases 
5     sort(tc,D) //Cover the D status transfer sorting as 

per test case.  
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6     push(tc, TS‘)  // Incorporate test cases covering 
most of status transfers into regression test case set 
after sorting. 

7     D = D － {tc} //reset D 
8  TS ＝ TS  － {tc1} //Reset TS 
9     end    
10 end    

Driven by our C++ Test system, the test case will be executed 
automatically. The test will come to a stop when it meets the 
coverage rule. Thus, the selected test case set can be obtained. 
 
 
4. USER INTERFACE 
 
This system is provided with a standard, intuitive graphic user 
interface (GUI) based on the Multi-Document Interface (MDI) 
on the Window platform. This graphic user interface mainly 
includes source program, code list, EFSM model, dependency 
analysis, test case and testing results.  
 
Once a source program is selected, the system interface shall 
be displayed as shown in figure 4.1. The source code of the 
program is indicated at top right corner. 
 

 
Fig4.1. The Opened Source Code 

 
It is applicable to obtain code list, function list, variable list 
and so on by means of static analysis. Source program code 
list is as shown in the following figure. 
 

 
Fig 4.2 Program Code List 

 
Once the static analysis is completed, perform the analysis of 
EFSM so as to obtain the EFSM model of the program. Shown 
in figure 4.3. 
 
After the EFSM model is acquired, perform the dependency 
analysis to obtain dependency set before testing the drive 
probation case to obtain testing results. 
 

5. CONCLUSIONS 
 
The discussion on technologies on the realization static 
analysis as well as the data structure acquired for static 
analysis has laid a solid foundation for the establishment of 
EFSM and the dependency analysis, and has brought into 
being the visualized interface eventually. 
 

 
Fig 4.3 System EFSM Model 

 

Fig 4.4 The Result of Regression Test 
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ABSTRACT  
 

This paper explained the components reuse way that based on 
fractal theory research. According to the thought of the 
catalyst method and the method of KobrA, thought of the self 
similarity process and the repeat characteristic of fractal to 
component developing process can be deduce by the 
mathematics theories for components reusing. Explained the 
component reusing and the theories how to constructs the 
database of component, then described the components 
software’s software process and the component products by 
the mathematics of the self similarity. Hold from the essence 
of components reusing with mechanism. 
 
Keywords: K-Component, Container-Tree, Fractal, 
Component- Dimension   
 
 
1. INTRODUCTION  
 
The developing methods which based to component provided 
the support on the technique for the Big-Degree-Components 
reusing. The method of KorbA [6]  is a kind of face to the 
product wireman distance which can support the most 
extensive meaning of Component-Reusing, this method taking  
each one with abundant  behavior  as a K-Component ,this 
principle of the way of building model made a K-Component 
container tree had the characteristics of fractal. In another 
word, the process software engineer which faces to component 
and the product had the characteristic of self-similarity. It can 
lead a reusable developing process, while making the model 
which base to mathematics that described the way to how to 
organization a component database and how to inspect them. 
As the fractal theories, the graphics working with repeating 
functions to build element to evolve into a fractal, the method 
of KorbA made the K-Component as the base graph evolve 
into the whole system as it in fractal, so we can use the fractal 
theories as the guide of component reusing. 
 

 

2. BRIEF INTRODUCTION OF KROBA 
 
2.1 The Characteristic of Three-Dimension  
KorbA method divide the question of the software must 
resolve into three aspects [6]: Abstract degree, generality and 
synthesizability .Showing as Fig.1. 
A software developing process begins at the top black box: 
 
Erase the universal, make true specifications. If your paper 
deviates significantly from these specifications, the printer 
may not be able to include your paper in the Proceedings. 
 
System which can meet the application need; 
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Fig.1. The generality and synthesizability 
 
Dived the system into smaller degree to build up a 
Container-Tree for component nest; 
 
Lower the Abstract degree to make each parts of the system 
close to application program 
 
After these themes completed, the system which constituted 
by smart component with null universal or concrete can 
executable. 
 
2.2 Container-Tree 
All the processes of building the components system model 
can concentrating as a Container-Tree[6]. The base is a 
K-Component which contains all the components feather what 
the system need. By refinement on super K-Component, we 
can get the sub K-Component’s specification. 
 
  

 

    

    
                                 

 

    
 
Fig.2. The Container-Tree 

 
This Container-Tree has the characteristic of fractal because 
all the components are developing by unify principle. Every 
K-Component is developing by the same model needn’t 
concern it place in this tree. 
By this method, all the K-Components have the characteristic 
in the arbitrarily small mark degree (The fractal has the whole 
feature of gather),so the whole Container-Tree is a fractal. 
 
2.3 The Same Form of Container-Tree and 

Synthesize-Tree 
Opposite to the top-down-modeling, execute the system is a 
process of a bottom-up, small component synthesize large 

K-A
A

K-B K-C 

K-D
K-E K-F 

Abstract

Generality 
Synthesizability
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component. 
 
The KrobA assurance the Container-Tree and Synthesize-Tree 
must consistent. 
 
 
 
 
 

 
 

 
Container-Tree                Synthesize-Tree 

Fig.3. The Synthesize-Tree 
 
In another word, component software has the same analyze 
and modeling process the developing and execute, so the last 
product is a system has the feature of fractal. 
 
 
3. FRACTAL THEORY IN COMPONENT 

CONSTRUCTION 
 
Turning a K-Component to a real one to construct a system is 
the essential step. A component which can exist in true 
software system can be developed by two ways:  
 
Developing a new component to match the K-Component 
specification ;  
 
Reuse a component which has been exist to match the 
K-Component specification; 
 
The second way makes the software engineering working in 
High-efficiency, for example, though COTS can develop large 
software system by large-scale reusing. 
 
3.1 The Component-Reusing Way in the KrobA Method 
In the thinking of KorbA method, reuse a component is the 
process of fusion the extern component into current 
Container-Tree. This fusion way must assurance the 
Container-Tree has consistency. 
 
There are two type of component can be reused: 
KorbA component, these component developed by KorbA 
method, but isn’t a part in current Container-Tree 
Different type component-Didn’t developed by KorbA method, 
so it doesn’t match K-Component specification.  
 
We generate a K-Component by reusing extern component, 
component operation and matching-mapping is the usually 
way. 
 
 
3.2 Component Operation 
As thesis [2] notes, the relationship among components can be 
seen as operations. For example, “+” can describe two 
components work in corporation. “×”  an describe two 
components work in erupting. 
 
If container-tree has semantic, a K-Component is the result of 
two Sub-components makes operation: 
 

 
C:=A+B             E:=M×N 

 Fig.4. The Component Operation 
 
Component operation can allocate, wedge bonding and 
exchange, so it is  
possible to simulate multiple operation by these rules. 
Now we use “*” to represent all kinds of operation, if n 
components  
(c[1]~c[n])construct a new K-Component, We can change into 
the nether form with this form:  

n

i

HiCiK
1=

=     (1) 

The value of ‘H’ can get all kinds of operation. If ‘H’ 
represents the value of edge, component as the note, this 
system change into a fractal (Neglect the dissimilarity of edge 
value), now container-tree is the data-strut of this fractal 
graph. 
 
3.3 Matching-Mapping 
If k=Г (c) is a mapping that can change different type 
component(C) into k(k matching K-Component specification), 
k=Г(c) (2) called Matching-Mapping. 
 
When we make several components into a K-Component, 
according to (1) and (2), we can get the following formula:  

)(
n

Hi

1i =

Γ= CiK     (3) 

This formula called an adapter to a K-Component. The 
characteristic of fractal the Container-Tree has make (3) 
change into a recurrence expression: 
         1iH −∏ −= 1ii kk           (4)              

So the self-similarity can be seen in (4)         
 
 
4. THE COMPONENT REUSING GUIDED BY 

FRACTAL THEORY 
 
4.1 Assemble Component as the Fractal 
In fractal geometry, no matter how complicated the space is, it 
can be got by a self-similarity stochastic process by using the 
homologous metric standard. 
When we selected some component to construct a system, we 
can say these components constituted as a self-similarity set. 
The KrobA method assurance the developing process and the 
product have the character of strict self-similarity so the whole 
system can be formalized as a fractal. Combine components as 
the whole system is a process that taking the components as 
generators, making use of frame and matching-mapping to 
mask some characteristic in sub-component that not agree 
with self-similarity, make use of the iteration function 
system( ISF) to construct by recurrence way. Then the 
developing process is product a number of components to 
overlay the whole problem field with the form of the fractal. 
 
4.2 Component-Dimension 

C

A B

E 

M N 

+
× 
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The dimension is an important concept within the fractal 
theory, it reflect the number of variable that can be used to 
describe the motion in the space, so the space of n dimensions 
contain n variables. 
 
At the software engineering, SE realm, we come to modeling 
to the whole problem field. We take the whole problem space 
as one component, then overlay whole problem space with a 
set of component which organized by self-similarity mode. 
Therefore the parameters that can describe an arbitrary point 
(a component) in this problem space called 
Component-Dimension.   
 
The dimension of the component describes the component and 
the realm space proper to go together with the degree. Taking 
the whole system as a Norm-Component, so the 
sub-components which spread out by Norm-Component have 
the same dimension as the Norm–Component. When we select 
components for software, the components or the component 
combination must have the same dimension as the realm 
space. 
 
Then we define the component dimension as follows: 
Unit component: The minimum unit of the component can 
carry on the metric to complications of the component. Then 
Use the ‘L’ to represent the complications of the unit 
component. 
 
Component dimension: Record complications of a component 
(the Norm- Component) as the ‘S’, 
 

∵K=S/L 
∴ KL D =  (5) 

 
D is the Component-Dimension; the dimension of the 
component not only can be integer, but also can be a fraction 
too. Logarithm to  ① both sides can get the computation 
formula of the component dimension:  
 

D = Log K / Log L 
 
4.3 The Procedure of Component Reusing 
When we want to reusing a component, we must execute a 
procedure of dimension-turning. Only if we transform a 
component witch have different dimension form current realm 
space, this component can be chosen. 
 
Then the procedure of component reusing can be coded as 
following: 
○1 Input the component; 
○2 Judge the dimension of that component whether have same 

dimension as the K-Component which it must march. Yes 
turn to ○3 , No turn to ○4 ; 

○3 Though interface-mapping, map the interface-specification 
of this component to the specification of K-Component. 

○4 By the construction of several components to 
implementation the specification of K-Component, then 
return to ○2 . 

 
Now we have gotten the strict mathematics definition to judge 
a component is suitable for reusing or not, then we can decide 
if it must to develop a new component. 
 
 

5. CONCLUSIONS  
 
The fractal is a useful mathematics tool that can describe the 
complicated object. By analyzed the feature of self-similarity 
in software process and the software products, we can develop 
a system though component-reusing is the object of 
component software engineering. In my thesis, KorbA method 
is the tool that my study to begin with. Though explaining the 
self-similarity characteristic of component software, elaborate 
a model for component-reusing. Though inference by strict 
mathematics to hold the essence of the mechanism of 
component-reusing. 
 
In the future, we plan to build a perfect mathematics to 
support large degree reusing. Specific the component software 
process witch about component-reusing by fractal theory, then 
create a method for component software evolving.   
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ABSTRACT  
 
The idea of component and the architecture of distributed 
application systems are introduced in this paper. A new B/S 
architecture based on distributed component, a development 
framework of application systems, and the process of 
development are proposed. This can help the programmers to 
analyze and design distributed software effectively, and then 
the efficiency of the development can be improved. 
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1. INTRODUCTION 
 
The experience of software developers and the actual codes are 
generally provided only for a specific design. Now the 
complexity of software system becomes more and more high, 
and the movement of the software personnel becomes more and 
more frequent. Therefore, how to raise the efficiency and 
quality of software productions becomes a problem to be 
solved urgently. At present, the reuse of software based on 
software component is not only an effective way to support the 
distributed computation, but also the tendency of the 
development of the software industry. 
 
 
2. IDEA OF COMPONENT TECHNOLOGY 
 
2.1 Presentation of Component Technology 
For the software development, software reuse includes the 
reuse of early functions, the reuse of object-oriented language 
classes, and the reuse of the entire software system components 
at the Internet Age [1].  
 
The reuse of functions and modules is the idea of developing 
the structural software. Proper parameters are set for functions 
to satisfy different requests of the application, while the reuse 
of modules is implemented by the introduction of the interface 
specifications. However, structural reuse cannot adapt to the 
current large scale software development for its bad ability of 
reuse. The thought of object-oriented software development 
abstract data and hide information by encapsulation, 
inheritance and application of classes. Although the inheritance 
of classes has improved the reuse of codes, it can not escape 
from the reuse of code level, and the efficiency could not 
follow the development speed in large scale software 
developments. Component-oriented technology is carried out 
through encapsulation on certain functions, and one or more 
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functions of specific services can be completed in this way. 
Thus software itself can be reused without changing the 
program. As a result, software can be assembled and ordered as 
you like as hardware can, which has greatly adapted to the 
efficiency of software development in nowadays. 
 
2.2 The Basic Concept of Component-based Software 

Development 
Generally speaking, a component is a software unit with 
integrate semantics, correct grammar and reuse value. It is the 
system that may be explicitly recognized in the process of 
software reuse. On the structure, it is a complex of semantic 
descriptions, communication interfaces and realization codes. 
Simply speaking, a component is a program body which has 
special functions, can work independently or cooperatively 
with other assembled components. The use of components is 
independent of its development and production. From the view 
of abstract programming, component reuse has been raised to a 
higher level than object-oriented technology. A component has 
encapsulated a group of assembled classes, represents a special 
task completing one or more functions, and provides multiple 
interfaces for the user. The entire component hides the concrete 
realization, and provides the services only through the 
interfaces. 
 
 
3. RESEARCH ON SOFTWARE 

ARCHITECTURE BASED ON DISTRIBUTED 
APPLICATION 

 
3.1 The Architecture and Component Standard of 

Distributed Computing Model  
In recent years, the component technology has developed 
rapidly. There formed CORBA of OMG, JAVA platform of 
SUN, DNA/.NET of Microsoft and Web services of the 
distributed computing architecture providing software services 
through standard protocols over Internet. 
 
The foundation of CORBA is object management architecture 
OMA, in which object request broker ORB is the core of 
relation model. OMA services are divided into three layers, 
including CORBA services, CORBA facilities, and Objects of 
application programs. The architecture of ORB itself is also 
constituted by three parts: customer interfaces, interfaces of 
objects implemented, ORB kernel and ORB protocols. 
 
The core components of Windows DNA architecture are a 
series of system services and application services based on 
component. These services support open technical standards, 
which are present as COM form. Microsoft suggests that we 
should use three layers structure to develop application 
programs on the architecture and services of Windows DNA. 
Application is divided into three logical layers: expression, 
commerce logic and data. After Windows DNA, Microsoft has 
provided .NET platform. Windows DNA\ .NET is a kind of 
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architecture which is used to establish tightly coupled 
distributed application programs. 
 
The main ingredients of J2EE are the following four containers: 
the application client container, the enterprise JavaBeans 
container, the Web container, and the applet container. 
Corresponding to each kind of container, multiple J2EE 
components (for example, the applet component, the EJB 
component, the JSP component, the servlet component and 
application client component) are packed into the module, and 
handed over in the form of Java Archive (JAR) file. 
 
Web service of the distributed computing system architecture of 
software service is provided through standard protocols over 
Internet. Its architecture is a service-oriented architecture that 
contains three kinds of roles: the service provider, the service 
requester and the service agent. A component in 
service-oriented architecture should undertake one or more 
roles as mentioned above. As the same as object-oriented 
system, encapsulation, information delivery, dynamic binding, 
service description and inquiry are the basic concepts of Web 
service. 
 
3.2 B/S Architecture Based on Distributed Component  
The system architecture is the most important factor to make 
the software system based on component run appropriately and 
effectively. With the development of network computing 
technology in distributed environment, three-layer or 
multi-layer architecture has already been the main pattern of 
the development of current network application programs, 
which is of benefit to software reuse. In fact, the B/S 
architecture is a C/S computation of three-layer architecture, 
where the original client is replaced by the browser, and the 
servers are composed of Web server, database server and 
middleware [2]. Fig. 1 shows B/S architecture based on 
distributed component. 
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Fig.1. B/S architecture based on distributed component 

 
1) Client/Browser 

This layer may respond to the request of a client and visit 
the special server. It can also get the information about 
remote objects and hosts, for instance, the name of 
computers and the name of services etc. Web service of 
computer server can be invoked by the requesting 
command with the SOAP protocol format. On the other 
hand, the data received in the SOAP protocol, format can 
be interpreted, and the results can be showed to the client 
in an intuitive way. Additionally, this layer can provide 
user a tool of building distributed applications, and 
establishing a multi-project space, so that the user can 

browse the provided services. Finally, the visual 
development can be achieved. 

2) Application service layer 
In this layer, the special functions can be encapsulated 
according to the way of Web service. When the client 
invokes a service, the application service will execute 
corresponding operation right away. The security 
management module authorizes a client to visit and use a 
service. According to the mechanism of trust, any client 
who hasn’t been authorized will be refused. There are 
many component libraries, and each library contains 
several task services [3]. For example, a mathematics 
library may contain a lot of mathematical analysis and 
operation services, and an inquiry library may contain 
various inquiry services. A library can be distinguished 
by a name of character string and a unique ID number. 
Libraries can be added, moved and modified by the 
distributed system manager in this model. And a lot of 
information can be stored, such as the load status of the 
server, the available space of the disk and so on. Every 
library can be implemented through DLL. A special API 
is provided for helping developers make their own 
libraries and services. A developer should declare a name 
and an ID number, and provide an executive method for 
every service. The application layer supports the 
independence of platform well. 

3) Storage layer 
A lot of data and information can be stored in this layer. 
So the storage layer can provide good services and 
necessary data for the component layer upwards. 

 
 
4. AN OVERALL DEVELOPMENT 

FRAMEWORK OF APPLICATION 
SOFTWARE SYSTEM BASED ON 
DISTRIBUTED COMPONENT 

 
The development of software system based on the distributed 
component technology mainly lies in carrying out analysis, 
design, assembly, and combination as well as installation and 
deployment of components scientifically according to the 
requirements on the overall software frame foundation. Figure 
2 shows the overall development framework. 
 
(1) According to the objective requirements and the 

architecture of distributed application system, firstly we 
should decide the style that the development belongs to, 
such as B/S, C/S, object-oriented style, event-based style 
or layered system style. Then the function object and its 
performance can be determined. Therefore, the complexity 
of system development, management and maintenance can 
be controlled effectively. 

(2) There are four procedures in software development:        
realization, function testing, reliability testing, and 
development documentations [4]. We should find the 
suitable component of architecture before forming 
component. If there is a component according to the 
requirements from the available component library, we 
can acquire directly the reuse component. If the 
component does not satisfy the requirements, we may 
correct mistakes on the original component or add new 
functions, then repackage the component or rewrite an 
interface to realize the component replacement. The final 
target of component development is to get the component 
product, the standard interface and the development 
documents. The interface must contain attributes of 
information that records the state of the instance of the 
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interface, the operations supported by the interface and the 
invariants of the allowable state restricting the object that 
supports the interface. 
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Fig.2. A development framework of application 
software system based on distributed component 

 
(3) The testing has improved greatly in the procedure of 

developing application systems. Components need testing 
in the procedure of building system to handle with 
problems of potential resource conflicts and 
incompatibility. System testing includes the function 
testing and reliability testing. The test should be executed 
in the target environment or in the simulation environment. 
Documents should be reserved for integration stage, 
development stage and maintenance stage of the system.  

(4) Under new context, according to architecture of resolving 
scheme assembling the testing components needs the 
iteration of integrating, testing, changing components. 
After that an integrated system is obtained. In Web-based 
applications the assemble process is to link the application 
server and the Web server. The component assembly links 
client’s static elements and dynamic elements by 
generating servlets, active server pages or Java server 
pages. Choosing method is the detail of Web server. 
However, for each case, static layout and text information 
of the Web page should be connected to the content 
generated dynamically by invoking other components. 

(5) At last, an overall system test should be carried out. In this 
stage, both the function test and reliability test are needed. 
We should make sure that the system has been satisfied 
with special requirements. And then defects need 
adjustment in the actual run until we feel completely 
satisfied. 

 
 
5. CONCLUSIONS 
 
The organic combinations in different stages in the software 
development process have been discussed for the development 
of application system based on distributed component. The 
instances will be generated by acquiring the appropriate 
components, and the system is formed through making use of 
the state of the art Web-based technology and the development 
of technologies and applications. This method will be adapted 

to system evolution in the future. When applications in the 
same domain are developing, this method will shorten the 
development time enormously, reduce the administration cost, 
and lighten maintenance task, which meets the requirements of 
system development. Nowadays the computer workers have 
obtained many achievements in this field, but the experiences 
of effective integration and application are still lacking, which 
need further studies and discussions. 
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ABSTRACT  
 

In the paper the problem of the development effective methods 
and operating tools for management of large-scale computing 
systems is discussed. In particular scheduling parallel 
processes and load balancing strategies and algorithms 
implemented in our projects on software for computing 
systems are presented. 
 
Keywords: Computing systems, Parallel programming, 
Scheduling parallel processes, Managing workload 
 
 
1. INTRODUCTION 
 
The problem of development of strategies and operating tools 
for effective management of large-scale computing system 
(CS) is extremely important and very far from satisfactory 
practical solution [1]. By the existing traditions programmer 
developing parallel program should take into account the scale 
of CS (the number of computers or/and processors in it) and 
adjust granularity of parallelism in a program (or degree of 
parallelization [1]) and distribute fragments of the program on 
CS computers in such a way that resources of CS could be 
used effectively. In essence, nowadays parallel programming 
process and managing execution of parallel program processes 
are strongly development on the architecture and scale of CS. 
Exceptions are probably project of MOSIX [2] and our 
projects [1, 3, 4] in which the parallel problem of scheduling 
parallel processes and controlling workload of CS is 
considered as the central one in providing wide using 
large-scale CS. At the same time it suggests that architectural 
solutions in CS organization, in particular in realization of 
controlling mechanisms, are necessary [1] in order to do much 
less tedious the work of programmer using large-scale CS. 
 
In the part two of the paper we consider architecture and main 
components of the management system intended to run 
effectively parallel programs on CS. The strategies of 
scheduling parallel processes and controlling workload of CS 
are discussed in next parts of the paper. The comprehensive 
version of this paper should be appeared [5]. 
 
 
2. THE ARCHITECTURE AND MAIN 

FUNCTIONS OF THE CS MANAGMENT 
 
The organization of CS management is a very important 
aspect in effective realization of scheduling parallel processes 
and controlling workload of CS. Two boundary strategies of 
the CS management organization – the centralized and the 
decentralized have their own merits and shortcomings. The 
first is more economical from the point of view of the resource 
maintenance, but becomes a narrow throat at increasing of CS 
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scale [1, 5]. The second lays down the high requirements to 
the throughput of CS communications and leads to the 
degradation of the CS operation at increasing data exchanges 
because of the high time expenses for the realization of the 
communication functions. The search of the golden mean 
naturally leads to the hierarchical organization of the 
large-scale CS management [1]. 
 
At the execution of the parallel program on CS the time 
minimization of its performance is the basic efficiency 
criterion. However, the same execution time can be reached at 
the various CS resources, depending on the number of 
computers (processors) in CS and their average workload. 
These requirements can be formulated in the following form: 

0 0

1 ( ) min
TN

i
i

L t dt
T−

→∑ ∫ , under condition of minT → . Here 

( )iL t  - the workload (the fraction of the useful operation) of 
the i-th computer (processor) of CS at the moment of the time 
t, T – the execution time of the parallel program and N – the 
number of CS computers (processors). 
 
The main problem of the workload management usually (and 
it is not always correct) is formulated as load balancing 
problem, that is the achievement of the uniform workload of 
the computing components of CS. We have another point of 
view at this problem, suggesting that the strategy and 
algorithms of workload management should minimize 
negative factors in the CS operation: the idle time of its 
components, the non-productive delays connected with the 
swapping in CS computers, the inter-computer exchange and 
the measurement (see further) of workload parameters and the 
decision-making about the processes redistribution [1, 4, 5]. 
 
Let ( )iL t  be the average workload of the i-th computer, 
which defined as the average workload of its processor by 
taking into account of its useful operation at some interval 
[ , ]t t t− Δ , 

1

1( ) ( )
N

i
i

L t L t
N =

= ∑  -the average workload of CS 

computers CS at this interval. The value ( ) ( ) ( )i iL t L t L tΔ = −  
characterizes the relative workload of the i-th computer of CS 
at the moment t, its negative value suggests that the i-th 
computer is under-workload at t, and the positive value 
suggests that its workload is upper of the average value. 
Obviously, the value ( )iL tΔ  divides all N computers of CS 
into two subsets: N1 – a under-workload subset, and N2 – the 
subset of the normally loaded and overloaded computers. N1 + 
N2 = N, and the value ( )iL tΔ , i = 1, 2, … , N, defines the 
partial order on these subsets. 
 
Define a set S(t) as the union of running S1(t) and waiting to be 
run S2(t) processes in CS at the moment t: S(t)=S1(t)+S2(t). We 
call the set S2(t) the look ahead reserve or supply of ready to 
run processes. The ability of scheduling processes algorithm to 
support the number processes in S2(t) at necessary level is 
main factor in minimization of standing idle time of CS 
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computers and as a consequence unproductive use of 
resources of CS [1, 5]. Two relatively independent 
subproblems: scheduling parallel processes during parallel 
program execution on CS and allocation of processes at nodes 
of CS minimizing the standing idle time are basic in an 
realization of dynamic management of CS. As it was 
underlined above the ability of CS management system to 
support at high level the number of ready to run processes in 
S2(t) is important factor in decreasing idle time of the nodes 
(computers or /and processors). 
 
Consider strategies of the processes reallocation with the 
purpose to minimize idle time of CS nodes. It is obvious that 
the situations of low CS workload are the especially actual for 
the algorithms of CS workload management. Also obviously, 
that an attempt to redistribute processes in these situations by 
moving the part of processes of the most loaded computers to 
the least loaded has not forcible reasons. Firstly, the low 
workload CS can be caused by the small number processes in 
S(t), and only the increasing S(t) can change the situation to 
the best. Secondly, the low workload can be caused by the 
wrong planning of the processes execution on computers. In 
particular, a redundancy of processes in the active phase (the 
execution phase) at computer can lead to the sharp increase of 
pages exchange with the disk memory (swapping) and to slow 
down program execution process. It can also be occasioned by 
the great intensity of the inter-computer exchange, if the 
processes allocated at computers are needed for very often 
interaction. Thus, the algorithm of the workload CS 
management should be so arranged, that at any combination of 
the specified factors the decision should be directed to 
increasing number of processes in S2(t), or to the elimination 
of other reasons causing the low workload CS, or to that and 
another simultaneously. 

 
Let's consider the architecture and main functions of the CS 
management. The general principle of management 
architecture is a hierarchical decentralized organization when 
processors of CS are divided into groups (see Fig.1). 
 
In our projects [3, 4] each computer realizes itself the 
functions of the processes planning. The management of the 
computers group workload and reallocation of the processes, 
the reconfiguration of CS, the administration functions and 
others are performed by the server, obtaining periodically by 
data about the workload of the computers. 
 
The servers of higher levels perform the similar functions for 
the subordinated groups of CS. The computer management 
performs the following functions: 
 
– the control of the processes generation and the processes 

termination, performance of their interaction with other 
processes, including being on other computers; 

– the planning of processes; 
– the parameters measurement of the computer workload, 

their processing, the forecasting and the transfer to the 
server; 

– the transfer to server the data about its workability; 
– the reaction to the server commands. 
 
The group server adjusts the workload of CS computers on the 
basis of the parameters values of their workload, which is 
transferred by each computer CS to the server. The same logic 
of the functions division of the management workloads CS is 
realized at the following level of the management hierarchy. 
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Fig.1. Architecture of CS management 
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3. SCHEDULING PROCESSES IN COMPUTER 
OF CS 

 
Let us consider in what way the processes management in 
working computer or computational nodes of CS should be 
organized. The contemporary operating systems provide the 
multi-tasking, using for this purpose the round-robin servicing 
discipline, which gives the advantage in the execution to short 
tasks or processes. It is the essential, if the user along with the 
programs execution carries out the debugging and other 
procedures and would like to receive the quick reply. This 
mode of the processes execution is typical for contemporary 
OS. 
 
In Fig. 2 the scheme of the processes service organization in 
computers CS is showed, taking in to account imbedded 
scheduling processes in OS. In the figure 2 the program block 
of the measurement of the workload parameters (WP), 
cooperating with the OS, implements the functions of the 
periodic measurement, the averaging and the forecasting of the 
computer workload parameters: 
– ( )iL t  – workload of the i-th computer at the moment t, 

defined as the workload of its processor (the part time of 
its useful work);  

– ( )i tλ′  – intensity of the pages exchange with the disk 
memory; 

– ( )i tλ′′  – intensity of inter-computer exchanges; 
– ( )i tλ′′′  – intensity of the input-output commands 

occurrence in the running processes; 
– ( )iV t  – free memory of the computer; 

– ( ) ( )i
waitingN t  – set of the waiting for the execution 

processes. 
 
An interpreter (IN) of the parallel programs places the 
processes induced during execution of a program on processor 

(PR) in the queue Nwaiting. A scheduler (SH) removes a part of 
these processes to the queue N1 from which PR takes 
processes for execution in the round-robin order. The 
processes in the queues N3, N4, N5 are waiting for execution of 
the exchange of pagers with disk memory (D), the 
inter-computer data exchange (IE) and input/output (I/O) 
respectively. The SH can delay a part of being executed 
processes and place them in the queue N2 in a case if a number 
of active processes Nactive=N1+N2+N3+N4+N5 is redundant and 
high swapping (great value of iλ′ ) is provoked. 
 
The developed algorithm of scheduling processes in a 
computer of CS is given at Fig. 3. At this figure /i i iα λ μ′=  - 
loading factor of the paging system ( iμ  – paging system 
capacity). A – some experimentally derived threshold constant, 
by which the level of the computer workload is regulated. 
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4. SERVER FUNCTIONS IN MANAGING CS 
WORKLOAD 

 
The server is intended for the regulation of the CS computers 
workload, aiming to minimize the idle time of the processors 
due to the dynamic redistribution of the processes and the 
increasing the number of ready for execution on processes. 
The server periodically obtains the data about the workload of 
its subordinated computers and forecasts its change [6]. The 
scheme and the logic of the server interaction with the group 
computers are shown in the Fig. 4. 
 

In the figure 4 the designations A and B on the arrows show 
the possible alternatives of the corresponding decisions about 
the redistribution of processes between computers during their 
dialogue with the server. In fig. 4 all parameters of the 
workload represent the averaged values on some interval and 
the forecast is the predicted values change of the same 
parameters. 
 
The problem of the accurate measurement of the workload 
parameters is very important factor in scheduling processes 
and managing workload in CS [6, 7]. 
 

Computer Ki

Interpreter
Computers L(t) Nwait ing (t) V(t) forecast

1

2

...

j

...

N

In
te

rfa
ce

In
te

rfa
ce

Server

Computer Kj

Computer Km

Pl
an

ne
r

A A

B

B

A

A

B

A

The contexts of the 
processes

Ready for execution processes
(Nwaiting)

Sh
ed

ul
er

the inquiry about the additional 
processes (in case of the idle time 

or the under-workload)
answer - no 

free processes
inquiry - transfer the part 
processes to the computer Km

answer - no processes

to transfer of 
processes 
from Kj - Kitransfer processes 

from Kj -> Ki

transfer processes
from Ki -> Km in reply to inquiry

 The block of 
the controlling 
and forecasting 

of workload

The workload data

transfer the workload 
parameters

)(tλ′ )(tλ ′′ )(tλ ′′′
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We performed wide the experimental investigation in order to 
better understand stochastic nature and the most significant 
parameters which characterize a behavior of the processes in 
CS [5, 6]. As the result we developed the simple measurement 
and prediction workload parameters algorithms with small 
time consuming for their operation. 
 
 
5. CONCLUSIONS 
 
On the basic of the developed algorithms preliminary 
experimental work on cluster of 64 processors was done. The 
results show that it is possible to decrease up to 50% the 
execution time of complicated parallel programs using 
proposed algorithms. The algorithms were implemented in our 
flowgraph stream and functional parallel programming 
systems [3, 4]. 
The problem of static planning parallel execution of flowgraph 
programs is considered in paper [8]. 
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ABSTRACT 
 

One of the challenges of Grid computing is the integration of 
legacy scientific applications. There is no standard way of 
registering these applications, describing their input 
parameters and output results and monitoring their progress in 
the Grid environment. The Web Services Architecture (WSA) 
is an ideal technology to integrate legacy applications into the 
Grid. Adopting this service-oriented model, a framework is 
here presented and implemented to achieve the dynamic 
deployment and scheduling of scientific applications. The 
framework treats all components (Computing Resource and 
Mate-Scheduler) as WSRF-compliant services which support 
the applications integration with underlying native platform 
facilities and facilitate the construction of the hierarchical 
scheduling system. 
 
Keywords: Web services, WSRF, Dynamic Deployment, 
Application Integration, Meta-Scheduler 
 
 
1. INTRODUCTION 
 
Computational Grids have become an important asset in 
large-scale scientific and engineering research. Many 
scientific communities are feeling a growing need to integrate 
their legacy applications into grid environment. Unfortunately, 
there is no standard way of integrating these applications into 
a Grid so that they can be discovered by interested clients and 
end-users [1]. By wrapping command-line applications into 
Grid services and scheduling these Grid services for end-users, 
a framework is here presented and implemented to enable the 
dynamic deployment, the discovering and the submission of 
scientific applications in a Grid environment. 
 
A Grid service is a Web service that provides a set of 
well-defined interfaces and that follows specific conventions. 
The interfaces address discovery, dynamic service creation, 
lifetime management, notification, and manageability; the 
conventions address naming and upgradeability [11]. In our 
framework, the scientific applications are described as job 
description files in XML format [2]. The WSRF resource [3] is 
used to contact a local job manager through Globus [4] to 
submit the legacy application. The framework has three 
primary components: 
 

 The Resource Service is deployed in each computing 
resource. It manages all the application descriptions and 
has a mechanism to monitor the creation, deletion, and 
modification of the application description. A uniform 
interface is provided for the client to invoke the 
applications in the computing resource and to monitor the 
status of application executions. 

 The Meta-Scheduler is deployed as a Grid services 
scheduler in our framework. The Meta-Scheduler 
manages and monitors all available computing resources 
in a VO [5]. Via the uniform interface of Resource 
Service, the Meta-Scheduler collects the dynamic and 
static information of computing resources to make 

scheduling decisions, creates WSRF resources for users, 
submits applications and monitors the execution status. 

 The AdminTool can interact with Resource Service in a 
secure way. The AdminTool has a graphic interface and 
can be used to add, delete and modify the application 
descriptions by the local administrator. 

In this paper, our primary focus is the architecture and the 
implementation of the framework. The plan of the paper is as 
follows. In Section 2 the model architecture is described. The 
implementation aspects are presented in Section 3. In Section 
4 two experimentations are presented to evaluate the 
performance of the framework. Finally we conclude with a 
brief discussion of the future research. 
 
 
2. MODEL ARCHITECTURE 

 
The Web Services Architecture (WSA) adopts a common 
representation for computational and storage resources, 
networks, programs, and databases. All are treated as 
services–network-enabled entities that provide some capability 
through the exchange of messages. Adopting this uniform 
service-oriented model makes all components of the 
environment virtual through encapsulation of diverse 
implementations behind a common interface [12]. Our 
framework adopts this service-oriented model and wraps 
scientific applications in WSRF-compliant services. 
 
Fig. 1 illustrates the architecture of the model. The Resource 
Service is deployed in each Computing Resource and makes 
the Computing Resource virtual through encapsulation of 
scientific applications behind a common interface 
(Applications Interface). User Applications interact with the 
Meta-Scheduler, via a uniform User Interface, to discover 
applications, to submit applications and to monitor execution 
status. The architecture treats all components (Computing 
Resource and Mate-Scheduler) as WSRF-compliant services 
which support applications integration with underlying native 
platform facilities and facilitate the construction of 
hierarchical scheduling system. 
 
2.1 Applications Management 
The ability to dynamically deploy and to discover the wrapped 
applications must be achieved by the framework. In the 
Resource Service, the scientific applications are described in 
the Job Description Schema [6].  An Applications Manager 
takes the responsibility to add, delete and modify application 
descriptions in a Storehouse. An AdminTool can be used by the 
local administrator to interact with the Applications Manager. 
 
When the local administrator uses the AdminTool to add, 
delete and modify the application descriptions, the 
Applications Manager updates the application list and 
modifies the job description files in the application storehouse. 
It sets also a signal to notify the Meta-Scheduler the 
modification of the application list. The Mate-Scheduler 
monitors the signal status. When it detects the change of signal 
status, it updates its application lists within a reasonable delay. 
 



Towards Dynamic Integration and Scheduling of Scientific Applications 

 

450 

According to the request of user applications, the 
Meta-Scheduler queries the applications lists which are copied 
from each Resource Service. If there is more than one 
Resource Service which deploys the wanted application, a 
scheduling decision is made by the Meta-Scheduler. 
 
2.2 MDS and Scheduling 
MDS can be configured in a hierarchical fashion with upper 
levels of the hierarchy aggregating information from the 
lower-level MDS (Index Services) [7]. Thus from each 
Computing Resource, the Meta-Scheduler can gather the 
dynamic and static information for the scheduling decision. 
 
A simple scheduling algorithm is implemented in the 
Meta-Scheduler. When the Meta-Scheduler finds that there is 
more than one available Resource Service which conforms to 
the user requirement, it compares the number of available 
CPUs of each Computing Resource. The Meta-Scheduler 
selects the resource which has the most available CPUs. If the 
number of 
 

 
Fig.1. The Architecture of the Proposed Model. 

 
available CPUs is similar, the Meta-Scheduler calculates the 
value of  WaitingJobs / TotalCPUs for each Computing 
Resource. WaitingJobs is the number of jobs waiting in the 
local job queue, and TotalCPUs is the number of CPUs on 
each Computing Resource. The resource which has the 
smallest value is selected. A scheduling algorithm which is 
more complex will be considered in the future. 
 
2.3 Standard Interface for Application Arguments 
In the Job Description Scheme, there are three elements: 
Argument, FileStageIn and FileStageOut [6]. After a Resource 
Service and a application description have been selected by the 
Meta-Scheduler, the user specifies all the input parameter 
values (include Argument, FileStageIn and FileStageOut) and 
sends a submission request to the Meta-Scheduler via User 
Interface of the Meta-Scheduler. Then the Meta-Scheduler 
creates a replica of selected application description, sets these 
elements in this Job Description replica and inserts this replica 

in a JobQueue. In the JobQueue, a scheduling strategy of 
FCFS (First Come First Serve) is adopted to really submit this 
Job Description to the GRAM service of the Computing 
Resource. 

 
 

3. SERVICES IMPLEMENTATION 
 
The Mate-Scheduler and Resource Service are implemented in 
the base of GT4 and WSRF. The PortType [13] of each 
Service is illustrated in Table [1,2]. 
 

Table 1. the PortType of Meta-Scheduler. 

 
3.1 Job Submission Sequence 
The Mate-Scheduler and Resource Service are implemented 
on the basis of GT4 and WSRF. Fig. 2 illustrates the sequence 
of a user job submission. 
 

 The user invokes the openSession operation of the 
Meta-Scheduler to get a client number. 

 The user invokes the findApplication operation with 
client number and the requested application as 
parameters. 

 The Meta-Scheduler searches in all the application 
lists. If it finds the requested application, a Boolean 
“true” is returned to the user. 

 The user gets “`true”, so it can invoke the scheduler 
operation in order to submit the application. 

 The Meta-Scheduler invokes createResource of the 
Factory Service to create a resource for the user. 

 After having created the resource, the 
Meta-Scheduler submits the job to Resource Service 

 The user uses getJobStatus to query the job status. 
 If the execution of application is finished, the user 

invokes closeSession to destroy the session. 
 
 
 
 
 
 

 PortType Description 

1 openSession 

Open a session for a user. It returns a 
client number to the user, and the user 
uses this number to query the job 
status. 
 

2 closeSession 
Close the user session. If the job is 
finished, the user uses this PortType 
to close his account. 
 

3 findApplication
 

The operation is used by user 
applications to search the needed 
application in each Resource Service. 
If there are more than one Resource 
Service which has the needed 
application, the Meta-Scheduler uses 
MDS information to select the best 
resource for user. 
 

4 Scheduler 
Submit the selected Job Description to 
a Resource Service. 
 

5 getJobStatus Get the job execution status. 



DCABES 2007 PROCEEDINGS 

 

451

Table 2. The PortType of Resource Service 

 
Fig 2. the Sequence Diagram for a User Job Submission. 

 
3.2 Security 
The framework deals with the two basic concepts of security: 
authentication (verifying that users are who they say they are) 
and authorization (assigning privileges to users once their 
identity has been firmly established). To enforce security on 
the client-side, applications which interact with 
Meta-Scheduler and Resource Service must be configured to 
use host authorization and to enforce both privacy and 
integrity authentication. On the server-side, authentication and 
authorization are specified by creating a security descriptor 
file before services (Meta-Scheduler and Resource Service) 
are compiled into GAR files [8]. The Gridmap authorization is 
adopted instead of host authorization on the server-side. 
 
 
 
 

4. EVALUATION 
 
In the proposed framework, the capacity of dynamic 
deployment and the performance of the uniform interface must 
be evaluated. The most important aspect for the job 
submission is the turn-around time. Turn-around time is the 
time from a job being accepted by the Meta-Scheduler till the 
completion (i.e. the job has reached the done state). The 
turn-around time is measured in 2 cases: 
 
• An application is added dynamically in a Resource Service. 
• Our framework and globusrun-ws [9] are used to submit 
jobs to a same Computing Resource. A comparison is made to 
evaluate the different performance between our framework 
and globusrun-ws. 
 
4.1 Dynamic Deployment Experiments 
The AdminTool is used to add dynamically an application in 
the system. The experimental setup is as follows. The 
Resource Service is deployed and tested at two Condor 
clusters: a cluster named C1 with three servers, another cluster 
named C2 with two servers. Each server has 2 Pentium 4 
3.20GHz with 1 GB RAM. The Meta-Scheduler is installed in 
a PC powered by Pentium 4 3.00GHz with 512 MB RAM. All 
the machines are connected by 100 Mb Ethernet. GT 4 is 
installed in the central manager of Condor pool, and Scheduler 
Adapters are configured to support the job submission into the 
Condor pool. From a laptop, the user application submits 30 
jobs to the Meta-Scheduler and the interval of submission is 
30 seconds. The application is a simple C program. It waits 5 
minutes and then returns. In order to execute the application in 
the standard universe, condor compiler must be used to re-link 
the application with the Condor libraries [10]. After the user 
has submitted 8 jobs, the local administrator of C2 runs 
AdminTool to add the application in C2. For comparisons, the 
user application submits 30 jobs once again. The difference 
with the first time is there is not a dynamic deployment, thus 
only C1 is used to submit jobs. 
 
Fig. 3 shows that the turn-around time of followed jobs 
dropped down when the application is added in C2 (after 
eighth job). Because the Meta-Scheduler detects the 
modification of applications list in C2 and it can submit the 
user job to C2. Thus the ninth job does not wait to be 
submitted to C1; instead it is submitted to C2 and is executed 
immediately. Since the system MDS takes time to gather 
 

 
Fig.3. The Performance of Dynamic Deployment of 

Application. 
 
resource information, the Meta-Scheduler uses the information 
a little delayed to schedule the jobs. When the fifteenth job is 

Component  PortType Description 

1 getApplicationList 

It is used by the 
Meta-Scheduler to 
get the application 
list from each 
Resource Service. Resource 

Factory 
 

2 createResource 

According the 
user’s request, it 
creates a application 
resource 
Application 
Interface 

3 submit 

It is used to submit 
the Job Description 
to the GRAM 
service. 

Applications 
Interface 
 

4 4 getJobStatus 
Get the job 
execution status 

5 addApplication 
Add Job Description 
(used by dminTool)

6 modifyApplication 
Modify Job 
Description (used 
by AdminTool ) 

7 deleteApplication 
Delete Job 
description (used by 
dminTool ) 

Applications 
Manager 
 

8 isApplicationChanged Detect the change of 
application list 
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submitted, the Meta-Scheduler submits continually the job to 
C2, because the Meta-Scheduler thinks that there are still 
some free CPUs in C2. This is the reason why the turn-around 
time of the fifteenth job is a little longer. After the submission 
of the fifteenth job, the turn-around time of followed jobs in 
the case of dynamic deployment is much more dropped than in 
the case of the absence of dynamic deployment because of the 
distribution of job on two clusters. 
 
4.2 Comparison between the Framework and 

Globusrun-Ws 
In order to evaluate the performance of the framework, a 
comparison is made by submitting jobs to the Computing 
Resource, C1, via different interface (our Resource Service 
and globusrun-ws [9]). A user program is applied to submit 
jobs via the Resource Service and the interval of submission is 
30 seconds. The application which the user needs is only 
deployed on C1. Thus the user jobs can solely be executed on 
C1. When globusrun-ws is used to submit a job, it returns till 
the completion of this job. Therefore in the program which 
uses globusrun-ws to submit jobs every 30 seconds, each 
execution of globusrun-ws is started in a thread. The program 
monitors the status of threads and when a thread is no longer 
alive, this meant the job execution is finished. Then the 
program calculates the turn-around time for each completed 
job. 
 
Fig. 4 shows the result. It is shown that the turn-around time in 
the case of Resource Service is a little shorter than the time in 
the case of globusrun-ws. But the performances of the two 
infrastructures are very close. 
 

 
Fig.4.the Comparison between the Framework and 

Globusrun-Ws. 
 
 
5. RELATED WORK 
 
In the context of Computational Grids, we can mention the 
following meta-scheduling projects : Condor/G [14], which 
provides user tools with fault tolerance capabilities to submit 
jobs to a Globus based Grid; Nimrod/G [15], designed  
specifically for Parameter Sweep Application (PSA) 
optimizing user-supplied parameters like deadline or budget; 
GridLab Resource Management System (GRMS) [16], which 
is a meta-scheduler component to deploy resource 
management systems for large scale infrastructures; and the 
Community Scheduler Framework (CSF) [17], an 
implementation of an OGSA-based meta-scheduler; and the 
Enabling Grids for E-sciencE (EGEE) Resource Broker [18], 
that handles job submission and accounting. Finally, GridWay 
gives end users, application developers and managers of 

Globus infrastructures a scheduling functionality similar to 
that found on local DRM systems, including the support for 
DRMAA GGF standard [19]. 
 
There are several research efforts aiming at automating the 
transformation of legacy code into a Grid service. Most of 
these solutions are based on the general framework to 
transform legacy applications into Web services outlined in 
[20], and use Java wrapping in order to generate stubs 
automatically. One example could be found in [21], where the 
authors describe a semi-automatic conversion of legacy C 
code into Java using JNI (Java Native Interface). 
 
Compared to Java wrapping, some solutions [1], [22], [23] are 
based on a different principle. They offer a front-end Grid 
service layer that communicates with the client in order to 
pass input and output parameters, and contacts a local job 
manager to submit the legacy computational job. The Grid 
service is defined by OGSA [24] which supports, via standard 
interfaces and conventions, the creation, termination, 
management, and invocation of state-full and transient 
services as named and managed entities with dynamic and 
managed lifetime. To deploy a legacy application as a Grid 
service there is no need for the source code. The user only has 
to describe the legacy parameters in a pre-defined file 
(description) and to transfer that file to a Factory service. But, 
the interface by which we can interact with the deployed 
applications is not uniform, because the Factory needs a 
description of the service to create an instance of application. 
The different description providers could define various 
service port-types in the descriptions. Therefore the interface 
of application instance varies according to different service 
port-types. The other problem is the quantity of service 
instances. The application is created and deployed as service 
instance. In this case, if we deploy a large quantity of needed 
applications in a computing resource, there will be too many 
service instances to be created. The management of these 
instances is truly a delicate job. 
 
The paper [25] presents a lightweight Grid solution for the 
deployment of multi-parameters applications on a set of 
clusters protected by firewalls. The system uses a hierarchical 
design based on Condor for managing each cluster locally and 
XtremWeb for enabling resource sharing among the clusters. 
This approach fulfills the requirements of Grid deployments 
ensuring strong security and fault tolerance using resilient 
components which fetch their context before restarting. 
 
 
6. CONCLUSIONS 
 
The framework for dynamic deployment of scientific 
applications into grid environment has been described. The 
framework addresses dynamic applications deployment. The 
local administrator can dynamically put some applications 
available or unavailable on the Grid Resource without 
stopping the execution of the Globus Toolkit Java Web 
Services container. A Grid Scheduler has been integrated in 
the framework, which can realize simple job scheduling, select 
the best Grid Resource to submit jobs for the users. The 
performance of the framework has been evaluated by some 
experiments. All the components in the framework are realized 
in the standard of Web Service, so the other meta-schedulers 
or clients can interact with the components in a standard way. 
 
We plan to complete the Grid Scheduler to realize more 
complex scheduling algorithm and to integrate the workflow. 
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The Grid Scheduler is a Web Service. The interaction between 
the Grid Scheduler or between a Grid Scheduler and the other 
meta-scheduler can be realized in the standard of Web service. 
So we would like to create a hierarchy of meta-Scheduler to 
realize a distributed scheduling. 
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ABSTRACT  
 

This paper addresses the static scheduling of a directed 
acyclic task graph (DAG) on a heterogeneous, bounded set 
of distributed processors to minimize the makespan. By 
analyzing the task scheduling model, we present a new 
heuristic, known as Dynamic Critical Path Duplication 
(DCPD), for scheduling DAG on a set of heterogeneous 
processors. DCPD assigns the tasks on the dynamic critical 
path to the suitable processor which minimizes the earliest 
finish time for them, combining insertion-based scheduling 
and task duplication techniques. The comparison study by 
simulation on Simgrid, based on randomly generated DAG, 
shows that DCPD surpasses previous approaches in terms of 
both quality and cost of schedules, which are mainly 
presented with schedule length, frequency of best result, and 
scheduling time metrics. 
 
Keywords: Parallel Computing, Task Scheduling, DAG, 
Cluster Based Scheduling, Duplication Based Scheduling, 
Simgrid 
 
 
1. INTRODUCTION  
 
A parallel computing system is characterized by 
multiprocessor executing parallel jobs. Heterogeneity in a 
multiprocessor system is introduced due to the presence of 
processors that have different characteristics, including 
speed, memory space, special processing functionalities, etc. 
In the parallel system, an efficient task partitioning and 
scheduling strategy has been regarded as one of the 
important issues. The task partitioning strategy divides an 
application into tasks of appropriate grain size and an 
abstract model of such a partitioned application can be 
represented by a directed acyclic graph (DAG).  
 
The general task scheduling problem includes the problem of 
assigning the tasks of an application to the suitable 
processors and the problem of ordering task executions on 
each resource. When the structure of the parallel program in 
terms of its task execution time, task dependencies, task 
communication and synchronization, is known a prior, 
scheduling can be accomplished statically at compile time. 
The objective of scheduling is to minimize the completion 
time of a parallel application by properly allocating the tasks 
to the processors.  
 
The problem of optimal scheduling of tasks with required 
precedence relationship, in the most general case, has been 
proven to be NP-complete and optimal solutions can be 
found only after an exhaustive search. Such optimality can 
be achieved if adequate time is available, i.e., the problems 
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are non-real-time type. Hence, many heuristics that could 
give an optimal solution in polynomial time have been 
proposed, for some very restricted cases. But, approximate 
optimizations are sometimes said to be an acceptable 
approach that can be put forth for the scheduling problem. 
Because of its key importance on performance, the task 
scheduling problem in general has been extensively studied 
and various heuristics are proposed in the literature. These 
heuristics are classified into a variety of categories, such as 
list scheduling algorithms [5], clustering algorithm [3], 
duplication based algorithm [4], and guided random search 
methods [6]. 
 
In this paper we propose a compile-time task scheduling 
algorithm based on cluster scheduling and duplication 
algorithm. The algorithm works under the environment of a 
bounded number of fully connected heterogeneous 
processors. The remainder of the paper is organized as 
follows: Section 2 introduces the model of the task 
scheduling for heterogeneous computing; Section 3 presents 
the DCPD algorithm. Section 4 briefly reviews some other 
scheduling algorithms that we apply for performance 
comparison and the simulation results on Simgrid are also 
presented. Section 5 concludes the whole paper. 
 
 
2. TASK SCHEDULING MODEL 
 
The complete task scheduling model for heterogeneous 
computing consists of the processor model and the task 
model. 
 
2.1 The processor model 
The processor model ( , , , )PE P S Lm B= is a network of 
heterogeneous processors connected in a fully connected 
topology in which all inter-processor communications are 
assumed to perform without contention. In our model, it is 
also assumed that computation can be overlapped with 
communication. 

{ ; [1, ]}iP p i M= ∈ is the set of processor. 
{ ; [1, ]}iS s i M= ∈ denotes the computing speed of ip . 

{ ; [1, ]}iLm a i M= ∈ denotes the I/O setup overhead for ip . 

,{ ; , [1, ]}i jB b i j M= ∈ denotes the bandwidth between 

ip and jp . 
 
2.2 The Task Model 
In the general form, the application for scheduling can be 
expressed as a directed acyclic graph (DAG). A node in the 
graph represents a task which is a set of instructions that 
must be executed serially in the same processor, associating 
with its computation cost. Additionally, task executions are 
assumed to be nonpreemptive. The edges in the graph 
correspond to the communication messages and precedence 
constraints among the nodes. The source node and the 
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destination node of an edge are called the predecessor node 
and the successor node respectively. In a task graph, a node 
which does not have any predecessor is called an entry node 
while a node which does not have any successor is called an 
exit node. The heterogeneity has been modeled by assuming 
the different runtime of tasks on different processors. The 
DAG is { , , , }G V E r d= , where V is the set of task nodes and 
E is the set of communication edges. 

{ ; [1, ]}iV v i N= ∈ is the set of task.  

( , ) i

u

programr i u
S

=                           (1) 

denotes the run time of task iv on processor up .  
The average run time of task iv  is defined as 

1

1 ( , )
M

i
j

r r i j
M =

= ∑                            (2) 

{ ( , ); , [1, ], ( , ) [0,1]}E e i j i j N e i j= ∈ ∈ denotes the partial 
order between iv and jv . 

{ ( , ); , [1, ]}d d i j i j M= ∈  denotes the communication cost 
between iv and jv . 

,

,

( , ) i j
u

u v

data
d i j lm

B
= +                       (3) 

where task iv on processor up and task jv on processor vp . 
 
A Critical Path (CP) of DAG is a set of nodes and edges, 
forming a path from an entry node to an exit node, of which 
the sum of computation costs and communication costs is 
the maximum. The length of the critical path is the number 
of nodes on the longest path from entry to exit. The 
following notation will be used:    

{ ; [1, ]}iC c i T= ∈  is the set of path from the entry to exit. 
( )L C is the execution time of path C . 

( )l C denotes the number of nodes on the path C . 
 
The objective of scheduling is to minimize the schedule 
length by properly allocating the nodes of DAG to PE and 
sequencing their start-time so that the precedence constraints 
are preserved. The scheduling result can be obtained by 
minimize the execution time of the path of DAG from the 
entry to exit. 

1 1
{ ( , )}s uu M s T

Ts Min MaxL C P
≤ ≤ ≤ ≤

=                  (4) 

The execution time of the longest path can be expressed as 
the sum of the computation time and the waiting time of the 
tasks on the path.  

( )

1
( , ) ( ( , ) ( , ))

sl C

s u i u i u
i

L C P r C P w C P
=

= +∑        (5) 

 
Fig.1 Scheduling task i on processor pu 

 
The waiting time of task iC on processor uP is expressed 
as 

( , ) ( , ) ( -1, )u u t uw i P dat i P A i P= ∼            (6) 

where
,

0,
a b a b

a b
otherwise

− >⎧
= ⎨

⎩
∼ . 

The date arrive time of task iC on processor uP is the 
maximum sum of iC ’s predecessor tasks finish time and 
communication time. 

( )
1

( , ) { ( , ) ( , )}u k prec i
v p

dat i P Max Ft k v d k i
∈
≤ ≤

= +               (7) 

According to the above analysis, we get the following the 
conclusions: 
(1) To reduce the schedule length, we need to minimize 

the execution time of the longest path of DAG. 
(2) The runtime of a task on the processor includes two 

parts: the computation time and waiting time. The 
waiting time depends on the finish time of the 
predecessor task and communication cost between 
them.  

 
 
3. DCPD ALGORITHM 
 
The longest path of DAG is the critical path which 
determines the partial schedule length. Thus, the nodes on 
the CP have to be scheduled properly in time and space. 
However, as the scheduling process proceeds, the CP can 
change dynamically. That is, a node on the CP at one step 
may be not at the next step. This is because the 
communication cost among two nodes is considered zero if 
the nodes are scheduled to the same processor. In order to 
distinguish the CP at an intermediate scheduling step from 
the original CP in the task graph, we call it the dynamic 
critical path (DCP). To reduce the scheduled length, we need 
to assign the nodes on DCP to the suitable processors and 
reduce the waiting time for them by clustering or duplicating. 
A new algorithm DCPD is provided by duplicating the nodes 
on dynamic critical path in this paper. Before introducing the 
details, we discuss the parameters for it. 
 
3.1 Parameter of DAG 
To identify the nodes on the DCP, we introduce two 
attributes for each node. The earliest start time (EST) for 
task jn on processor vp  is defined by 

,( )
1

( , ) { ( , ) ( , ) ( , ) }i ji PRED j
u T

est j v Max est i u r i u w i j c
∈
≤ ≤

= + +      (8) 

where 
1,

( , )
0,

u v
w i j

otherwise
=⎧

= ⎨
⎩

and ( )PRED j  is the set of 

immediate predecessor of task jn .The EST is computed 
recursively by traversing the task graph downward from the 
entry task, and ( ) 0entryest n = . The dynamic critical path 

length, denoted by { ( , ) }jMax est j v r+ .The value of the 
DCPL is simply the schedule length of the partially 
scheduled task graph. The latest start time (LST) for task 

in is defined by 

,( )
1

( , ) { ( , ) ( , ) ( , )}i ji SUCC j
v T

lst i u Min lst j v w i j c r i u
∈
≤ ≤

= − −       (9) 

where ( )SUCC j  is the set of immediate successors of 
task in . The LST is computed recursively by traversing the 
task graph upward from the exit task of the graph, and 

( )exit exitlst n DCPL r= − . The very important predecessor of 
task in ( ( )ivip n ) is the one which offers   
the ,{ ( , ) }i jMax ect i u c+ , where ( , ) ( , ) ( , )ect i u est i u r i u= + . 

Similarly, the very important successor of task in ( ( )ivis n ) 

is the one which offers the ,{ ( , ) }i j jMax ect i u c r+ + . The 

r(i-1,u)         w(i, j)            r(i, u) 

pu dat(i, u) At(i-1,u) 
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favorite processor of in ( ( )p if n ) is the processor which 

offers the { ( , )}min r i u . 
THEOREM 1: If ( , ) ( , )est i u lst i u= , then in  is a node on 
the DCP. 
PROOF: Assume on the contrary that in  is not on the DCP, 
the path with the largest sum of computation costs and 
communication costs, from entryn to exitn , leaping over in , 
which length is DCPL. Then, by the definitions of EST and 
LST, ( , )est i u is equal to the sum of computation costs and 
communication costs from entryn  to in , excluding ( , )r i u ; 

and ( , )lst i u is equal to the sum of computation costs and 
communication costs from in to exitn , which can also be 

expressed as ,{ ( )}
exit

i i j
entry

DCPL max w d− +∑ . According to the 

assumption ( , ) ( , )est i u lst i u DCPL+ < , this in turn implies 
that ( , ) ( , )est i u lst i u≠ .Thus, in  is on the DCP. 
 
3.2 The Insert Rule 
The DCPD algorithm uses an insertion based strategy which 
considers the possible insertion of a task in an earliest idle 
time slot between two already scheduled tasks on a processor. 
A node in  can be assigned to processor up , on which a set 
of m nodes 1 2{ , ... }mn n n have been scheduled, if there exists 
some value of k such that: 

{ ( , ) ( , ), ( 1, )} { ( , ), ( , ) ( , )} ( , )Min lst i u r i u lst k u Max est i u est k u r k u w i u+ + − + ≥
Where k=0,1,...m , ( 1, )lst m u+ = ∞ , and (0, ) 0est u = . 
After in is inserted into a processor, the communication cost 
among the nodes on the processor are set to zero. In addition, 
to preserve the linearity, a zero cost edge is added from the 
preceding node to in , and another zero cost edge is added 
from in  to the succeeding node. Thus, in ’s EST and LST on 
processor up can change due to the linear ordering of the 
nodes according to the start time within the processor.  
 
3.3 DCPD Algorithm 
An accurate determination of important nodes for 
duplication is the key to obtain a short makespan. The most 
important nodes are those on the critical path, and their 
finish time determines the final schedule length. Thus the 
nodes on the CP should be examined for scheduling on the 
processors which provide the minimize runtime. However, 
the critical path varies during the scheduling process, so the 
nodes on the dynamic critical path are of vital importance. 
Inserting them on the proper time slot or duplicating their 
important predecessors on the most suitable processor 
depends on which will reduce the complete time for them. 
Meanwhile the looking forward policy should also be used 
and their important successor should be taken into account. 
As to those unimportant nodes, assign them to the processors 
which will not increase the whole makespan. 

Schedule (Ta,Pr ); 
{ 

1) calculate EST and LST for all node by ir , and 
set the favorite processor ;                 

2) put the nodes on the critical path in the CPset;  
3) select the processor (Pcp) which minimize the 

sum of runtime for the nodes in the CPset, and 
update the corresponding pf ;  

4) while not all nodes scheduled do  

{ 
5) ni :the node with the nodes with the smallest 

difference between its EST and LST; 
6) if   ni   in CPset   //case 1 
7) assign  ni  on CPC  //schedule all CP nodes on 

Pcp;     
8) else if  ni  has the equal EST and LST   //case 

2 
9) assign ni on processor minimum sum of 

{ect(ni)+est(VIS(ni)); 
10) else 
11) scheduling the node on the processor which will 

not increase the makespan;  //case 3 
12) update EST, LST, and pf for all nodes;  

} 
 }. 

Fig.2. DCPD Algorithm 
 
The details of scheduling a node of case 2 will be discussed 
in the following. 
Form the _ { ( ), ( ( )), ( ( )), ( )}p i p i p iP list f n f vip n f vis n p hd=  

Case 1: ( ) ( ( )) ( ( ))p i p i p if n f vip n f vis n= =  

( ) ( , ( ))i i p iect n ect n f n=              //insert in on 

( )p if n   

( ( )) ( )i iest vis n ect n=  
Case 2: ( ) ( ( ))p i p if n f vip n=  

( ) ( , ( ))i i p iect n ect n f n=  

( ( )) ( ) ( , ( ))i i i iest vis n ect n d n vis n= +  
Case 3: ( ( )) ( ( ))p i p if vip n f vis n=  

( ) ( ( ), ( )) ( , ( ))i i p i i p iect n ect vip n f n r n f n= +          

//duplicate ( )ivip n to minimize the earliest complete time 
( ( )) ( )i iest vis n ect n=  

Case 4: ( ) ( ( )) ( ( ))p i p i p if n f vip n f vis n≠ ≠  

( ) ( ( ), ( )) ( , ( ))i i p i i p iect n ect vip n f n r n f n= +  

( ( )) ( ) ( , ( ))i i i iest vis n ect n d n vis n= +  
Case 5: 

( ) ( ( ), ( )) ( , ( ))i i iect n ect vip n p hd r n p hd= +         
//assign in to the lightest workload processor. 

( ( )) ( ) ( , ( ))i i i iest vis n ect n d n vis n= +  
Calculate the ( )iect n and ( )iect n for the above 5 cases, and 
choose the processor which offers the minimum sum of 
them.  
 
The first stage, used for calculating the parameters for all 
nodes, has a time complexity ( ( ))O P N E+ . The dominant 
part of the algorithm is the “while” loop. This loop executes 

( )O N  times as there are N nodes in the DAG. Only the 
nodes on the dynamic critical path need consider the 5 
different cases. There are ( )O logN  [7] nodes on the critical 
path of DAG and ( )O logN  edges along the critical path. 
Each time assign these nodes to 4 special processors and 
compare 5 different cases, trying inserting or duplication 
strategies. The time complexity is (5 )O logN .After assigning 
the node to the proper processor, the nodes parameters will 
be updated, and the time complexity is ( )O N E+ . Thus the 
average overall time complexity is ( )O NlogN  and the 
worst case is 2( )O N . 
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4. SIMULATION ON SIMGRID[8] 
  
Simgrid is a toolkit that provides core functionalities for the 
simulation of distributed applications in heterogeneous 
distributed environments. Simgrid comes in two flavors.  
(1) The first one (SG) is a rather low-level toolkit that   

provides core functionalities for the simulation of 
distributed applications in heterogeneous distributed 
environments. SG is suitable for simulation on DAG 
scheduling.  

(2) The second one (MSG) is a simulator built using the 
previous toolkit. It aims at being realistic and is more 
application-oriented.  

As the scheduling algorithm is based on DAG, we choose 
SG as simulator. A simulation on Simgrid usually includes 
three parts: the topology of resource interconnections, the 
structure of task graph, and the scheduling strategies. 
Simgrid treats CPUs and network links as unrelated 
resources and it does not make any distinction between data 
transfers and computations: both are seen as tasks. It is the 
responsibility of the user to ensure that their requirements 
are met.  
 
4.1 Related Algorithm 
Some task scheduling schemes have been provided in recent 
years, including DLS, HEFT, CPOP, TANH. 
(1) Dynamic-Level Scheduling (DLS) Algorithm[5]  

This algorithm belongs to the list scheduling scheme. 
During the scheduling processing, the algorithm 
chooses the  ready node and available processor pair 
that maximizes the  value of dynamic level. The 
complexity is 3( )O v p . 

(2) Heterogeneous-Earliest-Finish-Time Algorithm[2]  
It is a two-phase algorithm. The first phase queues the 
task   by non-increasing order of nodes priority. Then 
select the proper processor. The HEFT algorithm has an 
insertion-based policy which considers the possible 
insertion of a task in an earliest idle time slot between 
two already scheduled tasks on a processor. The 
complexity of HEFT algorithm is 2( )O pv . 

(3) The Critical-Path-on-a-Processor Algorithm[2] 
Like HEFT algorithm, this algorithm set the 
computation cost of tasks and communication cost 
with mean values. During the scheduling process, 
select the highest priority task in  from priority queue, 
if in  is on the CP, assign it on Pcp, otherwise, assign 
it to the processor kp that minimize EFT for it. The 
complexity is ( )O pe . 

(4) Task Duplication-Based Scheduling Algorithm[1] 
The TANH algorithm has been proved to be optimal 
for DAG with some restricts. Calculate the earliest 
start time and the earliest complete time for every node. 
Queue the favorite processors for each node (fp), 
which yield a minimum completion time for it. Decide 
the favorite predecessor for the nodes. Compute the 
latest allowable completion time and latest allowable 
start time for all nodes in a bottom-up traversal of the 
DAG. Assign the level for nodes. The algorithm 
schedules the nodes to the processor, taking the task’s 
fp and other parameters into account. The complexity 
of TANH is 2( )O v . The optimality conditions for 
TANH are very strict, when the DAG is of coarse grain, 
and the communication requirements must be lower 
than the computation requirements. 

 

4.2 Task Graph Generation 
The simulations on simgrid generate random structure of 
task graph, including the in tree, out tree, fork join, etc. The 
computation cost of the individual nodes and the 
communication cost of the edges are all randomly chosen. 
Within each type of graph, different values of CCR are used. 
The communication-to-computation ratio (CCR) of a parallel 
program is defined as its average communication cost 
divided by its average computation cost on a given system. 
The CCR range varies from 0.1 to 10. 
 
4.3 Performance Metric 
NSL: Since a large set of task graphs with different 
properties is used, it is necessary to normalize the schedule 
length to a lower bound, which is determined by  

G

makespanNSL
T

=                               (10) 

Number of occurrence of better quality of schedules: The 
number of times that each algorithm produced better, worse, 
and equal quality of schedules. 
Running time of the algorithm: It is the execution time of an 
algorithm for obtaining the output schedule of a given task 
graph. This metric basically gives the average cost of each 
algorithm. 
 
4.4 Experiment Result 
Task duplication schemes are, in general, observed to be 
better than the Priority based and Cluster based schemes. 
The TANH and DCPD algorithm show to outperform the 
other algorithms for different CCR. For computation intense 
DAG, DCPD works as well as TANH; as to communication 
intense DAG, DCPD works better. DLS runs much longer 
time than the other algorithms. Generally, DCPD needs less 
time than others. Figure 3~7 illustrate the results. 
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Fig.3 Makespan compare for CCR=0.1 
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Fig.4 Makespan compare for CCR=1 
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Fig.5 Makespan compare for CCR=10 
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5. CONCLUSION 
 
To reduce the schedule length, we need to minimize the 
execution time of the longest path of DAG. As the 
scheduling process proceeds, the critical paths change 
dynamically. In this paper, a new algorithm called DCPD is 
provide for scheduling application task graph onto a system 
of heterogeneous processors, which schedules the tasks on 
the dynamic critical path by duplication and looking forward 
policy to choose the most suitable processors for them. Some 
simulations have been made on Simgrid. The simulation 
results show that DCPD outperform them in term of 
makespan and other metrics. 
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ABSTRACT  
 

A group of features is defined to describe the synthetic 
performance of processing cells and distinguish their 
heterogeneousness in large-scale heterogeneous computing 
environments. Three notable features that can effectively 
partition the processing cells of target system with fuzzy 
clustering are verified through several groups of experiments. 
Based on fuzzy clustering results of the target system, a 
Scheduling heuristic algorithm is presented. In the scheduling 
stage, the cluster with better synthetic performance will be 
chose first. The algorithm greatly reduces the time spent on the 
processor selection for large-scale system. The priority 
designation of tasks takes the influence of critical path nodes 
and heterogeneous resource into consideration. Experimental 
results show that it performs very well compared with other 
algorithm. 
 
Keywords: Task Scheduling, Heterogeneous Computing, 
Direct Acyclic Graph 
 
 
1. INTRODUCTION 
 
How to schedule a program onto a multiprocessor system to 
minimize the program completion time is a well-known 
problem in parallel computing and processing. In general, 
finding an optimal schedule is an NP-complete problem, so 
researchers have resorted to devising efficient heuristics. Many 
early task scheduling algorithms made simplifying assumptions 
about the parallel program and target system, such as uniform 
task execution times, zero inter-task communication times, 
uniform processor execution rate and messages passing rate. 
Some researches about heterogeneous computing mainly 
concern the problem of independent task scheduling. Some 
algorithms considering temporal dependencies among tasks 
suppose communication links with uniform transmitting rate or 
full connectivity of parallel processors. Presently, most 
scheduling algorithms are designed under the assumption of 
homogeneous computing environments, such as, list scheduling 
[1~2], task-duplication based scheduling algorithm[3~4], task 
clustering based scheduling algorithm[5~6], modern 
optimization approaches like genetic algorithms, randomization 
approaches etc. Most task scheduling algorithms under 
heterogeneous computing environments suppose that there 
doesn’t have inter-task communication, such as Max-min and 
Min-min. With the rapid development of network technique, 
heterogeneous computing (HC) has become the future 
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research direction. HC will make it possible to solve 
complicated problems through geographically distributed 
processors interconnected by high-speed network. Therefore, 
task scheduling for heterogeneous computing will be a new 
hotspot of the research filed. 
 
In large-scale heterogeneous computing environments, exist 
tremendous processing cells geographically distributed, and 
result stupendous cost of choosing the fit processing cell during 
the scheduling process. This paper presents a group of features 
that can synthetically describe the performance of processor. 
Then, every processing cell has a pattern vector, which 
distinguishes it from others. Here, the heterogeneousness 
mainly refers to different processing cells with different 
execution rate and link broad width. The fuzzy clustering of the 
target system can be thought as a pretreatment that would 
largely reduce the time cost of choosing processors during the 
scheduling process. Furthermore, a fuzzy clustering based 
scheduling heuristic (FCBSH) is presented, which takes both 
the resource heterogeneousness and temporal dependencies 
among tasks into amount. It also tries to reduce every task’s 
completion time at every step so as to reduce the completion 
time of the entire program.  
 
The rest parts of this paper are organized as follows: Section 2 
introduces the preliminary definitions and notations. Section 3 
presents the fuzzy clustering of target system. Section 4 is 
devoted to the FCBSH algorithm formulation. Section 5 shows 
experimental results and performance analyses. Section 6 
summarizes this discussion. 

 
Fig.1. Task graph [7] 

 
 
2. PRELIMINARY DEFINITIONS AND 

NOTATIONS 
 
2.1 Task Graph 
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A task graph is a directed acyclic graph (DAG) G= (Vg, Eg), 
where Vg is a set of nodes and Eg is a set of directed edges. A 
node in the DAG represents a task denoted by ti, and the weight 
of ti is its computation requirement presented by W(ti). Ng=|Vg| 
is the amount of nodes and Neg=|Eg| the amount of edges. The 
directed edge in the DAG, denoted by (ni,nj), and weights by 
C(ni,nj) represents the communication requirement of the edge. 
If ni and nj are allocated onto the same processor, then C(ni,nj) 
is zero. A task cannot start its computation before receiving all 
communication messages from every predecessor node. 
PRED(nx) denotes the predecessor node set of nx, and SUCC(nx) 
is the successor node set. It is supposed that every task can be 
executed on any processor of the target system. An example of 
DAG is shown in Fig.1. 
 
The scheduled nodes (SN) are the nodes have been allocated on 
processors. The unscheduled nodes (USN) represent the nodes 
have not been allocated. Ready nodes (RN) are a set of nodes 
whose predecessor nodes have finished computation. If 
ni ∈ USN ∩ RN, then PRED(ni) ∈ SN. BL(nx), also called 
Bottom-Level, is the length of a longest path from nx to an exit 
node. In general, scheduling in a descending order of b-level 
tends to schedule critical path nodes first. Under heterogeneous 
computing environments, processors have various execution 
rates and communication links with different message passing 
capability, therefore, the median of execution rate over all 
processors, donated by Mp, and the median of message passing 
capability of all communication links, represented by Mc, are 
used to scale the node precedence under heterogeneous 
computing, donated by BL*. 

* *

( )
( ) ( ) ( ( , )) ( ))

j i
i i p i j c j

t SUCC t
BL t W t M Max C t t M BL t

∈
= + +   (1) 

The actual start time of ti on processor pj is denoted by 
( )

jp iST t , and the finished time of ti on processor pj presented 

by as follows. 
= +

j jp i p i i jFT ( t ) ST ( t ) W( t ) W( p )                  (2) 

Suppose ti∈PRED(tj) is allocated to px, and tj to py. If x=y, 
then ( , ) 0i jC t t = . The arriving time of messages from ti to tj is 
shown as follows.  

= +
y xp i j p i i j x yAT ( t ,t ) FT ( t ) C( t ,t ) C( p , p )           (3) 

Then, the earliest start time of tj on processor py is presented as 
follows. 

∈ ∩
=

y y y
i j

p j p i j p qt PRED( t ) SN
EST ( t ) Max{ Max { AT ( t ,t )},FT ( t )}  (4) 

 
Fig.2. Target system 

 
2.2. Target System 
The target system, donated by P=(VP,EP) is assumed to be a 
network of processing cells. Each processing cell has a local 
memory unit so that the processing cell doesn’t share memory 
and communication relies solely on message-passing. Where, 
VP is the set of processors and EP the set of edges (links). 

Np=|VP| and Nep =|EP| represent the amount of processors and 
links respectively. C(pi,pj), the weight of link (pi,pj), is the time 
cost spent on passing one unit of message. The weight of the 
node, donated by W(pi), represents the amount of computation 
that can be performed by the processing cell in a time unit. See 
an example shown in Fig.2. 
 
 
3. FUZZY CLUSTERING OF THE TARGET 

SYSTEM 
 
The heterogeneous computing environments in this paper 
mainly refer to the different computation capacities among 
processing cells and different communication capacities among 
links. It is obvious that how to choose processing cell for tasks 
would influence the completion time of their successors and 
even the entire program. Because of the heterogeneousness, it 
needs to find the suitable features to screen the 
heterogeneousness and evaluate the performance of the 
processing cell synthetically. Because there does not have strict 
feature differences among processing cells, it suits to do soft 
partition, which is also called fuzzy clustering. 
 
3.1 Feature Definition 
Undoubtedly, the primary problem presented to us, is how to 
define, choose the features that describe processing cells in 
target system. Firstly, we try to find out all features that can 
depict the heterogeneousness including computation and 
communication capacity of processing cells. Secondly, choose 
the notable features that could reasonably partition the target 
system. For the first step, our former research [8] only 
presented five features and did not address this problem in 
detail. In this paper, seven features are found out through our 
further research, and the notable features are verified in 3.2. 
(1) Processing Capacity (PC): ( )iPC W p=  the amount of    

computation that can be performed by the processing cell 
in a time unit. 

(2) The Average Communication Capacity (ACC): 

( )
( , )i j

j Nei i
C p p

ACC n
∈=
∑

, the average communication 

capacity of links connected with the processing cell. 
Where, Nei(i) is the set of adjacent nodes of i. 

(3) The Neighbor Average Processing Capability (NAPC): 

( )
( )j

j Nei i
W p

NAPC n
∈=
∑

, the average processing 

capability of the nodes in Nei(i). 
(4) The Network Location (NL): 

,
max{ ( , )}
pj V j i

NL n ShortPath i j
∈ ≠

= ⋅ , the processing cell’s 

location in the target system, the smaller the NL is, the 
closer the processing cell comes to the network center of 
the target system or to the margin in contrast. 
Where,

,
max { ( , )}

pj V j i
ShortPath i j

∈ ≠
, is the maximum hops 

from i to every processing cell in the target system. n is 
the amount of the processing cells that have the 
maximum hops to i. 

(5) The Minimum Communication Capacity (MICC): 

( )
min { ( , )}i jj Nei i

MICC C p p
∈

= , the minimum communication 

capacity among links connected with i. 
(6) The Amount of Links (AL): the amount of links connected 

with the processing cell. 
(7) The Maximum Communication Capacity (MCC): 

( )
max { ( , )}i jj Nei i

MACC C p p
∈

= the maximum communication 
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capacity among links connected with i. 
 
In the above definitions of the seven features, PC reflects the 
computation speed of the processing cell itself, while NAPC 
represents the processing cell’s neighborhood computation 
speed. That is to say choose a processing cell with better NAPC 
will better the execution of its subsequent nodes. The rest five 
features denote the communication capacity of links connected 
with the processing cell in a certain way. Well then, which are 
the notable features that can partition the target system 
reasonably? 
 
3.2 Fuzzy Clustering 
Each processing cell pk∈ Vp has a pattern vector denoted by 
P(pk)=(pk0,pk1,…,pks). Where, pkj (j=0,2,…,s) presents the jth 
feature of the pk, and s∈ [3,7] is a positive integer. Then we get 
the feature vector matrix. However, the data in table.1 are not 
in the range [0, 1], range standardization method is applied to 
standardize these data and shown in Equ.(5) and Equ.(6).  

= −
k

'
kik ik tp ( p t ) S                            (5) 

Where, kt  is the average of the kth dimension feature tk in 
table.1, and

kt
S is the standard deviation of tk.  

= − −" ' ' ' '
ik ik k min k max k minp ( p p ) ( p p )                    (6) 

Where, min 0 1
' min { ' }

p
k jkj N

p p
≤ ≤ −

= p’k , and max 0 1
' max { ' }

p
k jkj N

p p
≤ ≤ −

=  

Thereafter, a simulation relation matrix of processing cells in 
target system, donated by sR , is obtained through exponent 
similarity coefficient method. Furthermore, the fuzzy 
equivalence matrix with transitive closure, represented by eR , 

is calculated by performing matrix resultant operation on sR . 
Finally, the fuzzy clustering results can be acquired through 
setting the value of α-level cut. If the value of α approaches 1, 
the fuzzy clusters obtained above are more similar. Contrarily, 
if it is close to zero, the similarity among the fuzzy clusters is 
worse. After obtaining the fuzzy clusters, the synthetic 
performance of each cluster can be calculated by the following 
equation. 

1
"

0

1( ) [ ][ ]
k j

s

j i
p CL i

PERF CL P k i
n

α
−

∈ =

= ∗∑ ∑               (7) 

Where, n is the amount of the clusters in the clustering 
result, and CLj is the jth cluster. iα is the weight of the 
ith feature of the processing cell.  
 
3.3 Notable Feature Selection 

Table 1. Feature vector matrix of the five groups 
 t0 t1 t2 t3 t4 t5 t6 

p0 30.00 7.50 42.50 12.00 5.00 2.00 10.00
p1 35.00 7.50 42.50 8.00 5.00 2.00 10.00
p2 20.00 7.50 52.50 5.00 5.00 2.00 10.00
p3 65.00 12.50 50.00 9.00 10.00 4.00 15.00
p4 20.00 8.33 41.67 12.00 5.00 3.00 10.00
p5 75.00 12.00 42.60 4.00 10.00 5.00 15.00
p6 60.00 12.50 47.00 9.00 10.00 4.00 15.00
p7 30.00 10.00 20.00 15.00 10.00 1.00 10.00
p8 30.00 7.50 52.50 5.00 5.00 2.00 10.00
p9 28.00 10.00 75.00 5.00 10.00 1.00 10.00
p10 70.00 12.50 51.25 9.00 10.00 4.00 15.00
p11 33.00 12.50 50.00 12.00 10.00 2.00 15.00
p12 30.00 7.50 50.00 12.00 5.00 2.00 10.00
p13 40.00 12.50 51.50 12.00 10.00 2.00 15.00

 
With Fig.2, five groups of experiments are performed to find 
the notable features. The pattern vector using in the first group 
contains all seven features, and reduces one in turn in the rest 

four groups. According to 3.2, we get the feature vector matrix 
of every group seen in table1. The entire table1 is the feature 
vector matrix of the first group and the three gray-black 
columns is that of the fifth group. The fuzzy clustering results 
the five group experiments are shown in table2. It is easy to see 
that there is little difference among the results of five groups. 
The fifth experiment only uses three features, however, the 
only difference between the fifth experiment and the rest four is 
{3,5,6,10} in fifth experiment but {5} and {3,6,10}in other 
four experiments. Furthermore, the ranked results according to 
Equ.(7) of the five groups also have little difference. 

Table 2. The fuzzy clustering results of five groups 
Group Pattern vector Clustering results Ranked results 

1 
(PC,ACC,NAPC,
NL, MICC, AL, 
MACC) 

{{0,1,2,4,8,12},{
3,6,10},{5},{7},{
9},{11,13}} 

{{5},{3,6,10}, 
{11,13},{9},{0, 
1,2,4,8,12},{7}}

2 (PC,ACC,NAPC,
NL, MICC, AL) 

{{0,1,2,4,8,12}, 
{3,6,10},{5},{7}, 
{9},{11,13}} 

{{5},{3,6,10}, 
{11,13},{9},{0,1
,2,4,8,12},{7}}

3 (PC,ACC,NAPC,
NL, MICC) 

{{0,1,2,4,8,12}, 
{3,6,10},{5},{7}, 
{9},{11,13}} 

{{5},{3,6,10}, 
{11,13},{9},{0, 
1,2,4,8,12},{7}}

4 (PC,ACC,NAPC,
NL) 

{{0,1,2,8},{4,12}
,{3,6,10},{5},{7}
,{9},{11,13}} 

{{5},{3,6,10},{ 
11,13},{9},{4,12
},{0,1,2,8},{7}}

5 
(PC,ACC,NAPC)

{{0,1,2,4,8,12}, 
{3,5,6,10},{7}, 
{9},{11,13}} 

{{3,5,6,10},{11,
13},{9},{0,1,2,4,
8,12},{7}} 

 
Table 3. Clustering results of random generated target systems 
(PC,ACC,NAPC, 

NL,MICC,AL, MACC)
(PC,ACC,NAPC,NL, 
MICC, AL) (PC,ACC,NAPC) 

{{0},{1},{2},{3}, 
{4,5,8},{6},{7},{9,10, 
11,13}, {12}, {14}} 

{{0},{1},{2},{3}, 
{4,5},{6},{7},{8}, 
{9,10,11,13,14}, {12}} 

{{0,1},{3,7},{4},{5,6}
,{8},{2,9,10,11,13,14}, 
{12}} 

{{4,5},{1},{7},{6},{11}, 
{2},{8},{10},{14}, 
{11,13}, {3},{0},{9}} 

{{4,5},{7},{1},{2},{10
},{11},{6},{12,13,14}, 
{3},{0},{8},{9}} 

{{5},{1,6},{0,2,4,7,10
},{3},{11,12,13,14},{9
}} 

{{0},{1,2,5},{3},{4},{6}
,{7},{8,9}} 

{{0},{1,2,5},{3},{4}, 
{6},{7},{8,9}} 

{0,3},{1,2,5},{4},{6,7
}{8,9} 

{{0,1,7,8,9},{2},{3},{4}, 
{5}, {6}} 

{0,1,7,8,9},{2},{3}, 
{4}, {5},{6} 

{0,1,6,7,8,9},{2},{3,4}
,{5} 

{{0,2,7,12,13,14,16,18,}, 
{1},{3,4,6,9,10},{5},{8},
{11},{15},{17}, {19}} 

{{0,2,7,12,13,14,15,16,
17,18,19,},{1},{3},{4,
6,9},{5},{8},{10}, 
{11}} 

{{0,2,7,8,12,13,14,15,1
6,17,18,19},{1},{3},{6
,4,9},{5},{10},{11}} 

{{0,3,4,5,6,7,13,14,15,16
,17,18,19},{1},{2},{8,9,1
1},{10},{12}} 

{{0,3,5,6,7,13,14,15,16
,17,18,19},{1},{2,12}, 
{4},{8,9,10, 11}} 

{{0,2,3,5,6,7,12,13,14,
15,16,17,18,19},{1},{4
},{8,9},{10,11}} 

 
Utilizing the random target system generator [8], a group of 
target systems with 10, 15, and 20 nodes are generated. 
Choosing the pattern vector in the first, third, and fifth group of 
the above experiment, the randomly generated target systems 
are fuzzily clustered and their results are shown in table 3. 
From table 3, we can see the fuzzy clustering results of 
experiment with pattern vector (PC, ACC, NAPC) has coarser 
granularity than experiments with pattern vector (PC, ACC, 
NAPC, NL, MICC, AL, MACC) and（PC, ACC, NAPC, NL,  
MICC）, but it realizes the reasonable partitions of the target 
systems. Moreover, Fig.3 shows it only spends one fifth to one 
tenth of the cost of experiments with pattern vector (PC, ACC, 
NAPC, NL, MICC, AL, MACC) and（PC, ACC, NAPC, NL,  
MICC）. 
 
 
4. FCBSH ALGORITHM 
 
Obviously, if we can try our best to reduce the completion time 
of each task, it would be possible to shorten the entire 
program’s make span. The completion time of a task is 
determined by two factors. One is the start time of the task, the 
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other one is the execution time. The completion time of 
predecessors of the current task, messages passing capacities 
between the processing cells where predecessors locate and the 
processing cell where the current task is allocated and the 
completion time of former tasks scheduled on the same 
processing cell with the current task would influence the start 
time of the current task. Therefore, how to select processing 
cells for tasks will be an important influence on the completion 
time of successors’ execution. With the fuzzy clustering work 
done in section 3, it is easy to choose a processing cell with 
nice synthetic performance and minimum completion time. 
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Fig.3. Clustering runtime comparison 

 
The priority of a task is defined as follows. 

*P ( ) ( , )Δ= +i iriority t BL Considered t               (8) 
( , ) max ( ) min ( )i i iConsidered t FTinCon t FTinCon tΔ = −   (9) 

As mentioned above, BL* is calculated by the median of 
message passing capability over all links and the median of 
computation capacity. Scheduling in a descending order of BL* 
tends to schedule critical path nodes first. That is because 
critical path nodes determine the completion time of the whole 
program in a certain way. Table 4 shows BL* of tasks in Fig.1. 
Considered is a set of candidate processing cells that are 
waiting for be selected for tasks. Its initial value is the cluster 
obtained in section 3 with best synthetic performance. 
maxFTinCon(ti) is the maximum completion time of task ti 
obtained from allocating it to processors in set Considered. On 
the contrary, minFTinCon(ti) is the minimum completion time 
of ti. The bigger ∆(Considered, ti) is, the more different the 
completion time of ti allocated to different processing cells in 
the set Considered is. The task with bigger ∆(Considered, ti) 
should be assigned higher priority so that it can be allocated to 
the processing cell providing minimum completion time. If the 
value of ∆(Considered, ti) is small, it indicates that there is no 
much difference of completion time among processing cells on 
which ti is to be scheduled. So this case has smaller influence 
on the completion time of entire program. 

Table 4. The task BL* of the task graph in Fig.1 
Node *n0 n1 n2 n3 n4 n5 *n6 n7 *n8 
BL* 23 15 14 15 5 10 11 10 1 

 
The FCBSH algorithm shown in Fig.4 works as follows. 
(1) First perform the fuzzy clustering process on target system 

according to section 3 and choose the proper α-level cut 
to obtain the fuzzy clusters of processors. 

(2) Put the processing cells in the cluster with best synthetic 
performance into the set Considered. 
Repeat 

(3) If there exist idle processing sells in Considered, compute 
the priority of each ready node. Schedule the task with 
highest priority to the processing sell providing the 
minimum completion time. If there has no idle processing 
cell in Considered and the scheduling of the current task 

results in the increase of make span, find the best 
synthetic performance cluster in the rest clusters and 
select a processing cell in that cluster having the shortest 
distance to the processing cell with the heaviest load in 
Considered. Calculate the completion time of the current 
task on the new selected processing cell. If the 
completion time of the new selected processing cell is 
smaller than that obtained from the processing cell in 
Considered, allocate the current task to the new selected 
one and add the new selected into Considered. Otherwise, 
allocate the current task to the processing cell with the 
minimum completion time in Considered. If two 
processing cells have the same completion time, choose 
the one with network location closer to the network 
center.  

(4) Delete the node from RN and update RN. 
Until all tasks in the Task Graph are scheduled. 

 
Fig.4. The FCBSH algorithm 

 
5. EXPERIMENT AND PERFORMANCE 

ANALYSES 
 
The DLS algorithm has certain similar assumptions with our 
work. So with the task graph and target system randomly 
generated, three types of experiments are performed to compare 
the performance between FCBSH and DLS algorithm. First, 
task graphs with Ng =5 generated randomly are scheduled onto 
target systems with Np from 5 to 100. The experiment results in 
Fig.5 show that the runtime of DLS soars rapidly as the size of 
target systems scales up, and exceeds 2000 time units when Np 
equals to 100. However, the runtime of FCBSH nearly 
approaches to zero when Np is less than 70 and is less than 15 
time units while Np is less than 100 but more than 70.  
Moreover, we perform 9 groups of experiments with 50 times 
tests in each group in order to compare the schedule results 
between FCBSH and DLS. Fig.6 shows the FCBSH results 
generated in each group better than that of DLS are from 10 to 

1. Fuzzily cluster the target system, choose the proper α-level cut and 
get the fuzzy clusters of processing cells in the target system. 
2. Put the processing cells in the cluster with best synthetic 
performance into Considered. 
3. Let makeSpan=0; 
4. Repeat 
5. if ( ∃ idle processing cells ∈  Considered) 
6.     Let maxPri＝0, task=0; 
7.    For each ti∈RN 
8.        compute Priority(ti)； 
9.        if (Priority(ti)>maxPri) 
10.          maxPri = Priority(ti); 
11.         task = ti; 
12.      endif. 
13.    endfor. 
14. Schedule task onto the processing cell denoted by p with the 
minimum completion time 
// If two processing cells have the same completion time, choose the 
one with network location closer to the network center. 
15.    makeSpan = FTp (task); 
16. else 
17.     do step 7-13, find task with the maximum priority; 
18.     if (FTp(task)<= makeSpan) 
19.         Schedule task onto the processing cell denoted by p with 
the minimum completion time； 
20.     else 
21.         find the best synthetic performance cluster in the rest 
clusters and select a processing cell denoted by p’ in that cluster 
having the shortest distance to the processing cell with the heaviest 
load in Considered； 
22.         if (FTp (task)>FTp’ (task)) 
23.             allocate task onto p’; 
24.             add p’ into Considered; 
25.             makeSpan = FTp’ (task); 
26.           else 
27.              schedule task onto p; 
28.              makeSpan = FTp (task); 
29.         endif. 
30.      endif. 
31. endif. 
32. remove task from RN； 
33. update the RN; 
34. Until each ti∈Vt has been allocated. 
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30 percent, little worse than that of DLS are from 25 to 55 
percent, much worse than that of DLS are from 5 to 20 percent 
and as well as that of DLS are from 20 to 60 percent. Here, 
“little worse” means that the discrepancies between the results 
generated by FCBSH and those of DLS are less than 4 time 
units. “Much worse” means that those discrepancies are more 
than 4 time units. At last, we compare the performance among 
FCBSH, DLS and an algorithm denoted by NC that doesn’t 
consider the communication costs among tasks. Fig.7 shows 
the make span of FCBSH is as well as that of DLS, but less 
than that of NC. And readers can refer the performance analysis 
in detail in [8]. 

 
Fig.5 The runtime comparison between DLS and FCBSH 
 

 
Fig.6 The percent that FCBSH produces better, little worse, 

much worse and equal results than the DLS does 
 

 
Fig.7. the comparison of make span among FCBSH, DLS and 

NC algorithm 
 
 
6. CONCLUSIONS 
 
Focusing on the problem of task scheduling under the large 
scale heterogeneous computing environment, the main work of 
this paper has two aspects. Firstly, it presents a group of 
features describing the synthetic performance of processors and 
obtains the notable features from experiments and detailed 
analysis. Based on the clusters generated from fuzzy clustering 
of the target system, it greatly reduces the time spent on the 
processor selection. Secondly, a fuzzy clustering based 
scheduling heuristic is proposed and compared with DLS. And 
experiments show the runtime of FCBSH are much less than 

that of DLS with the growth of problem size. 
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ABSTRACT
 

 

There is a large class of applications that produce 
high-frequency data continuously in 7 days per week and 24 
hours per day. The traditional data processing system can’t deal 
with them efficiently because of the active data pushing and the 
passive queries. With the purpose of dealing with these data, 
data stream management systems (DSMS) appeared. For the 
geographical distribution of data streams, distributed data 
stream processing systems are studied recently. As an important 
aspect of distributed data stream management system 
(DDSMS), load management can balance system load incurred 
by unpredictable incoming data stream and inappropriate query 
operators' distribution. Load-shedding acts as an important role 
in load management of distributed data stream system. In this 
paper, a control-based feedback load-shedding strategy is 
proposed to degrade system load. Compared with previous 
work which concentrates on one metric factor only, it takes four 
metric factors, such as CPU usage ratio, memory utilization, 
average length of waiting data queue and data tuple delay, into 
account to increase system stability and to decrease the loss of 
query accuracy. 
 
Keywords: Load-shedding, Control Theory, Feedback Control, 
DDSMS 
 
 
1. INTRODUCTION 
 
A large class of data-intensive applications that produce 
high-frequency data updates, such as stock markets, network 
monitoring, online transaction, sensor applications and 
pervasive environments, have appeared in the past few years. In 
these typical applications named data stream applications, data 
are usually unbounded, continuous, huge in amount, fast 
arriving, time various and out bursting. 
 
The traditional data processing, which can deal with the 
snapshot queries perfectly, can not satisfy the requirements of 
these data stream applications. Till now, a number of Data 
Stream Management Systems (DSMS), such as Aurora [1], 
Medusa [2], STREAM [3], TelegraphCQ [4], Borealis [5] and 
Argus [6], have been developed for the purpose of dealing with 
these continuous streaming data. In these DSMS, the queries 
are passive and the data are active. On the contrary, the data are 
passive and the queries are active in traditional data processing 
systems. Many applications of DSMS system are under real 
time constraint on query processing. However, delays in data 
stream processing are very difficult to control because of the 
outbursting of data incoming and the unpredictable pattern of 
resource consumption. Therefore, system overloading is very 
common in data stream  systems, especially in distributed data 
stream processing systems. In order to implement the load 
balancing in these systems, many kinds of methods are adopted 
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such as operator distribution or redistribution, operator 
migration and load-shedding etc.. Usually, the load 
management system takes advantage of load balancing to 
degrade the system load. 
 
Including other load management methods, load-shedding is 
also a very efficient and effective method to implement the real 
time constraint of these applications by dropping incoming data 
appropriately especially when the incoming data burst out and 
can’t be processed in time through normal load balancing 
methods. 
 
 
2. RELATED WORK 
 
Some work has been done in this area recently. The Aurora 
system [7] uses Quality of Service (QoS), including a latency 
graph, a value-based graph and a loss-tolerance graph, to 
implement load-shedding. In Aurora, three basic questions 
(when, where and how much data should be dropped) are raised 
for load-shedding, but it mainly focuses on where instead of 
when and how much to drop data tuples. In [8], load-shedding 
strategies for a single continuous query operator on sliding 
window model are presented. The TelegraphCQ [4] system 
discusses a load-shedding strategy that takes advantage of a 
data summary method by using a data classifying algorithm to 
increase the accuracy of queries. In [9], load-shedding 
strategies that minimize the loss of accuracy of aggregation 
queries in DSMS are discussed. In [10], a data triage approach 
is proposed to exploit synopses of discarded data to increase 
query accuracy. The LoadStar [11] project discusses semantic 
load-shedding in a stream mining environment. In [12], a 
systematic approach that takes advantage of well-established 
feedback control techniques is proposed. In [13], a QoS 
adaptation framework that smartly adjusts application QoS and 
performs admission control-based on the current and historical 
system status is proposed. In [14], a different method is used 
that focuses on the memory resource utilization in order to give 
the data some buffer and avoid using the operator selectivity to 
guide load-shedding. 
 
As we know, various system resources including CPU, memory, 
and network bandwidth may become the bottleneck in DDSMS 
query processing. Most of current research mainly concentrates 
on the management of CPU cycles or memory utilities and 
assumes that the other resources are sufficient. However, it is 
not true in the real world. Sometimes almost all the resources, 
such as the average length of waiting data queue, data tuple 
delay etc., should be taken into account in order to increase the 
accuracy of queries. In this paper, an adaptive control-based 
feedback load-shedding strategy, in which several factors such 
as CPU, memory, data queue length and data tuple delay are 
taken into consideration, is proposed. 
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3. CONTROL-BASED FEEDBACK LOAD- 
SHEDDING 

 
3.1 Control Theory 
Control theory has been in use for a long time in automatic 
control area. In engineering and mathematics, control theory 
deals with the behavior of dynamical systems. The desired 
output of a system is called the reference. When one or more 
output variables of a system need to follow a certain reference 
over time, a controller manipulates the inputs to a system to 
obtain the desired effect on the output of the system.  
 
Feedback control, as an important part of control theory, is the 
basic mechanism by which systems (either mechanical, 
electrical, or biological) maintain their equilibrium or 
homeostasis. Feedback control may be defined as the use of 
difference signals, determined by comparing the actual values 
of system variables to their desired values, as a means of 
controlling a system. 
 
In understanding automatic process control, first it is necessary 
to fix in mind three important terms associated with any 
process. These three terms are Controlled Variables, 
Manipulated Variables and Disturbances. 
 
Controlled Variables or Controlled Quantities, are those streams 
or conditions that the practitioner wishes to control or maintain 
at some desired level. They are the performance metric 
controlled by the system. Examples would be flow rates, levels, 
pressures, temperatures, compositions, and the like. For each of 
these controlled variables, the practitioner also establishes 
some desired value or set point, which usually are named as 
Performance References, to represent the desired system 
performance in terms of the controlled variables. The 
difference between a performance references and the current 
value of the controlled variables is called an error. 
 
Manipulated Variables or Manipulated Quantities are system 
attributes that can be dynamically changed by the system to 
affect the value of the controlled variable. For each controlled 
variable, there is an associated manipulated variable, or 
manipulated quantity. In process control this is usually a flowing 
stream, and, in such cases, the flow rate of the stream is often 
manipulated through the use of some control valve. 
 
Disturbances enter the process and tend to drive the controlled 
variables away from their desired set point conditions. The 
need then is for the automatic control system to adjust the 
manipulated variables so that the set point value of controlled 
variables are maintained in spite of the effects of the 
disturbances. Also, the set point may be changed, and then the 
manipulated variables will need to be changed to adjust the 
controlled variables to its new desired value. 
 
A basic feedback control system is shown in Fig. 1. In this 
basic system, the central idea of feedback control is the 
feedback control loop, which consists of several components: 1. 
A plant to be controlled; 2. A monitor measuring the relevant 
status of plant periodically; 3. The measurements from the 
monitor are sent to a controller as an output signal. The 
controller compares the value of the signal with a target value 
that is set beforehand. The difference between the output signal 
and the target is called the error. The controller then maps the 
error to a control action; 4. An actuator adjusts the behavior of 
the plant based on the control action. By this feedback method, 
the system can control the output signal in a stable level. 

 
Fig.1. Basic feedback control system 

 
3.2 Adaptive Control-based Feedback Load-shedding 
Strategy 
Previous research work only used single metric variable for 
load-shedding purpose, and they didn't care about the couple 
factors as a whole. In this paper, the metric variables, which 
consist of CPU usage, memory utilization, average length of 
waiting data queue and data tuple delay, are taken into account 
to implement adaptive load-shedding.  
 
In our model, we define array variable CV, which include 
memory utilization M, CPU utilization C, average length of 
waiting data queue Q and data tuple delay D, as the controlled 
variable. All these variable are defined over a time window 
{(k-1)W, kW}, where W is the sampling period and k is the the 
sampling instant. For the simplicity, time window {(k-1)W, kW} 
is also called time window k. The controlled variable CV(k) 
denotes the value at the kth sampling instant. 
 
Also, we define an array value PR that has the same dimension 
of array CV, as performance reference. The difference between 
a performance reference and the current value of the controlled 
variable is E, and it is calculated by Eq. (1). 
 

E(k) = PR - CV(k)                        (1) 
 
Here E(k) denotes the total error of CV(k). 
 
In our system, the manipulated variable is data arrival rate R. 
The data arrival rate R(k) at the kth sampling instant is defined as 
the average data arrival rate of all data streams at time window k, 
and it can be measured by recording the average number of data 
items arriving during this period. R(k) is time-varying and not 
predictable, however, it is assumed that R(k) does not vary 
greatly in two adjacent time windows. This is because the stream 
data of real-world data stream applications are context-sensitive, 
which means the change of the state of data stream source is not 
in a random pattern but a gradual pattern. We get this conclusion 
because this is the general rule of the state change of things in 
real world. 
 
A weight array A is defined to show the importance of each 
factor of controlled variables. Through the weight array A, 
different metric variable has different effect. 
 
Meanwhile, a drop scale factor S is defined to express the 
dropping level during the feedback process. The range of S is 
from 0 to 1. 
 
The value of manipulated variables can be adjusted according to 
the feedback value. The feedback value can be calculated by Eq. 
(2). 

ΔMV = S • A • f(E)                            (2) 
here ΔMV indicates the feedback value which is the changing 
value of manipulated variables. Function f denotes the transfer 
function in feedback control system. We can select appropriate 
transfer function f according to different area and systems, here 
we choose PID (Proportional, Integral, Derivation) control 
function, which is very simple and efficient in control system, as 
transfer function to calculate the feedback value. 
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The values of the dropping scale factor S and the controlled 
variables weight array A are set to an adaptive expression 
according to the total error E. So, the feedback adjusting value 
ΔMV is changed following the difference value E. According to 
the value, the system can auto adjust the incoming data rate R 
adaptively. If the total error E becomes smaller, the R will get 
smaller, vice versa too. After the feedback adjusting, the whole 
system will get stable quickly and the system will become load 
balancing rapidly.  
 
The basic system diagram is shown in Fig. 2. In this system, a 
monitor measures the value of CV periodically. And then the 
total error E is calculated. Then the adjusting feedback value 
ΔMV is generated by multiply the weight array A and the scale 
dropping factor S with the result of f(E). By negative feedback 
control, the controller will actuate the load shedder to drop 
incoming data tuples and make the incoming data rate down. 
After that, the system will become stable rapidly. 
 

 
Fig.2. Feedback load-shedding system in DSMS 

 
 
4. CONCLUSIONS 
 
Previous work on this area mainly takes only one metric factor 
into account, such as CPU, memory utilization etc.. But it does 
not satisfy the reality in which several coupled factors should be 
concentrated. In this paper, an adaptive control-based feedback 
load-shedding in load management of distributed data stream 
processing system is proposed. We take four coupled factor, 
CPU usage ratio, memory utilization, average length of waiting 
data queue and data tuple delay, into account to implement the 
control-based feedback load-shedding strategy. Future work 
should be focused on the selectivity of the feedback parameters 
to get more efficient and effective, and to decrease the loss of 
accuracy of queries. 
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ABSTRACT 
 

Application modules allocation in a distributed computing 
system, known as tasks allocation problem, is a complex and 
NP hard problem. The minimization of system costs and the 
maximization of system reliability are the two important 
objectives in tasks allocation problem. By combining them 
efficiently, these two objective optimization problems can be 
transferred into one objective optimization problem. Different 
particle swarm optimization algorithms are introduced to solve 
the optimization problem. Evaluate simulation shows that 
particle swarm optimization algorithm can solve the tasks 
allocation problem effectively. The quantum behavior particle 
swarm optimization algorithm is better than standard particle 
swarm optimization algorithm. 
 
Keywords: Task Allocation, Particle Swarm Optimization, 
System Cost. 
 
 
1. INTRODUCTION 
 
In distributed computing systems such as grid system, an 
application is divided into a set of modules and allocated to 
the computers for running in parallel. It is known as tasks 
allocation problem. There are some running constraints 
between the tasks, such as running order. The modules will 
communicate and exchange data each other in running. The 
minimization of the processing costs and communication costs 
become the two important goal of the task allocation problem 
[1]. Meanwhile, the improvement of reliability in distributed 
computing system is also the key to a good allocation of 
tasks[2]. Because task allocation problem has been proved 
NP-hard problem[3], how to allocate the tasks optimally to the 
computers has attracted more and more researchers. In this 
paper, we use particle swarm optimization algorithm (PSO) to 
solve the task allocation problem. And evaluate the 
performance of standard particle swarm optimization 
algorithm (SPSO), and quantum behavior particle swarm 
optimization algorithm (QPSO) by simulate experiments. 
 
 
2. TASK ALLOCATION IN DISTRIBUTE 

COMPUTING SYSTEM 
 
As the different number and the heterogeneous structure of 
computers in a loose coupling distributed computing system, it 
is need to take the network connection and communication 
costs into account when allocating the tasks to computers. The 
optimization of total tasks running time and communication 
cost between modules become the key to the task allocation 
problem. Meanwhile, the less running time and 
communication cost, the higher reliability system will be. 
 
2.1 Network Topology in Distributed Computing System 
In a loose coupling distributed computing system, the different 
network connection of heterogeneous computers will result 
different communication links and costs when tasks running. 

Fig-1 shows three typical network topology graphs with 7 
computers in a distributed computing system. Where P={pi} 
i=1,2,…,n，pi is the ith computer in system, n is the size of 
system. L={lij} 1<=i<j<=n，is the communication link between 
computer i and computer j. 
 

 
Fig.1. Three Typical Network Topology Graphs 

 
In this paper, we focus on the task allocation problem with 
ladder and tree connection topology. 
 
2.2 System Costs and Reliability 
In task allocation problem, the system costs include the 
module running costs in different computers, and the 
communication costs between the modules when running. The 
running costs and communication costs of the modules are 
time dependent, thus the more processing and communication 
time, the more processing costs will it take. 
Assume an application consist of r tasks. There are n 
computers in the distributed computing system. Thus the task 
allocation problem can be described as: 
 
X={xik}, 1<=i<=r, 1<=k<=n 
 
Where xik=1 means the ith module is allocated to the kth 
computer. If the running time in pk is eik, then the total running 
time of the task is: 
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In the same way, the total communication costs can be 
described as: 
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Where 

kbu  and kbw  are the transmission cost and speed of 

the communication link kbl between module k and module b,   
is the communication load between module I and module j. 
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The running costs and communication costs are the total costs 
of distributed computing system: 
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As to the system reliability, it can be represented as the 
probability of the success running of the task. It depends on 
the allocation of modules in system. In general, the reliability 

of computer k follows the Poisson Distribution 
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The reliability of communication link lkb follows the Poisson 

distribution 
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 too. So the reliability of the 
distributed computing system is: 
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2.3. Optimization Objective 
In the task allocation problem of distributed computing system, 
there are two parts of the optimization, first is the 
minimization of running costs, then the maximization of the 
system reliability. In order to combine them into one 
optimization objective, we introduce parameterαto converse 
the maximization of reliability to the minimization. So the 
optimization objective can be described as: 
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Where α is used to adjust the weighting of reliability. 
 
 
3. PARTICLE SWARM OPTIMIZATION 

ALGORITHM 
 
Particle swarm optimization algorithm (PSO) is inspired by 
the behavior of bird flocking[4]. It is applied to the field of 
complex optimization problems and has gotten good 
optimization performance in many problems. In PSO, every 
possible solution is imagined as a point in D dimension space, 
called “particle”. Each particle has a fitness value by fitness 
function. Every particle flies in the searching space with a 
certain speed, and adjust it’s speed and position by experience 
itself and other particles. There are many kinds of PSO 
algorithms developed from initial PSO for different 
optimization problems. In this paper, we use two of them to 
the task allocation problem and evaluate their allocation 
performance. They are standard particle swarm optimization 
algorithm (SPSO) and quantum behavior particle swarm 
optimization algorithm (QPSO)[5]. 
 
3.1 Standard Particle Swarm Optimization Algorithm 
In standard particle swarm optimization algorithm, if ( )f x  is 
the objective function of minimization, the best solution of 
particle i at time t can generate by iteration: 
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The best solution of the swarm is: 
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The evolutionary iteration include the updating of particle’s 
velocity and position as below： 
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Where d=1,2,…,D, D is the dimension of search space, 
i=1,2,…,m, m is the particle swarm size, t is the current swarm 
generation. c1 and c2 are two accelerate factors. r1 and r2 are 
two random numbers in [0,1].  χ  is the constriction factor.  
It can get from c1, r1, c2, and r2. 
 
3.2 Quantum Behavior Particle Swarm Optimization 
Algorithm 
The standard particle swarm optimization algorithm has the 
limitation in particle motion tracks and search space. The 
quantum behavior particle swarm optimization algorithm is 
proposed to improve the performance of standard particle 
swarm optimization algorithm. Assume that each individual 
particle move in the search space with a δ potential on each 
dimension, of which the center is the point ijp . For simplicity, 

we consider a particle in one-dimensional space, with point p 
the center of potential. By solving Schrödinger equation of 
one-dimensional δ potential well, we can get the probability 
distribution function D. 
 

LxpexD −−= 2)(                 Eq. (3.5) 
 
Using Monte Carlo method, we obtain 
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The above is the fundamental iterative equation of quantum 
particle swarm optimization algorithm. 
In [7], a global point called Mainstream Thought or Mean Best 
Position of the population is introduced into PSO. The global 
point, denoted as p, is defined as the mean of the personal best 
positions among all particles. That is 
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Where N is the population size and iP  is the personal best 
position of particle i. Then the value of L is evaluated by 

)()(2 tXtpL ijj −⋅= β and the position are updated by 

 
)(*)1()(*)1( tptptp gdidd ϕϕ −+=+            Eq. (3.8) 

 
)/1ln(*)()(*)1()1( μβ txtptptx idmdid −±+=+     Eq. (3.9) 

 



DCABES 2007 PROCEEDINGS 469

where parameter β  is called Contraction-Expansion (CE) 
Coefficient, which can be tuned to control the convergence 
speed of the algorithms. ϕ  and σ  are the randomized 
number between 0 and 1 in each iteration. 
 
 
4. TASK ALLOCATE SIMULATION 
 
We introduce SPSO and QPSO to allocate the application 
modules to the different computers. The ladder and tree 
topological network connection of system are used in the 
allocate simulation. The simulation platform is a 2.5GHZ PC 
with 256MB RAM and the Matlab 7. In order to simulate the 
distributed computing system and make the algorithm working 
efficiently, we use the following parameters. The parameters 
c1 and c2 are set to 2.05. The population size is set to 80. cij 
and eij are set randomly to 15-25. λ  and μ  are set 
randomly to 0.00005-0.0001. mi and si are set 1-60, Mi and Si 
are set randomly to 100-200, etc. Each optimization algorithm 
is run 20 times. Table1 and table2 show the results of 
simulation experiments. 
 

Table 1. Simulation Experiment Results with Tree 
Topological Connection 

System 
Size SPSO QPSO 

n r Max Min Average Max Min Average

7 9 93.6722 74.3650 85.5695 89.0307 40.6558 71.7366

7 13 166.2508 131.5044 148.2068 137.7962 110.0627 128.3208

9 11 128.0658 118.7754 125.1382 131.7047 113.2109 120.9699

9 17 237.3991 208.1841 226.3124 234.1805 195.6252 212.9360

 
Table 2. Simulation Experiment Results with Ladder 

Topological Connection 
System Size SPSO QPSO 

n r Max Min Average Max Min Average

7 9 95.8805 81.3541 89.0391 83.4153 63.8079 71.9755

7 13 157.2537 120.3365 145.6875 145.1085 116.5305 131.6023

9 11 135.4277 120.3415 129.3551 127.9360 106.3353 117.0684

9 17 240.5342 214.3810 226.5536 228.5772 187.0080 217.6183

 
From table and table2, we can see that both standard particle 
swarm optimization algorithm (SPSO) and quantum behavior 
particle swarm optimization algorithm (QPSO) can allocate 
the modules to the computers efficiently with reasonable costs. 
Comparing QPSO to SPSO, the QPSO can get better 
performance on task allocate problem than SPSO in different 
system configurations. The QPSO algorithms can reach better 
allocation of application modules in tasks allocation problem. 
 
 
5. CONCLUSIONS 
 
The task allocation problem in distributed computing system 
is a complex and hard problem. In order to allocate the 
application modules to computers efficiently, one should take 
not only the system running costs, but also the system 
reliability into account. Particle swarm optimization algorithm 
as a heuristic method can used to solve the tasks allocation 
problem effectively.  QPSO as an improvement of standard 
particle swarm optimization algorithm, it can obtain better 

allocate results when used to the tasks allocation problem. 
 
 
REFERENCES 
 
[1] C.H. Lee, K.G. Shin, Optimal task assignment in 

homogeneous networks, IEEE Transactions on Parallel 
and Distributed Systems 8(1997) 119–129. 

[2] S. Kartik, S.R. Murthy, Task allocation algorithms for 
maximizing reliability of distributed computing systems, 
IEEE Transactions on Computers 46 (1997) 719–724. 

[3] V.M. Lo, Task assignment in distributed systems, Ph.D. 
dissertation, Department of Computer Science, University 
of Illinois, October, 1983. 

[4] Eberhart R.C, Kennedy J. A New Optimizer Using 
Particle Swarm Theory. 6th International Symposium on 
Micro Machine and Human Science, Piscataway, NJ, 
Nagoya, Japan, 1995, 39-43. 

[5] Sun J, Feng B and Xu WB. Particle Swarm Optimization 
with Particles Having Quantum Behavior. IEEE Congress 
on Evolutionary Computation, 2004, 325-331 

[6] Clerc M, Kennedy J. The Particle Swarm-Explosion, 
Stability, and Convergence in a Multidimensional 
Complex Space. IEEE Transaction on Evolutionary 
Computation, 6(1): 58-73, 2002. 

[7] Sun, J., Xu, W.-B., Feng, B. A Global Search Strategy of 
Quantum-behaved Particle Swarm Optimization. Proc. 
2004 IEEE Conference on Cybernetics and Intelligent 
Systems, Singapore (2004) 111-115 

 
Xiaogen Wang is a Associate 
Professor in Information and 
Education Technology Department, 
School of Education, Southern 
Yangtze University. He graduated 
from Zhejiang University in 1987 with 
specialty of Physics. He was a research 
member of the machine tool’s 
numerical control system project 

between 1987 and 1992; then was a software engineer in Wuxi 
MEB Software Engineering Co. ltd., and last become a teacher 
of Southern Yangtze University. His research interest includes 
multimedia technology, intelligent computing, etc. 



A New Task Scheduling Algorithm Using Dynamic Prediction Adjustment and Task Flow Shaping 470 

A New Task Scheduling Algorithm Using Dynamic Prediction Adjustment and 
Task Flow Shaping for Grid Computing* 

 

Shenwei Tian, Turgun, Long Yu, Jiong Yu 
College of Information Science and Engineering, Center of Networking 

Xinjiang Universtiy, Xinjiang Shengli Road, Urumchi, Post code 830046 China 
Email: tsw@xju.edu.cn

 
 

 

ABSTRACT  
 

According to the autonomy, heterogeneity, and distributed 
nature of grid computing system, we propose a new grid 
scheduling algorithm based to reduce average task response 
time with dynamic prediction adjustment and task flow shaping. 
The algorithm uses history data and the recent task request time, 
task completion time, and network communication delay, to 
predict the future task response time at each computing node. 
Based on the prediction result, tasks will be assigned to 
computing nodes which are predicted to have less work load 
and better performance in the near future. The resource 
utilization can be improved with both the dynamic adaptation 
algorithm and the task flow shaping algorithm. Experimental 
results show that our approach outperforms existing scheduling 
algorithms (e.g. random scheduling) in terms of task response 
time and throughput. 
 
Keywords: Prediction, Response Time, Task Flow 
Reconstruction, Load Balance 
 
 
1. INTRODUCTION 
 
Task Scheduling is an important issue in the area of grid 
computing. Task scheduling algorithms are used in large-scale 
computing grid and assign each task to the node with the 
shortest expected completion time. The main metric in 
scheduling decision is the task completion time. Currently, 
there are several existing static scheduling algorithms such are 
Min-min, Max-min, GA, Sufferage and XSuffrage, etc. Also, 
several dynamic scheduling algorithms such as MET(minimum 
execution time), MCT(minimum completion time), 
SA(switching algorithm), KPB(K-percent best), OLB 
(opportunistic load balancing) are available. Due to the 
dynamic nature of grid resources, static scheduling algorithms 
cannot efficiently utilize grid resources. In comparison, 
dynamic algorithms perform well in various environments and 
can effectively adapt to dynamic grid environment. 
 
However, existing dynamic scheduling algorithms usually 
require the control of each grid node, which is impractical in 
grid environment with autonomous grid nodes. In addition, 
some other dynamic scheduling algorithms have too strong 
assumptions in the extent of dynamics of grid nodes. For 
example, some algorithms do not consider the communication 
overhead of each node, and cannot be applied to real grid 
environments. Some algorithms perform real-time load 
monitoring on each node, and incur huge communication 
overhead. Furthermore, considering the latency and it variation 
in wide area networks (e.g., Internet), it is extremely difficult to 
measure the real-time load information of each node. Some 
other traditional scheduling algorithms apply the policy that 
assigns tasks to grid nodes’task queue according to current  
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prediction results. However, this approach handles bursty tasks 
poorly since the length of task queue can be suddenly increased. 
As a result, when the workload after the assignment varies 
significantly, there will be a considerable error regarding 
predicted task completion time.   
 
As a result, we study a task scheduling algorithm that performs 
dynamic prediction adaptation of task response time and task 
flow shaping. The proposed algorithm is capable of adapting to 
dynamic grid computing environment. It dynamically predicts 
the task completion time on computing nodes according to the 
history performance information. Then it assigns each task to 
the node that is expected to have the least response time. Also, 
the algorithm shapes the task flow so that the queue length of 
each computing node can be controlled. Consequently, it 
effectively decreases the prediction error due to too long 
queuing delay and avoids the resource waste due to 
underutilization of each node. Through experiments, it is 
shown that our algorithm can achieve accurate prediction and 
high resource utilization in grid computing environments. 
 
 
2. BACKGROUND OF SCHEDULING IN GRID 

COMPUTING  
 
In grid computing systems, a computing node consists of 
heterogeneous sub-nodes, which can be denoted by C=(c1, 
c2,…,cn). Let’s denote all tasks to T=(t1,t2,…,tm). Tasks are 
randomly delivered to the scheduler module and each task is 
assigned by the scheduler to a computing node. Different 
computing nodes have different performance, as a result, the 
execution time of the same task on different nodes can be quite 
different. On the other hand, each computing node has a 
waiting queue L, which can be used to measure the utilization 
of the node. The scheduling algorithm is designed to determine 
how to assign tasks according to current resource utilization 
such that the total execution time of tasks is minimized. Let’s 
assume waits(ti) is the queuing delay of task ti, commu(ti,cj) is 
the communication delay of task ti assigned to node cj, 
waitl(ti,cj) is the queuing delay of task ti after it is assigned to 
node cj, exe (ti,cj) is the execution time of task ti on node cj. 
Then the response time of task ti can be calculated as: 

tfinish(ti,cj)= waits(ti) +commu(ti,cj) + 
 waitl(ti,cj) +exe (ti,cj).                （1） 

The scheduler should select the node that incurs the least 
expected tfinish(ti,cj).  
 
 
3. THE RESPONSE TIME-BASED PREDICTION 

ALGORITHM 
 
The model of task scheduling in grid systems is depicted in 
Fig.1. Task request is assigned to the scheduler. After the 
scheduler receives the request, it applies a certain scheduling 
policy/algorithm to assign the task to a computing node. The 
computing node will send the result back to the scheduler after 
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finishing the task. According to the time when the task is 
assigned to the node and the time when the node sends the 
result to the scheduler, we can determine the response time of 
the task. This paper proposes a scheduling algorithm that uses 
the history response times to predict future response time. 
 
 
 
 
 
 
 
 
 
3.1 prediction model 
With the principle of locality, a computing node’s current 
performance is close to its recent performance history. To 
predict the response time on the computing node, we can 
exploit its recent response times. Suppose CF=(s1,s2,…,sp) is 
the vector of the recent response times on the computing node, 
where p is the number of history response times. We can use 
the previous p response time to predict the p+1th response time 
on the node. We have: 

ε+= ∑
=

+

p

i
ip s

p
s

1
1 *1

                       (2)    
                                                
where ε  is the adjustment parameter.  Equation (2) uses the 
average of p most recent task response times to predict future 
task response time. In order to cancel some noises, we use 
adjustment parameter ε . The value of ε  has impact on the 
prediction accuracy. Without carefully adjusting the value ofε , 
we may have large prediction error. Therefore, this paper gives 
an adaptive algorithm to adjust the value of ε  according to 
the variation of history response time. 
 
Definition 1: Response time waving rate (RWR): given a 
sequence CF=(s1,s2…st),，if sj-1<sj and sj>sj+1, or sj-1>sj and 
sj<sj+1 （1<j<t）, then work load waves at j and j is the waving 
point. The RWR=the number of waves/t/. RWR reflects the 
frequency of changes of task response time.  
 
Definition 2: If ε =0, then we call it zero adaptation. It means 
that there is no adjustment for prediction.  
 
Definition 3: Given task response time sequence 

CF=(s1,s2…sp), if ε =
p

p

i
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then it is the unsigned standard deviation adjustment.  
 
Definition 4: Given task response time sequence 
CF=(s1,s2…sp), if ps >= 1−ps , then ε =

p

p

i
is 2)

1
(∑

=
− μ , if 

ps < 1−ps  then ε =-
p

p

i
is 2)

1
(∑

=
− μ . This is the signed 

standard deviation adjustment. 
 
3.2 Evaluation and Analysis of the Prediction Algorithm 
We conduct experiments on the task response time prediction. 
We evaluate 200 predictions of task response time on a 
non-dedicated computing node, p is chosen to be 20. The 
results are shown in Fig.2 and 3. Fig.2 shows the prediction 
results when RWR is high and we can see that the zero 
adjustment has smaller prediction error than the signed 
standard deviation adjustment. Fig.3 shows the prediction 

results when RWR is low and we can see that the signed 
standard deviation adjustment has smaller prediction error than 
the zero adjustment.  

 
 
We perform experiments using 4 heterogeneous computers, and 
they have Intel Celeron 933MHz CPU+ 128M memory,  Intel 
Pentium CPU 1.6GHz+256M memory, Intel Pentium 
2.4GHz+512M memory, and Intel Celeron 3.06GHz+512M 
memory, respectively. We evaluate the average prediction 
errors for the response time of 1000 randomly generated tasks 
on these computers with different work loads. 
 
The experimental results are shown in Tables 1 and 2. As can 
be seen, the unsigned standard deviation adjustment produces 
 

Table 1. RWR=65.％ 
Adjustment algorithm prediction error 
zero adjustment 0.2656 

unsigned adjustment 0.3527 

signed adjustment 0.3042 

 
Table 2. RWR=8.22.％ 

 
 
 
 
 
 

the largest prediction errors among the three adjustment 
methods regardless of the value of RWR. When RWR is high, 
the zero adjustment has the least prediction error. When RWR 
is low, the signed standard deviation adjustment has the least 
prediction error. Therefore, we can conclude that, in order to 
reduce prediction error, we should use the zero adjustment 
when RWR is high and use the signed adjustment when RWR 
is low. 
 
 

Adjustment 
algorithm prediction error 

zero adjustment 0.1856 

unsigned adjustment 0.2529 

signed adjustment 0.1698 

Fig.2. Comparison of prediction based high RWR

 

Real responsetime 
Zero adaptation prediction 
signed standard prediction 

Fig.3. Comparison of prediction based low RWR

Real responsetime 
Zero adaptation prediction
signed standard prediction

Fig.1. Model of task scheduling 

scheduler Task request 

computing node 1 
computing node 2 

computing node n
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4. THE PROPOSED SCHEDULING 
ALGORITHM 

 
4.1 The Algorithm of Dynamic Prediction Adjustment 
Algorithm 1: given node ck and p history task response times 
(s1,s2…sp), we can predict the next task response time trsk 
following: 
1、 compute the node ck’s RWR, which is denoted by RWRk;  
2、 if  RWRk >α ,ε =0 where α  is the threshold 
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 ;   

4、trsk= 1+ps  

 
4.2 The Algorithm for Task Shaping 
The basic idea is as follows: arriving tasks are initially put into 
the waiting queue of the scheduler. The scheduler selects the 
computing node that is the best one in the resource set and 
assigns the task to that computing node. If the computing node 
cannot return result within the time threshold, then the 
computing node will be deleted from the resource set and the 
scheduler will not consider it as candidate computing nodes 
until the computing node returns the pending result. This 
approach guarantees that the queue length of each computing 
node can be limited. Also, the algorithm only predicts the 
performance of nodes in the resource set so that the 
computational complexity of prediction can be decreased. The 
algorithm is as follows: 
 
Initialize resource set , RS, which has n computing nodes. For 
each node in RS, select a pre-defined time threshold 
TLk(1<=k<=n), which is initialize to be ∞. The timer TCk=0 
(1<=k<=n) for each node. 
 
Algorithm 2: Synchronized threads for managing the resource 
set: 
 
If computing node ck （1<=k<=n）finishes a task and returns the 
result to the scheduler, and if the computing node is not in the 
resource set, then include the node in the resource set and 
re-compute the expected task response time on the node, 
denoted by trsk . Let commuk the communication delay 
between ck and the scheduler. 
 
Compute the current elapse time WAITk(1<=k<=n) since a task 
has been assigned to node ck,. If WAITk >TLk, the remove the 
node ck from the resource set until the node returns result to the 
scheduler. 
 
Algorithm 3: Scheduling Algorithm 
 
1. For the task ti in the waiting queue of the scheduler, 

calculate the ti’s queuing delay at the scheduler schwaiti; 
2.   If RS is empty, wait until RS becomes non-empty. For 

every computing node ck in RS,  
if (TCk>0) 

if (trsk - TCk <= 1+ps )  trsk = 1+ps  // 1+ps is the 

predicted task response time calculated with Algorithm 1 
else trsk = trsk – TCk 

3.  Reset timer TCk and start the timer; 
4.  cj=getMin(trsk) (1<=k,j<=n); 
5.  Assign task ti to computing node cj; reset and start the 

timer TCj; update the node cj’s expected task response 
time trsj as:  
trsj =trsj+ 1+ps -schwaiti-2*commuj; // commuj is the 

latest communication delay between node cj and the 
scheduler 

6.  Go to step 1. 
 
4.3 Experiment Results and Analysis 
With the 4 computers used in the previous experiments, we 
measure the average task execution delay (in msec) when each 
computing node is lightly loaded. The delays on these nodes 
are 1252、1506、1923、2058, respectively. The communication 
delays (in msec) are 252,50,45,2, respectively. We let each 
computing node non-dedicated (i.e., there is some background 
tasks on the node) and set the number of history task response 
times p to be 20. The threshold used for updating RWR is 0.3. 
In the experiment, there are 600 tasks randomly delivered to the 
scheduler. We evaluate the performance of scheduling with 
different scheduling algorithms. To achieve high confidence of 
evaluation, each experimental case is repeated 10 times.  
 
From Table 3, the random scheduling algorithm causes 
unbalanced work load on the computing nodes and brings 
significant delay. The reason is that the algorithm does not 
consider heterogeneity of computing nodes. The zero 
adjustment performs better than the unsigned standard 
deviation adjustment. The signed standard deviation adjustment 
is the second best approach. Our dynamic prediction 
adjustment and task flow shaping scheduling algorithm can 
adapt the scheduling decision to the dynamic system, and 
assign tasks adaptively. Therefore, its average task response 
time is the least. Compared to the random scheduling, the delay 
of our approach is decreased by 30.7%.  
 

Table 3. Performance comparison of five scheduling 
approaches 

 
 
5. CONCLUSIONS 
 
This paper studies a new task scheduling algorithm that uses 
dynamic prediction adjustment and task flow shaping to 
address the weakness of existing scheduling algorithm in grid 
computing systems. The algorithm improves the prediction 
accuracy with dynamic prediction adjustment and effectively 
reduces the prediction error due to overlong queuing delays 
through task flow shaping. When there are bursty tasks, the 
algorithm significantly outperforms other scheduling 
algorithms. Through experiments, we prove that the proposed 
scheduling algorithm is a successful solution for task 
scheduling in grid computing systems. In the future, we will 

Adjustment 
algorithm 

Finished 
tasks of 
computin
g node 1 

Finished 
tasks of 
computin
g node 2 

Finished 
tasks of 
computin
g node 3 

Finished 
tasks of 
computin
g node 4 

General 
response 
time 

random 
scheduling 155 149 150 146 365963 

zero 
adjustment 135 186 152 127 270034 

unsigned 
adjustment 132 190 158 120 293576 

signed 
adjustment 130 183 161 126 275167 

Proposed 
Scheduling 
Algorithm 

135 185 155 125 253598 
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refine the algorithm and apply it to the digital library system at 
Xinjiang University. 
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ABSTRACT  
 

Capturing the software process concurrency as far as possible, 
this can enhance the software production efficiency and the 
software quality. In fact, it can not away to shorten the 
software run time while considering the activity run time as a 
main factor. Supposes every activity run time is knowable, this 
paper gives an algorithm to optimize the result of capturing 
concurrency within an activity, which is base on the record of 
activity concurrency relation and some special attribute. 
 
Keywords: Software Evolution, Algorithm Optimization, 
Capturing Concurrency 
 
 
1. INTRODUCTION  
 
To enhance the software production efficiency and the 
software quality, it is a persistence research for the software 
engineering researchers who have done much work for it and 
have given many efficiency methods. Capturing the software 
process concurrency as far as possible is a way of shortening 
the time of software development. 
 
In a software process, there are many activities can be 
executed concurrency. It can capture concurrency within an 
activity. The author of the conference [3] has given many 
methods to mining for concurrence in software process for 
evolution which includes a method to capturing concurrency 
within an activity. 
 
As considering every activity run time, some software process 
can not shorten its run time although it executed concurrency 
enough. The following content will discover the instance show 
the activity run time can not always be shorten while its has 
refined into many concurrent activities, then give an algorithm 
to optimize the result of capturing concurrency within an 
activity. 
 
 
2. CAPTURING CONCURRENCY WITHIN AN 

ACTIVITY 
 
To capture concurrency within an activity, it uses 
Refining_Activity [3] algorithm to refining an activity into a 
concurrent activity set.  
 
According to Algorithm Refining_Activity, the activity a 
enclosed in doted lines in Fig.1(a) is refined to a process 
segment enclosed in doted lines in Fig. 1(b) in which activities 
a1, a2 can be executed concurrently. 
 
Suppose activity a should take t0 to executed completely. 
After captured the activity a, activity a1’s run time is t1 and 
a2’s run time is t2. t1< t2< t0. If a1 and a2 started at the same 
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time, activity a takes t2 to be executed completely. Because t2< 
t0, the activity a’s run time is shorten after capture. The above 
work is called the first times captured. 
 

 
Fig.1. Refining an Activity into Concurrent Activities 

 
Suppose activity a1 can refined into activity a11 and activity 
a12 and activity can not be refined. Now, a11, a12 and a2 are 
concurrent activities. Activity a11’s run time is t11 and activity 
a12’s run time is t12, and t12<t11<t2. If a11 , a12  and a2 started 
at the same time, activity a takes t2 to be executed completely. 
The above work is called the second times captured. 
 
In this case, the run time of activity a is shortened from t0 to t2 
after the first times captured. But, the second times captured 
has not shorten the activity a’s run time. 
 
Through the previous example, it can draw the conclusion that 
the activity’s run time can not always be shortened by its 
enhanced concurrency. The part of the result of capturing 
concurrency within an activity, which can not shorten the 
global, is should be optimized in this paper. 
 
 
3. PICK UP SPECIAL INFORMATION 
 
The Refining_Activity algorithm can not give too much 
information, such as run time of activity, so it need to pick up 
special information when capturing concurrency within an 
activity. The special information include the run time of every 
activity and the one-many relationship which show an activity 
can be refined to many concurrent activities. The run time of 
every activity includes the activity’s original run time and the 
shortest run time of its refined concurrent activities. 
 
Definition 3.1: original run time. If an activity has not been 

(a)

(b) 

a 

a’ 

a1 a2 

a’’ 
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refined and takes some time to be executed. Such time is the 
activity’s original run time. 
 
Definition 3.2: updated run time. If an activity has been 
captured currency as far as possible and takes some time to be 
executed completely. Such time is called the activity’s updated 
run time. 
 
Definition 3.3: sequence activities. If many activities should 
be executed in sequence, such activities are called sequence 
activities. 
 
 ADT 
// TElemType 
 typedef struct{ 
 float oldcost;      //original run time 
 float newcost;     //updated run time 
 bool isSequence; // whether its refined activities are 
sequence activities  
}TElemType; 
 
//CSNode 
typedef struct CSNode{ 
  ElemType data;  
  struct CSNode * firstchild, * nextsibling; 
}CSNode, * CSTree; 
 
Definition 3.4: concurrency model and special attributes tree. 
If an object instanced by the CSNode struct, such object is 
called concurrency model and special attributes tree. 
 
 Compute the Run time after Refined 
For optimizing the result of capturing concurrency within an 
activity, it must compute every activity’s updated run time. So 
the following algorithm uses Depth_Fisrt Search strategy to 
compute concurrency model and special attributes tree nodes’ 
data. 
 
Algorithm 1: Compute updated run time. 
Input: The concurrency model and special attributes tree. 
Output: The concurrency model and special attributes tree 
which has update its updated run time. 
 
void ComputeNewCost(CSTree &CST){   
 CSNode * Child = CST->firstchild;  
 if(!Child){ 
  CST->data.newcost = CST->data.oldcost; 
 } 
 else{ 
     while(Child) { 
   ComputeNewCost(Child); 
   Child = Child->nextsibling;   
  
     } 
     float newMaxCost = GetMaxNewCost(CST); 
          CST->data.newcost = newMaxCost; 
    }  
} 
 
Algorithm 2: Get the max newcost from the data of a CSNode 
node’s child nodes 
Input:  A CSTree node 
Output: The max newcost value 
float GetMaxNewCost(CSTree &CST){ 
 float newMaxCost = 0; 
 CSNode * Child = CST->firstchild; 
 if(CST->data.isSeriate) {   

     while(Child){ 
  newMaxCost += Child->data.newcost; 
  Child = Child->nextsibling; 
     } 
   } 
   else { 
     while(Child) { 
   if(newMaxCost < Child->data.newcost) { 
      newMaxCost = Child->data.newcost; 
   } 
   Child = Child->nextsibling; 
     } 
  } 
  return newMaxCost; 
} 
If the CSTree node’s child nodes are running in Sequence, the 
max newcost is the sum of its child nodes’ newcost. 
 
 Optimization Algorithm 
The aim of optimization is to find each part of an activity 
captured result, which can not influence in the activity’s 
global efficiency, then cut it. The following algorithm uses 
Breadth_Fisrt Search strategy. 
 
Algorithm 3: Optimize the Result 
Input: The root of a concurrency model and special attributes 
tree. 
Output: An Optimized concurrency model and special 
attributes tree. 
 
void Optimize(CSTree &CST){ 
  ComputeNewCost(CST); 
     float newMaxCost = GetMaxNewCost(CST); 
     CSNode * Child = CST->firstchild; 
     while(Child){ 
   if(newMaxCost >= Child->data.oldcost){ 
     Child->firstchild = NULL; 
     Child->data.newcost = Child->data.oldcost; 
   } 
   Child = Child->nextsibling; 
  } 
}   
 
 
4. EXAMPLE 
 
Suppose activity a0 can use the concurrency model and special 
attributes tree which show as Fig 2 to capture its concurrency. 
Each node’s first number is its oldcost and the second number 
is its newcost value. Each node’s oldcost is equal to its 
newcost when concurrency model and special attributes tree is 
initializing. ax is activity’s serial number. The false or true is 
value of node’s isSequence.  
 
The Fig 3 shows the tree which has used the algorithm 1 to 
update its updated run time. Obviously, a0’ has been mined 
into a111, a112, a121, a122, a21, a22, a23, a32 and a32 which include 
tow sequence activities. 
 
According to the algorithm 3, a2’s child nodes have been cut 
and recover a2’s newcost to 15, because a1’s newcost is 32 and 
its a1’s newcost is the biggest of a0’s child nodes’newcost, and 
32 is bigger than the a2’s newcost. Also a11’s child nodes have 
been cut and recover a11’s newcost to 15, because a12’s 
newcost is 32 and a12’s newcost is the biggest of a1’s child 
nodes’newcost, and 32 is beigger than the a11’s newcost.  
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Fig.2. Activity a0’s initialization concurrency model and 
special attributes tree 

 
 

 
 

Fig.3. Activity a0’s updated concurrency model and special 
attributes tree 

 
The Fig4 show the result of the optimizing the activity a0’s 
updated concurrency model and special attributes tree. Also it 
is the finally result of capturing concurrency within an activity 

 

 
 

Fig.4. Activity a0’s optimization concurrency model and 
special attributes tree 

 
Obviously, after optimization, a0’ has been mined into a11, a121, 
a122, a2, a32 and a32 which include tow sequence activities. 
This result has not influence in the activity a0’s final run time, 
but it reduce the sum of the a0’s concurrency activities. 
 
 
5. CONCLUTIONS 
 
Base on the achievement of conference [1] and conference [1], 
this paper brings out a method to optimize the concurrency 
part which can not influence in the activity’s global efficiency, 
and its example can work by this method. 
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[5] 
false

a111  
10 
[10] 
false

a0 
100 
[100] 
false 

a1 
50 
[50] 
false 

a2  
15 
[15]
false

a3  
35 
[35]
false

a11  
15 
[15] 
false 

a12  
35 
[35] 
false 

a21  
5 
[5] 
false 

a22 

 6 
[6] 
false

a23  
4 
[4] 
false 

a31  
20 
[20] 
true 

a122  
3 
[3] 
false

a312 
8 
[8]
false

a32 
15
[15]
false

a121  
32 
[32] 
false

a311  
12 
[12] 
false

a112 
5 
[5] 
false

a111  
10 
[10] 
false
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ABSTRACT 
 

In this paper, we mainly study Active Queue Management 
(AQM) algorithms for Internet congestion control, including 
RED, ARED, REM, BLUE and so on. Meanwhile, we 
analyzed their mechanisms, sum up the advantage and 
disadvantage of algorithms. The research direction of AQM 
in the future was discussed. 
 
Keywords: Internet Congestion Control, AQM, RED, 
REM, BLUE 
 
 
1. INTRODUCTION 
 
Nowadays, the network traffic is increasing exponentially 
due to the integration of enormous network with many 
different service providers[1], users and protocols. Internet is 
suffering more and more performance depravation problems, 
such as the packet loss rate increases, the end-to-end delay 
increases, the network throughput decreases, and the 
network system may go through congestion collapse. 
 
In the modern day Internet, there has been a strong demand 
for QoS (Quality of Service) and fairness among flows. As a 
result in addition to the sources, the links are also forced to 
play an active role in congestion control and avoidance. 
 
In this paper, we introduce and compare some main AQM 
(Active Queen Management) algorithms. And then, we 
discuss the research direction of AQM in the future. 
 
 
2. ACTIVE QUEUE MANAGEMENT 
 
End-to-End TCP congestion control based on windows is 
very important for stability of Internet [1]. The traditional 
mechanisms of TCP employing an Additive Increase 
Multiplicative Decrease (AIMD) algorithm have been a 
critical factor in the robustness of the Internet. Modern 
implementations of TCP contain four intertwined algorithms: 
slow start, congestion avoidance, fast retransmit and fast 
recovery.  
 
With more and more needs and developments of technology, 
the researchers begin to mean that if only depends on TCP 
congestion control, it is very difficult to meet complex need 
such as QoS. So, people begin to pay attention to the study 
of Active Queen Management. AQM scheme is critical 
technology based on routers congestion control and 
recommended by IETF (Internet Engineering Task Force). 
With AQM, the packet loss rate decreases, the end-to-end 
delay decreases and the network throughput increases [2,3]. 
AQM is the main way to resolve Internet congestion 
recently. 
                                                        
*The work described in this paper was fully supported by a grant 
from the project of ‘Electronic Commerce Safe ‘, Nanjing College 
for Population Programme Management. 

 
Before IETF put forward RED (Random Early Detection), 
Drop-Tail scheme based on FIFO (first-in-first-out) is only 
queue management of Internet. It is that, when buffer of 
routers is full, drop the packets follow through. Despite 
Drop-Tail is simple and easy to realize, its main defect is that 
it will bring obstruction and full queue, and cause many 
packets loss and the efficiency and function of Internet 
decrease. This urges IETF advises AQM on the end of router, 
which drops and marks a number of packets by some 
probability before queue is full, so that the source can 
response for congestion before buffer out-of range. The goal 
of AQM is controlling average queue length, reducing the 
packet loss rate, improving network throughput, avoiding 
network congestion and so on [4,5]. RED is the first AQM 
algorithm [6]. Besides RED, the other weighted AQM 
algorithms include: BLUE[7], PI[8], AVQ[9], REM[10], 
GREEN[11], CHOKe[12], etc. 
 
 
3. RED  
 
S.Floyd [6] brought forward RED in 1993. In order to 
overcome Drop-Tail defaults, RED inducts random early 
dropping packets mechanism for avoidance full queue. It 
utilizes queue EWMA (Exponentially Weighted Moving 
Average) to measure the congestion. It not only detects the 
impending congestion, but also removes the affect of gusty 
flows. RED algorithm (showing at fig.1) consists two parts: 
 
 
 
 

 
 
 
 
 
 
 

Fig.1. RED algorithm 
 
(1)  Calculate average queue length 

RED adopts low-pass filter compute average queue 
length q . So, queue length increase caused by gusty 
flows and instant congestion will not affect average 
queue length increase. Computing average queue 
length by Exponential Weighted Moving Average 
formula as follow:  

curqqq ×+×−= ωω )1(   
where the weight ω  decides low-pass filter time 
constant and 

curq  is current queue length. RED 
computing average queue length decides burst of 
routers queue flow contain. 

1 Reach a new packet every time 
2 Compute average queue length q  

3 If thth q maxmin ≤≤  

4 Calculate probability p  

5 Discard packets by probability p  

6 If qth ≤max  

7 Discard packets 
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(2)  Calculate probability p of dropping packets 
RED drops packets arriving routers, according to the   
computing probability p .RED makes use of three 

parameters thmin , thmax  and pmax computing 

probability p . (showing at figure 2) 
      0            if  

thq min<   
 

p= )min/(max)min(max thththp q −−×   if thth q maxmin <≤  (2) 
 
      1             if  thq max≥  

where thmin  is lower limit value of queue length, if 
average queue length is less-than low limit, packet will 
not be lost; thmax  is upper limit of queue length; if 
average queue length is greater than this upper limit, 
the packets arriving routers will be lost; pmax  is 
the maximum of the probability. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. RED loss probability p  
 

The main problem of RED is difficult to parameters 
configuration, and the improper configuration will lead to 
unsteadiness and behavior decline of Internet. So, despite 
new Cisco routers include RED option, RED is few used in 
practice.  
 
 
4. ARED 
 
When congestion is serious, RED must notify congestion 
information to enough sources so as to reduce load fully, 
avoid lose batching because of queue out-of-range. One of 
RED defaults is average queue length mostly depending on 
the load of Internet. If the load is gently, average queue 
length is approach to the minimum queue, and the system is 
unsteadiness. In order to solve above problem, Floyd put 
forward RED corrective mechanism, which is ARED. 
 
The basic idea of ARED is through checking the average 
queue length change to decide RED behavior. That is drop 
more packets or select decrease the number of lose packets, 
so as to keep average queue length change between thmin  

and thmax . In detail, if average queue length ranges near 

thmin , it means that the congestion control algorithm is too 

radical, so, decrease pmax , app /maxmax = . In the 

other way, if average queue length ranges near thmax , that 
means congestion control algorithm is too conservative, then 
increase pmax , bpp ×= maxmax  )1( >> ab .   
 
 
5. BLUE 
 
BLUE performs queue management based on packet loss 

and link utilization. It maintains a marking probability mp , 
either marks or drops the packets. The most contribution of 
BLUE is that realize congestion control making use of minor 
buffering area. But once losing packets, BLUE will increase 
packet loss probability relatively large, in order to create 
continuous packet loss, causing TCP traps in overtime, even 
lowing link utilization. BLUE has the problem of parameters 
configuration. BLUE algorithm is given below. 
The BLUE algorithm: 
Upon Packet loss (or LQlen > ) event: 

If )_)_(( timefreezeupdatelastnow >−  

1: δ+= mm pp   
                  nowupdateLast =:_  
Upon link idle event: 

If )_)_(( timefreezeupdatelastnow >−  

2: δ−= mm pp   

nowupdateLast =:_  
Marking probability, mp , is also updated when the 
queue length exceeds a certain value in order to allow room 
to be left for transient bursts and to control the queue delay 
when the size of the buffer being used is large. 
 
 
6. EM (RANDOM EARLY MARKING) 
 
REM is a control mechanism based on flow measurement. It 
is a distributed algorithm. Its goal is to optimize the general 
function of network. Through dividing into groups marking, 
notify source end bandwidth price, asking source to adjust 
sending rate. 
 
Different from RED through queue length measuring 
congestion, REM computes Price through matching rate and 
buffering, and calculates all the Price of congestion link 
accumulate one flow gather by exponential function. The 
common Price function is given below. 

+−+−+=+ ))]()())((()([)1( * tctxbtbatptp lllllll γ  (4)  
where 0>γ  and 0>la  are small constants and 

}0,max{][ zz =+ . Here, )( tb l
 is the buffer 

occupancy of queue l  in period t  and 0* ≥lb  is 
target queue length, )( tx l

 is the aggregate input rate to 
queue l  in period t , and )( tc l

 is the available 
bandwidth to queue l  in period t . The difference 

)()( tctx ll −  measures rate mismatch and the difference 
*)( ll btb −  measures queue mismatch. When rates of 

input and output routers match, the queue length is 
*)( ll btb = , and the link utilization is )()( tctx ll = . 

Precisely, suppose a packet traverses links 

0 thmin thmax

pmax

1 

q

p  
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Ll .....2.1=  that have prices )( tp l in period t. Then 
the marking probability )( tm l

 at queue l  in period t is:  
)(1)( tp

l
ltm −−= φ .                 (4)                                   

where 1>φ is a constant. The end-to-end marking 
probability for the packet is then: 

 

∏
−

− ∑−=−−
L

l

tp
l

l ltm
1

)(1))(1(1 φ  (5)                          

Though REM works well on the state of steady, but the 
system may be not optimization when transient process and 
using limited buffering area. 

 
 

7. CONCLUSIONS 
 
Beside above algorithms, there are other main algorithms 
about congestion control. In 2001, Hollot, et al. put forward 
PI algorithm[8], which applies control theory nonlinear 
model in the link setting proportional-Integral controller, so 
as to adding system stability and adaptability. Kunniyur, et al. 
brought forward AVQ (Adaptive Virtual Queue) 
algorithm[9,13], which makes use of simple differential 
equation to adjust virtual queue capacity, having the aid of 
adjust utilization ratio factor and damping factor to realize 
the balance between higher utilization ratio and little queue 
length. In substance, it is a kind of early batching drop 
technology [14]. 
 
Wydrowski raised GREEN algorithm [11], which is a 
feedback control mechanism. Adjust congestion notification 
rate according to measured data arriving rate. Ao Tang, et al. 
put forward CHOKe (CHOose and Keep for Responsive 
Flows, CHOose and Kill for Unresponsive Flows) algorithm 
[12], which aims at protecting adaptive flow, punishes 
nonfittable flows. CHOKe takes on the benefit of RED 
basically, but increases extra expending a little. 
 
Many AQM algorithms are based on queue control. Since 
2001, Hollot proposed the TCP/AQM nonlinear model, 
many control algorithms based on queue, including of RED 
etc., which make use of control theory to setting parameters. 
Analyzing and designing algorithms are the hot points of 
AQM research now.  
 
AQM has many merits, such as decreasing the number of 
packet loss in routers, offering lower delay for interactive 
serve, and avoiding deadlock. So, in the future, the develop 
direction is studying and exploring efficient AQM 
algorithms. Internet congestion avoidance and control is very 
important. In spite of many AQM algorithms being proposed 
by researchers, the algorithms’ design and realization all face 
much compromise, such as throughput, response time, drop 
rates, and so on. It is impossible that there is one algorithm 
has the best function among all circumstances. So, study on 
AQM consists of reforming the existence algorithms, 
designing new algorithms and analyzing AQM algorithms 
etc.  
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ABSTRACT  
 

This paper introduces a distributed termination detection 
algorithm of credit-recovery algorithm, and improves the neck 
bottles of its credit value. It proposes an improved distributed 
termination algorithm model, and shows that the model is 
applicable to the decentralized and parallel computing by 
theoretical analysis and proof. The algorithm successfully 
improves load balancing, computing time and communicating 
complexity and other aspects. 
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1. INTRODUCTION 
 
In a distributed environment, whether the recognition 
calculation has already been concluded or not is an important 
issue to the termination detection. If the termination has already 
finished the calculation correctly, the calculation can get the 
final result. But something may be abnormal in the process of 
the calculating, such as the deadlock which would lead to 
terminating the calculation. At this time, it needs to judge the 
state of the termination, then re-counted. Usually, the usual 
judgment needs to satisfy the following distributional 
termination conditions at some time t: (1) at time t, regarding 
all process sets, there are the specific applications of the local 
termination conditions; (2) at time t, between the processes 
there are not the messages in the transmission [1]. 
 
 
2. CREDIT-RECOVERY ALGORITHM  
 
In 1989, MATTERN proposed the Credit-Recovery Algorithm. 
The algorithm is a non-passive algorithm, and described as a 
"very smart" algorithm. The algorithm is as follows [2]: 
 
Var pstate (active, passive)  

init if p=
0p then active else passive; 

   
pcredit : fraction init  if  p=

0p  then 1 else 0; 

ret: fraction    init 0;  for 0p  only 

pS : { pstate =active} 

Begin  send <message , pcredit /2 > 

End 
pR : (A message <message , c> has arrived at  p) 

Begin  receive <message , c >; 
       

pstate =active; 

       
pcredit = pcredit +c; 

End 

                                                        
 * Supported by Department of Education of Guangxi zhuang 

Autonomous Regional (0626120) and Guangxi Teachers Education 
University (0604A005).  

 
0pA : {A <return , c> message has arrived at

0p } 

      Begin  receive <return , c>; 
       return=return +c; 
       if  return=1  then  Announce; 

End 
From the above algorithm description we can know, the 
algorithm is activated only by P0, and others are the slave 
processes. The master process uses the centralized dispatch. 
The message transmission uses the approach that embeds the 
control message in the basic calculation information, in order to 
achieve the optimization. The methods of this termination 
detection are: (1) the master process has a fixed credit value 
1.When a process is activated by a message, this message gives 
its own credit value to the process, and the process is allowed 
to point to the root node of the tree which this message is in. 
When the process completes its tasks, it will send the credit 
value to the root node, where the process is. Then the root node 
adds this value to its own return value. (2) The message 
transmission mode of the process: When an activated process 
sends a message, its credit value is averaged two parts. One 
part appoints itself and the other appoints this message. Then 
the activated process inserts its root node symbol to this 
message. When an activated process receives the basic message, 
it returns the message credit value to the root node where the 
message is. 
 
However, this algorithm has a distinct problem that the credit 
value is divided into two in average. The method has positive 
number credit value that smallest is unable to be divided again. 
But in the one divided into two parts, it can have the floating 
number operation. The summation of the floating numbers, 
which are returned to the return value variable, is uncertain 
equal to the original fixture 1. This inequality can easily 
generate errors, thus cause to the failure of the terminate 
detection. Therefore, this article makes some improvements in 
the Credit-Recovery Algorithm, in order to avoid generating the 
floating point calculation in the basic message and the duty 
assignment process and so on. These improvements can 
improve and optimize the termination detection algorithm. 
 
 
3. CREDIT-RECOVERY ALGORITHM 

IMPROVEMENT  
 
The improved algorithm, which is based on Credit-Recovery 
algorithm, proposes a thought that founds on the distributed 
system in decentralized parallel computation and the precise 
termination computation in the detection. The basic thought is: 
using the function division technology and according to the 
function, the whole procedure is divided into the mutual 
independence function module set, which is recorded as Q. 
Each function module is recorded as Pi(i=1,2,…,n).And the 
credit value of each Pi’s root node is assigned the initial value 
1,credit=1.Suppose a constant named count which is the 
number of counting the functional modules, and its initial value 
is 0. Whether the judgment calculation is finished or not, is 
according to the summation of the credit values which return, 
when Pi terminates the computing. This sum is saved in the 
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constant count, count=count + credit (Pi). Every execution time, 
the process must examine that whether the value of count is 
equal to the value n. If the result is equal, this algorithm 
terminates. Otherwise, it continues to carry out. 
 
Each functional module Pi uses the tree structure and 
undulation algorithm to carry on the termination detection. Its 
specific ideas are as follows: 
 
Each functional module Pi (i = 1,2, ..., n) supposes the root 
node named Pi(0).The credit value of Pi(0) is 1.The original 
return value of Pi(0) is 0,which is used to statistic the number 
of the processes that have finished the computation. Its root 
symbol is marked as i, which is the subscript of Pi. The variable 
count (i) is to count the process number and the transmittal 
basic message number. In the improvement algorithm, the 
credit values of all the basic messages and the active processes 
are 1.This has guaranteed that this algorithm can’t generate the 
negative number and the floating number possibility. 
 
Regarding each Pi tree, if its count (i)’s value of the root node 
Pi (0) is equal to the value of return (i), then it means that in 
this tree, there aren’t the transmitting basic messages and the 
active processes. In a word, this Pi tree has already terminated 
the computation. At the same time, we should send the credit 
value of Pi (0) to the constant count. 
 
In summary, this article summarizes several rules from the 
improved algorithm. As follows: 
 
Rule1: When the count value and the n value is equal, namely 
count=n, it shows that the entire calculation has terminated, and 
obtained the final results. The variable n is the number of the 
division function modules, and the constant count is the 
number of the function modules which have been calculated 
successfully. 
 
Rule2: When count(i)=return(i), it indicates that the termination 
detection of  the Pi tree that has finished. The return (i) 
expresses the sum of the return values in the Pi tree. Meanwhile 
count=count +credit (Pi), shows that a function module finishes 
its computation.  
 
Rule3: When a process becomes passive, it would send the 
credit value to the root node of the Pi tree. The root node adds 
this credit value to its own return (i) value. 
 
Rule4: When a process is activated by a message, the process 
credit value is equal to the message’s credit value (this 
message’s credit value is assigned to the credit value of the 
process), namely the value is 1. According to the message with 
the message-signs, the process is inserted to the Pi tree, and 
connected under its father process. The root label ID(i) also 
adds to the control information of this process according to the 
message’s control information. Then count(i)=count(i)+1. 
 
When a process is activated, there is a special situation that the 
activated process has already belonged to a Pi tree. At this case, 
we remove it from the original Pi tree. Then its root label ID (i) 
changes into ID (j). And this process is connected to the Pj tree. 
 
Rule5: When an activated process sends a message, the root 
node label ID(i) of the Pi tree will embed in the message. The 
message is given a credit value 1, and count(i)=count(i)+1.  
 
Rule6: When an active process receives a message, the process 
returns the message credit value to the return(i) value of Pi 

tree’s root node. 
 
The improved algorithm, which is described by the category 
similar C language, is as follows: 
 

Var  contant int count=n; 
int count(i)=0; 

  int return(i)=0; 
  int ID(i)=i; 
  int credit(Pi)=1; 

int P(i,j); 
int credit(i,j); 
int ID(i); 
state(Pi):(active,passive); 

       state(P(i,j)): if P(i,j)∈Pi then active else passive; 
       boolean terminate（Pi）=0; 
  S:{state(Pi)=active} 

  {  send<message,ID(i)>; 
     credit(i,j)=1; 
     count(i)=count(i)+1; 
   } 

R:{A message<message,ID(i)> has arrived at P(i,j)} 
{  if state(p(i,j))=passive    
           then {  state(p(i,j)=active; 
                   credit(i,j)=1; 
                   ID(j)=i; 
                   count(i)=count(i)+1; 
                 } 
           else  return(i)=return(i)+credit(i,j); 
    } 
T(Pi):{state(Pi)=active}; 
   {   if (return(i)==count(i)) 
          then  { state(Pi)=passive; 
                 count=count+credit(i); 
                 terminate(Pi)=1; 
                 } 
    } 

T:{ if (count==n)  then  terminate;} 
 
 
4. THE ALGORITHM PROOF  
 
The improved algorithm is a correct distributed termination 
detection algorithm. 
 
Prove: Supposed T is all the processes and the basic messages 
of the Pi tree. Since the improved algorithm is accord with the 
rules from 2 to 6, and some other basic conditions. All the 
credit values of the processes and the messages in the Pi tree 
are 1. And these values are also invariable in the procedure. 
Count(i) counts the number of the messages and the number of 
the processes in the computing process. When the message 
transmissions end and the process computations finish, they 
return their credit values to the return(i) value of the root node, 
namely, return(i) is the sum of the number of the credit values 
of the messages and the processes. When count(i) and return(i) 
is equal, it means that there aren’t the transmitting messages 
and the active processes, we can obtain the conclusion that the 
Pi tree has terminated computation. The value of termination(Pi) 
marks 1, namely, terminate(Pi)=1. Similarly other trees can be 
calculated the termination. 
 
When a Pi tree terminates computing, its credit value must be 
returned to the constant count, namely, count=count+ 
credit(Pi).While the termination detection finishes, the program 
must examine the count value whether it is equal to n. If the 
result is true, it means that the entire computing has already 
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finished correctly. Therefore it could obtain the final results. 
 
When a Pi tree’s root node has detected the own computing 
termination, but it is activated again by a message which 
another Pj tree sends. In this time, the root node of the Pi tree is 
connected to the Pj tree. But it does not affect the termination 
status of Pi tree. In other words, when the terminate value of Pi 
tree is given the value 1, it will never change again. 
 
In conclusion, the improved algorithm is a correct distributed 
termination detection algorithm. 
 
 
5. PERFORMANCE ANALYSIS  
 
The Credit-Recovery algorithm is a non-undulation algorithm. 
Its distinct problem is that it generates a minimum credit value, 
which is not any longer divided, and produces the float number. 
Because this algorithm uses the method that one credit value is 
averaged to two parts. 
 
In the improved algorithm, it uses the lock-up credit value 
method, and the lock-up value is 1.This method can avoid the 
smallest positive number and the float number. Unlike the 
Credit-Recovery algorithm, the improved algorithm uses the 
multi-function modules method, namely, the entire program is 
divided into several function modules. And it enables the 
parallel. So the improved algorithm is better fit for the 
distributed computing. In the improved algorithm, the 
algorithm uses the tree structure method. In this tree, the nodes 
get the label of the root node by the message’s transmission. 
And they need not understand other nodes’ messages. Thus, it 
is more suitable for the distributed system. And it increases the 
utilization of the system resources, and also saves the message 
transmission time. It is a distributional termination detection 
which is simple and easy to achieve. 
 
 
6. CONCLUSIONS 
 
In a distributed environment, the termination detection is an 
important part of the distributed computing. This article 
proposes the improved termination detection algorithm in terms 
of the Credit-Recovery algorithm’s insufficiency. This 
improved algorithm, which can achieve non-central parallel 
computing termination detection, is highly effective, more 
precise and adapts the distributional non-centralized algorithm 
and so on. 
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ABSTRACT 
 

OpenID is an Open Digital Identity Management and 
Authentication Framework on the Internet, Compared with 
traditional digital identity management systems, it has main 
characteristics of URI/URL based, decentralized management 
and user centric philosophy. In the web 2.0 era with flourishing 
web applications and Internet services, as a new technology, 
OpenID reduces accounts registration and identity management 
errands for Internet users, it provides a single sign on 
mechanism as well. Focused on the 3 characteristics of OpenID, 
this paper introduces briefly its authentication mechanism, 
applications and developments; finally, some weak points of 
current OpenID specification and concerns are discussed. 
 
Keywords: OpenID, Authentication, Digital Identification 
 
 

1. CURRENT STATUS OF INTERNET DIGITAL 
IDENTITY MANAGEMENT 

 
The Internet is evolving rapidly towards a so called web 2.0 
era[1] in which web applications and Internet services are 
flourishing. The existing Internet architecture, based on the IP 
protocol, was designed with simplicity in mind, it provides an 
effective way to connect devices but does not concern itself 
with whom or what is being networked. As a result, Internet 
users wishing to take part in private communications or 
transactions ordinarily have to establish their identities by 
manually creating unique accounts at each Internet service[2]. 
Identities or accounts registered for certain web applications or 
Internet services are called Digital Identity. 

While web applications or Internet services need 
authentication to use, websites on which web applications or 
Internet services hosted need separate user identity 
management and authentication systems to function, this bring 
many trouble not only to the websites building, but also to 
internet users who use these sites[3], to name a few: 

 User has to register accounts in different websites to use 
the services they provide 

 Different username/password pairs should be employed 
in case of security hole of Internet services 

 Internet users cannot always register their most wanted 
accounts in every sites 

 Account management is an errand for Internet users, for 
most users, username and password for less used websites are 
usually forgotten 

Current digital identity management and authentication 
framework on the Internet start hindering the progress of 
Internet services, therefore, an Internet based universal digital 
identity management system is of high demand. As a result, 
many digital identity management solutions and authentication 
frameworks emerged, e.g. Microsoft’s Live Passport, Google 
Account, SAML authentication, Cardspace and OpenID, etc. 
Among these solutions, OpenID [21] is a light weighted, open 
standard solution; it solves many problems that facing 
traditional identity management and authentication systems 
including items listed above. 

2. OPENID AUTHENTICATION FRAMEWORK 
 
OpenID is an open, decentralized, free framework for 
user-centric digital identity [4], its logo is shown in Fig.1. The 
OpenID 1.0 specification is originally drafted by Six Apart’s 
chief architect Brad Fitzpatrick in 2005[5]; OpenID 
authentication came from the idea of authenticating to different 
blogs using one single digital identity to write comments, 
finally it developed into a more widely used digital identity 
management system.  

 
Fig.1. OpenID Logo 

 
A typical OpenID authentication process involves 4 parties: 
End User, Identity Page, Relying Party and Identity Provider: 

End User: Internet user who attempts to authenticate to 
web applications or Internet services using an OpenID, end 
user also refers to user agent such as a web browser. 

Identity Page: Also called OpenID Identity, Identity URL, 
refers to the identity URI/URL that is used as an OpenID 
during an authentication process or the file located in that URL. 
The purpose of OpenID authentication is to prove the Identity 
Page provided is owned by the end user. 

Relying Party, RP: Also called OpenID Customer, mostly, 
it refers to the OpenID Enabled website, web application or 
Internet service. 

Identity Provider, IDP: Also called OpenID service 
provider, OpenID authentication server or OpenID server. It’s 
the place where user profile is hosted. IDP provides identity 
authentication service for RP by encrypted communications. 
 
1) Relying Party associates with IDP (Option 1): In order to 

communicate securely with the OpenID server, the RP 
gets an association with the IDP discovered in step 2, 
using an existing association if it is available, otherwise 
visiting the OpenID server and using Diffie-Hellman to 
negotiate a shared secret with which to sign 
communication.  A RP unable to store state uses "dumb 
mode" which does not perform this step, and instead uses 
step 7. 

2) Relying Party redirects the user to the IDP: The OpenID 
server URL accepts a query, containing all the 
information the server needs to check the user's identity 
and redirect the user back to the RP.  The OpenID server 
checks the authentication of the user.  If the user is 
signed in (has an auth cookie) and has already authorized 
sending their identity to the RP, step 5 may be skipped. 

3) End User Authenticates to IDP: The user authenticates to 
the IDP with a cookie or a username and password, and 
the IDP asks the end user for permission to send their 
identity information to the RP. 

4) IDP redirects the End User back to the Relying Party: The 



OpenID, an Open Digital Identity Management and Authentication Framework 

 

484 

Relying Party parses the OpenID server’s response 
(which is appended to the return-to URL the Relying 
Party sent) and verifies it using the association, or in the 
case of dumb mode proceeds to step 7. 

5) Relying Party verifies the response with the IDP (option 
2): Communicating directly with the Identity Provider, 
the dumb mode Relying Party checks the response 
received via the User Agent in the redirect. 

 

 
Fig.2. Diagram of OpenID Authentication Process[6] 

 
 

3. OPENID AND ITS MAIN CHARACTERISTICS 
 
What makes OpenID a buzz in authentication and identity 
management solutions is that there are many innovative 
features of OpenID. Among them, URL as digital identity, 
decentralized management and user centric implementation 
makes the big differences from other digital identity 
management systems. 
 
3.1 URL as Digital Identity 
The most primitive digital identity registration method is to let 
Internet users to choose combination of letter and number as 
their user names. Later, Internet service providers let users to 
register accounts with their email addresses for the reason of 
simplicity. Different from the above two methods, OpenID uses 
a simple URI/URL that user own as digital identity to log into 
OpenID enabled websites. 

When end user click the login button in an OpenID 
enabled website after input its OpenID URL, what an OpenID 
authentication mechanism do is to verify that the user owns this 
URL. Password or certificate for an OpenID login is safely 
stored in the IDP that user chose, during the process of 
authentication, there is no passwords transfer among different 
parties. the key to login an OpenID enabled website is just a 
URL, owning an OpenID, users get fast access privileges to all 
OpenID enabled websites and not need to suffer from the 
endless boring registration and login process any more[7]. 
 
3.2 Decentralized Digital Identity Management 
By implementation, OpenID separates identity management 
systems from Internet services. Different from most traditional 
digital authentication systems in the most basic point is that 
OpenID identity management is actually a decentralized system. 
Users of OpenID consumers come from different OpenID 
providers, users hosted by one OpenID service provider are 
able to authenticate to different Internet services. Users can 
choose any OpenID service provider as they wish, if needed, 
they can setup their own OpenID authentication servers [8]. As 

a result, when an opened enabled website is out of service, the 
digital identity that user used to login will not be affected in 
other RPs. 

After a URL owner registered in an IDP, he can use the 
authentication and identity management services provided by 
the server, If the OpenID service provider is out of service, he 
can start use a new OpenID service, what he need to do is shift 
IDP by changing some parameters. That is to say, if a user 
owns a URL as OpenID, he is always the owner of this OpenID 
digital identity and this is the merit that comes from the 
decentralized management style. 
 
3.3 User Centric 
The feature of user centric is a main difference of OpenID from 
other traditional digital management system. User centric 
means user profiles on the OpenID server is the centre of 
Internet users’ online being [9], OpenID end user can actually 
manage and control the spread and share of its Personally 
Identifiable Information(PII) or personal profile. 

When a URL owner registering in an IDP, a detailed 
personal profile is needed, this information will not be shared 
immediately by the web applications or Internet services user 
authenticate to using OpenID. In general, when login to a new 
OpenID enabled web application or Internet service, the PII 
transfer is required, because most web applications need to 
know something about its end user by create brief profiles in 
background. By the OpenID Attribute Exchange Specification, 
user can control the share level of its personal profile, for 
example, in some case, only user’s true name, address and 
telephone number is able to shared, etc, some OpenID service, 
like Verisign, can create different “Trust Profile” from the 
user’s PII, and provide different OpenID enable website with 
different “Trust Profile” [10].  

 
 

4. THE DEVELOPMENT OF OPENID AND ITS 
APPLICATIONS & DISCUSSIONS 

 
4.1 Adoption of OpenID 
OpenID is under active development, until the end of 2006, a 
bunch of OpenID Identity providers emerged: e.g. 
MyOpenID.com and Livejournal.com; Even Verisign starts its 
OpenID based Personal Identity Provider service, PIP[11]; 
some traditional network service providers also provide or 
willing to provide OpenID supports, for example, AOL started 
provide OpenID service, every AOL/AIM user can get a 
http://openid.aol.com/<screenName> URL as OpenID; Bill 
Gates declared in the “RSA security summit” in 2007 that 
Microsoft will support WS-* and the decentralized OpenID 
digital identity protocol[12]; idproxy.net was setup to bridge 
yahoo ID system with OpenID specification to provide OpenID 
authentication service[13]. According to a statistics, currently, 
there are as many as 1,200 sites offer some sort of OpenID 
services, reaching a potential 75 million people worldwide. 
Those figures could balloon to 15,000 sites and 250 million 
people this year [14]. 

In the Relaying Party side, many web applications started 
support OpenID login, e.g. Zooomr.com and Technorati.com; 
the creator of Digg.com Kevin Rose spoke in the “Future of 
Web Apps 2007” that Digg.com will use OpenID as its 
authentication system. OpenID also gain supports from third 
party tools and applications, for example, WordPress plugins 
used for OpenID login to post comments are ready for 
download; OpenID plugins for different wiki systems have 
been developed, e.g. OpenID plugin for DokuWiki can be 
found in Splitbrain.org[15]. Client tools start support OpenID 
as well, e.g. the under developed firefox version 3.0 software 
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will provide OpenID support. 
As for the OpenID specification development, its current 

version is 1.1, the OpenID 2.0 specification is almost out, 
version 2.0 added Yadis support in the identity service 
information discovery, more security concerns are added; new 
features like public and private identity presentation is added. 
OpenID 2.0 support i-names as well, PII transfer and OpenID 
data transmission functionalities will be improved greatly in 
Version 2.0, what’s more, an open interface is a key design idea 
of version 2.0. 
 
4.2 OpenID Philosophy 
OpenID is open, nobody should own it. Nobody's planning on 
making any money from it. The goal is to release every part of 
it under the most liberal licenses possible, so there's no money 
or licensing or registering required playing. It benefits the 
community as a whole if something like it exists[8]. 

OpenID is a brand new Internet based digital identity 
management framework, OpenID identity provider itself is not 
to compete for user resources with web applications or Internet 
services, nor does it try to replace current web applications’ 
user database. The philosophy of OpenID is actually try to 
implement a user centric digital identity management on top of 
current user management system and share user resources 
across cooperate domain. The share of user resources facilitates 
user register and authentication process.  

Under the OpenID framework, RPs are not to solicit user 
registration in any ways, but to put more efforts on how to 
better their services to gain visits from users, the registered user 
resources is already there, web applications or Internet services 
do not have to start from scratch. For users, when login to an 
IDP, they can visit any other RPs without further login 
processes, user is actually having a universal passport, login 
one place, login everywhere; this is the so called Single Sign 
On(SSO), compared with the old “Passport” service, SSO 
service provided by OpenID transcend the enterprise domain, 
and also, the open and free characteristics are what Live 
Passport or Google Account currently cannot offer.  
 
4.3 Weakness and Thoughts 
Although many merits and good points, OpenID specification 
is far from full fledged, for example, the current version 1.1 of 
OpenID specification doesn’t support grace logout mechanism, 
and in some situations, the speed and stability need to be 
improved. Below are some of the main concerns and weakness 
of current OpenID implementation [16-19]. 

1) Privacy: User centric OpenID makes digital identity 
management the heart of Internet user’s online life, while 
general public have difficulties to setup their own OpenID 
servers, thus they have to choose IDPs to use, this will 
bring privacy concern for users, for example, if Internet 
user uses an OpenID identity provider for all of the logins, 
that IDP knows exactly which sites the user visit, and 
which companies user shop from, etc, that kind of 
information is very valuable to marketer and likely to get 
sold or stolen. 

2) Security: To a lesser extent, OpenID promotes identity 
theft, partly, this is due to its user centric feature, while 
OpenID service provider becomes the main user profile 
hosting place, it exposes Internet user to theft, deception 
and spam, and user is more likely get targeted. Also, 
because of the open source feature of OpenID, every body 
can start an IDP, this will cause security problems for 
OpenID enabled sites and services. 

3) Popularity and Buy-in: OpenID is useless unless everyone 
buys into it. Currently, there are too many providers, not 
enough consumers[20], then even if it is an amazing 

technology, if it is not accepted by Internet users, it won’t 
prevail. A merit of OpenID is that it helps people manage 
digital identity and control the share of PII, but while 
“digital identity” is actually a virtual concept, it’s not a 
really item, if not many people pays attention to it, then it 
will not exist at all. 

4) Corporate Control: The use of OpenID is sometimes 
confined in a corporate domain; it is used as a single 
sign-on solution and to gather user data more easily. 
Corporate control exists because the fact that to verify and 
judge which OpenID identity provider is safe and 
trustworthy is very difficult. Even, some application 
websites will only accept the OpenID provider they trust 
to allow, and may refuse other small OpenID provider 
service. Corporate control defeats the purpose of OpenID, 
makes the philosophy of OpenID meaningless. 

 
Many other concerns and thoughts were discussed among the 
OpenID community, however, there are also many solutions 
and proposals that tackle these weakness, for example, 
Replying party must allow users to “link” their existing 
accounts with OpenID; public domain Relying Party should not 
limit the choose of OpenID service provider etc. With the 
community support and development, some of these ideas have 
been implemented in OpenID software released, OpenID 
specification are also take its weakness into consideration and 
make OpenID more stable and reliable. 
 
 

5. CONCLUSIONS 
 
Web applications and Internet services are evolving in a never 
seen speed; the need for a universal digital identity 
management on the Internet is becoming more and more urgent. 
OpenID provides a brand new framework for Internet based 
digital identity management, the characteristics of URI/URL 
based, decentralized and user centric makes OpenID a very 
promising technology.  

However, OpenID’s final goal is to reach a widely use, if 
not, it will lose its reason to exist. After more than 2 years of 
development, OpenID has developed from its simple 
authentication function to a more accepted digital identity 
management and authentication framework. Nowadays, many 
websites and web applications support or will support OpenID. 
Although many other thoughts and arguments towards it, with 
its easy and concise authentication framework, OpenID maybe 
a candidate among digital infrastructures for the future Internet 
applications. 
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ABSTRACT  
 

The homomorphic encryption can be used in many useful 
applications including multi-party computation, electronic 
voting, and database encryption. The existing homomorphic 
encryption is based on ring of the integer, and the possible 
operators are restricted to addition and multiplication only. In 
this paper, two new operations are defined -- Similar Modular 
and Fraction Modular. Base on the Similar Modular and 
Fraction Modular, the number sets of the homomorphic 
encryption is extended to the rational, and the possible 
operators are extended to addition, subtraction, multiplication 
and division. Our new approach provides a practical ways of 
implementation because of the extension of the operators and 
the number sets. 
 
Keywords: Private Homomorphism, Similar Modular, Fraction 
Modular; Homomorphic Encryption. 
 
 
1. INTRODUCTION 
 
With the development of informationization and digitalization, 
the importance of the security and secrecy of information is 
increasingly recognized. Ordinary encryption can’t compute the 
ciphertext data, however, homomorphic encryption can do it 
and furthermore encrypt operation value automatically. 
Therefore, homomorphic encryption can be widely used in 
multi-party computation, electronic voting, and mobile 
cryptography[1-3]. In this paper, the interrelated technology of 
homomorphic encryption is recalled. A new operation, similar 
modular, is defined. Homomorphic encryption is realized in the 
range of the rational based on similar modular operation. This 
mechanism can process arithmetical operation of addition, 
subtraction, multiplication and division to the ciphertext data. 
 
The remainder of this paper is organized in the following way: 
In Section 2 we introduce the idea of privacy homomorphism. 
In Section 3 homomorphic encryption of the integer is 
discussed. In Section 4 we discuss the details of homomorphic 
encryption of the rational. In Sections 5 we briefly give 
conclusion and some future works for our approach. 
 
 
2. PRIVACY HOMOMORPHISM 
 
The homomorphic encryption presented in this paper is based 
on a concept that may be traced back to the article on privacy 
homomorphisms by Rivest, Adleman, and Dertouzos[4]. The 
homomorphic encryption is a subset of privacy 
homomorphisms. The concept behind privacy homomorphism 
is to improve security by allowing direct computation on 

                                                        
* Supported by the National Natural Science Foundation of China 
(90104005). 
 

encrypted data without decryption. Rivest, Adleman and 
Dertouzos defined privacy homomorphism as follows： 

Let S be a set, and 'S  a possibly different set with the same 

cardinality as S. Let D : S→ 'S  be bijective. D is the 
decryption function, the encryption function is E. Assign an 
algebraic system for plaintext operations by: 

U= ; ,..., ; ,..., ; ,...,1 1 1S f f P P s sk l m< >  

Where the fi  is operator, the Pi  is predicate, and the si  is 

distinct constant. Assign converse compution of U with 
encrypted data by: 

C= ' ' ' ' ' ' '; ,..., ; ,..., ; ,...,1 1 1S f f P P s sk l m< >  

Where the 'fi , '
iP 'si  are the encrypted version 

of if , iP , is respectively. The mapping D is called a privacy 
homomorphism if it satisfies the following conditions: 
① '( , , ,...)( ( , ,...) ( ( ), ( ),...) ( ))i ii a b c f a b c f D a D b D c∀ = ⇒ =  

② '( , , . . . ) ( ( , , . . . ) ( ( ) , ( ) , . . . ) )i ii a b P a b P D a D b∀ ≡  

③ '( )i iD s s=  
In order for C and D to be of any use as a protection, the 

following additional constraints should be satisfied: 
 D and E are easy to compute.①  
 The functions②  '

if  and predicates '
ip  in C are efficiently 

computable. 
 E is a non③ -expanding cipher or an expanding cipher whose 
cryptotext has a representation only marginally larger than 
the corresponding plaintext. 

 The operations and predicates in C should not be sufficient ④
to yield an efficient computation of D. 

Additionally, E and D must resist ciphertext only and chosen 
plaintext attacks. If a cryptographical system such as this could 
have existed, it would have been applicable for almost all 
problems which secure multiparty computations are designed to 
solve. Privacy homomorphisms were originally conceived as a 
method of processing encrypted data. In more recent times, it 
has been proposed as a principle underlying encrypted 
computation [5, 6]. 
 
 
3. HOMOMORPHIC ENCRYPTION OF THE 

INTEGER 
 
Sander and Tschudin defined additive-multiplicative 
homomorphism of the integer [7-9], which is a kind of privacy 
homomorphism. Additive-Multiplicative homomorphism 
ensures that the computation result on two encrypted values is 
exactly the same as the encrypted result of the same 
computation on two unencrypted values. Sander and 
Tschudin’s mobile cryptography uses HOMOMORPHIC 
ENCRYPTION for its implementation, but there are some 
drawbacks. First, no single cryptosystem is found to be 
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additively, multiplicatively and mixed multiplicatively 
homomorphic. Second, only some limited classes of functions 
(polynomial and rational functions) are proved to be 
compatible with the HOMOMORPHIC ENCRYPTION. Here, 
we describe the properties of homomorphic encryption that we 
need for securing computation from the work of Sander and 
Tschudin: 

Let R and S be sets. We call an (encryption) function  
E : R → S 

① Additively homomorphic if there is an efficient algorithm 
PLUS to compute E(x+y) from E(x) and E(y) that does not 
reveal x and y. 

② Multiplicatively homomorphic if there is an efficient 
algorithm MULT to compute E(xy) from E(x) and E(y) that 
does not reveal x and y. 

③ Mixed-multiplicatively homomorphic if there is an 
efficient algorithm MIXEDMULT to compute E(xy) from 
E(x) and y that does not reveal x. 

The homomorphic encryption that meets the three properties 
allow only two types of operators: addition and multiplication. 
One thing to note is that there is one-to-many relationship, 
which implies that a single plaintext message, x, can have 
multiple ciphertext messages of E(x) (i.e., although E1(x)≠ 
E2(x), D(E1(x)) = D(E2(x)) is true for a plaintext message x). 
Another point to note is that there should be only a few 
elements that satisfy the last property (mixed-multiplicativity), 
otherwise the last property and the second property yield an 
anomaly, y = E(y). Thus, in integers, only one integer (a 
multiplicative identity, x = 1) should satisfy the last property, 
E(xy) = E(x)y, to avoid the anomaly. 
 
Since common addition and multiplication are homomorphic of 
the integer, homomorphic encryption of the integer is very easy. 
Let R and S be sets of the integer, R is plaintext data, S is 
ciphertext data. a R and b∈ ∈R, E be a encryption function 
between them: E : R → S. The algorithm PLUS is called 
additively homomorphic if it satisfies the following conditions: 

E(a+b)=PLUS(E(a)，E(b)) 
The algorithm MULT is called multiplicativity homomorphic if 
it satisfies the following conditions: 

E(a×b)=MULT(E(a)，E(b)) 
In this way there E(a+b) and E(a×b) can be computed from E(a) 
and E(b) that does not reveal a and b. In the plaintext code PR, 
the additions are replaced the algorithm PLUS, the 
multiplications are covered for MULT, the ciphertext code PRE 
is build by the PR. The PRE is executed on the remote host, the 
computing result of the PRE is encrypted automatically. The 
rational result can be gained by decryption.  
 
The new cryptosystem uses a large number, n, such that n = p × 
q, where p and q are large prime numbers. Let Zp = {x | x ≤ p} 
be the set of original plaintext messages, Zn = {x | x < n} be the 
set of ciphertext message and Qp = {a | a ∉  Zp} be a set of 
encryption clues. The types of operations defined are addition 
and multiplication on Zp. The encryption and decryption 
algorithms are as follows: 
Encryption Given x  ∈ Zp, pick a random number a in Qp such 
that x = a mod p. Compute the encrypted value y = Ep(x) = a 
mod n. This can be accomplished by picking a random r and 
creating a = x + rp. 

 
Decryption Given y = Ep(x)  ∈ Zn, use the key p to recover  

x = Dp(y) = y mod p. 
 
Example Let p=29,q=23,n= p × q=667 and the values, x1=7 
where E(x1)=(7+28×29) mod (29×23) = 152, and x2=3 where 
E(x2)=(3+40×29) mod (29×23)=496. 

E(x1+ x2)=PLUS(E(x1),E(x2))=E(x1)+E(x2)= 152+496=648 
E(x1×x2)= MULT(E(x1),E(x2)) 
= E(x1) ×E(x2)= 152×496=75392 
Decrypting E(x1+ x2) and E(x1×x2) yields, 
D(E(x1+ x2))= 648 mod 29 =10= x1+ x2 
D(E(x1×x2))= 75392 mod 29 =21= x1×x2 

 
 
4. HOMOMORPHIC ENCRYPTION OF THE 

RATIONAL 
 
Since homomorphic encryption is produced, the last word is 
homomorphic encryption of the integer, and the possible 
operators are restricted to addition and multiplication[10]. In 
this paper homomorphic encryption of the rational is proposed, 
the possible operators are extended to addition, multiplication, 
subtraction and division. Our new approach provides some 
practical ways for implementing homomorphic encryption, and 
this new approach will encrypt data in a way that enables direct 
computation on encrypted data without decryption. 

 
4.1 Additively Homomorphic 
To discuss the additively homomorphic of the rational, the new 
operation is defined in our approach, called similar modular, 
expressing as “smod” in short. 
 
Definition 1: smod is a binary operation, it is a rational vs a 
plus integer to compute modular. smod is yielded as fellow: 

mod(m,p)   m≥0 
smod(m,p)=  

                 -(mod (|m |, p))  m<0 
where m is a rational, and where p is a large plus prime number, 
and where mod() is common modular-operation. The security is 
not damaged where p is restricted an integer greater-than zero. 
Example: smod (9.8,4) = 1.8,  

smod (-9.8,4) = -1.8 
Some properties of smod are alike with properties common 
mod. 
 
Because subtraction can be expressed as a plus rational adds on 
a minus rational, additively homomorphic of the rational is 
only discussed. The encryption and decryption algorithms are 
as follows: 
Encryption: 
① The algorithm of additively homomorphic uses a large 

number, n, such that n = p × q, where p and q are large 
security prime numbers. Let Zp = {x | x ≤ p} be the set of 
original plaintext messages, Zn = {x | x < n} be the set of 
ciphertext message. 

② Given x  ∈ Zp, Compute the encrypted value y = Ep(x) = 
smod((x+sign(x)×rand()×p),n). where rand() yields a 
random plus integer, and where sign(x) produces a plus or 
minus symbol like x.  

③ Given x1  ∈ Zp and x2  ∈ Zp, to compute x1+x2, first of all 
calculating y1= Ep(x1) and y2= Ep(x2) according to ②. 

 ④ If | x1|-| x2|≥0, then | y1|-| y2|≥0, otherwise return  to ③
recalculate y1 or y2. as far as the condition is satisfied. 

⑤ Calculating y1+y2, the result is encrypted automatically. 
 
Decryption Given y = Ep (x)  ∈ Zn, use the key p to recover x = 
Dp(y) = smod(y,p). 
 
Example(Addition) Let p=19,q=17,n= p×q= 323 and the 
values,x1=2.5  

where y1= Ep (x1)=smod((2.5+23×19),323)=116.5.  
and x2= -4.15 where y2= Ep (x2)=smod((-4.15-31×19),323) 

= -270.15. 
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y1+y2= Ep (x1)+ Ep (x2)= 116.5+(-270.15)= -153.65 
Decrypting -153.65 yields, 
Dp (-153.65)=smod(-153.65,19)= -1.65= x1+ x2 

 
4.2 Multiplicatively Homomorphic 
To discuss the multiplicatively homomorphic of the rational, 
the new operation is defined in our approach, called fraction 
modular, expressing as “fmod” in short. 
Definition 2: fmod is a binary operation, it is a fraction vs a 
large plus prime number to compute modular. fmod is yielded 
as fellow: 

fmod( a
b

,p)= mod( , )
mod( , )

s a p
s b p

 

where a is a integer, b is a plus integer, p is a large plus prime 
number, and where smod() is similar modular operation. The 
security is not damaged where p is restricted a prime number 
greater-than zero. 
Example:  

fmod ( 17
14

,5) = mod(17,5)
mod(14,5)

s
s

= 2
4

=0.5 

Some properties of fmod are alike with properties common 
mod. 

Theorem 1: fmod( 1

2

a
b

,p) ×fmod( 2

2

a
b

,p)=fmod( 1 2

1 2

a a
b b
× ,p) 

Proof. According to the definition of the fmod: 

fmod( 1

2

a
b

,p) ×fmod( 2

2

a
b

,p) 

= 1

1

mod( , )
mod( , )

s a p
s b p

× 2

2

mod( , )
mod( , )

s a p
s b p

 

= 1 2

1 2

mod( , ) mod( , )
mod( , ) mod( , )

s a p s a p
s b p s b p

×
×

 

= 1 2

1 2

mod( , )
mod( , )

s a a p
s b b p

×
×

= fmod( 1 2

1 2

a a
b b
× ,p) 

As division is reverse operation of multiplication, the 
multiplicatively homomorphic of the rational is only discussed. 
The encryption and decryption algorithms are as follows: 
Encryption: 
① The algorithm of Multiplicatively homomorphic uses a large 

number, n, such that n = p × q, where p and q are large 
security prime numbers. Let Zp = {x | x ≤ p} be the set of 
original plaintext messages, Zn = {x | x < n} be the set of 
ciphertext message. 

② Given x1∈Zp and x2∈Zp,  to compute x1×x2, first of all 
calculating first of all x1 and x2 are expressed as fractions, 

namely x1= 1

1

a
b

,x2= 2

2

a
b

,where a1 and a2 are integers,b1 

and b2 are plus integers. 
③ For a1,a2,b1 and b2 , compute the encrypted value ya1= Ep 

(a1)=smod((a1+sign(a1)×rand()×p),n), respectively, where 
rand() yields a random plus integer, and where sign(a1) 
produces a plus or minus symbol like a1. 

④ Calculating ya= ya1×ya2 and yb= yb1×yb2, then counting 

Y= a

b

y
y

, the result Y is encrypted automatically. 

Decryption Given Y= a

b

y
y

, use the key p to decrypt, Dp(Y) = 

fmod(Y,p)= mod( , )
mod( , )

a

b

s y p
s y p

. 

Example (Multiplication) Let p=101,q=71,n= p×q= 
7171,x1=1.4, x2= -2.25. 

According to the multiplicatively encryption algorithm: 

x1 and x2 are expressed as fractions: x1=
7
5
，x2= 9

4
− . 

a1=7,b1=5,a2=-9 and b2=4, compute the encrypted 
value ,respectively: 

ya1=E(a1)= smod((a1+sign(a1)×rand()×p),n) 
=smod((7+123×101), 7171)=5259 
yb1=E(b1)= smod((b1+sign(b1)×rand()×p),n) 
=smod((5+79×101), 7171)=813 
ya2=E(a2)= smod((a2+sign(a2)×rand()×p),n) 
=smod((-9-222×101), 7171)=-918 
yb2=E(b2)= smod((b2+sign(b2)×rand()×p),n) 
=smod((4+98×101), 7171)=2731 
 
then calculating: 
ya= ya1×ya2=5259×(-918)=-4827762 
yb= yb1×yb2=813×2731=2220303 

the result Y= a

b

y
y

= -4827762
2220303

 

Decrypting Y yields, 

D(Y)=fmod(Y,p)= mod( , )
mod( , )

a

b

s y p
s y p

 

= mod( 4827762,101)
mod(2220303,101)

s
s

− = -63
20

=-3.15= x1×x2 

 
4.3 Analysis 
The homomorphic encryption of the rational holds many 
properties. Due to using rand() in the encryption algorithms, 
there is one-to-many relationship, which implies that a single 
plaintext message, x, can have multiple ciphertext messages of 
E(x) (i.e., although E1(x)≠ E2(x), D(E1(x)) = D(E2(x)) is true for 
a plaintext message x). 
Theorem 2: For all x∈Zp，D(E(x))=x holds true. 
Proof. Let y=E(x)，a=x+sign(x)×rand()×p. Then it is true that 

y=smod(a,n)      
Since n= p×q, the equation implies that 

D(y)= smod(y,p)=smod(smod(a,n),p) 
= smod(smod(x+sign(x)×rand()×p,n),p)=x 

According to Domingo-Ferrer and Herrera-Joancomarti’s 
discussion in Ref [5], the properties of security of the 
homomorphic encryption of the rational are as follows: 
①  Ciphertext-Only Attack. The cryptanalyst does not know 

p and gains a ciphertext y  ∈ Zn. However, p is needed to 
compute a smod p = x. But, if the cryptanalyst sees only 
ciphertext, then finding the secret p from the public n is as 
difficult as factoring n [5]. Therefore, with only ciphertext, 
finding the original value is difficult. 

②  Known-Plaintext Attack. If the cryptanalyst knows a 
plaintext-ciphertext pair (x, y), then the cryptanalyst can 
generate a set of t numbers, Ai  ∈ Qp for i = 1, …, t such 
that Ai = y smod n. Then, the cryptanalyst knows that Ai = 
x mod p for each i, so that p | (Ai - x). With high 
probability p = gcdt

i=1(Ai - x). 
③  Integrity Attack. Since all of the decryption is performed 

modulo p, any unencrypted number x < p will be 
deciphered as itself. Therefore an adversary can replace 
any encrypted value with a chose value and claim it is 
encrypted. 

 
 
5. CONCLUSIONS 
 
The approach in this paper can be used in many useful 
applications including multi-party computation, electronic 
voting, and mobile cryptography. Further considerations must 
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be taken for the improvement of our approach as follows: 
① The homomorphic encryption is a simple cryptosystem, and 

requires extra work to develop more sophisticated 
encryption schemes with complete security analysis. 

② In order to gain more secure cryptosystem, it is necessary to 
combine the homomorphic encryption and other encryption 
methods (e.g. function composition). 
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ABSTRACT  
 

Despite the recent advances in access control approaches 
applicable to grid computing, there remain issues that impede 
the development of effective access control for grid. Grid 
provides people the way to share large mount of distributed 
resources and services that belong to different local 
organizations. These resources execute tasks submitted by 
users, who are not in the resources’ local domain and hence 
have no control over these resources. Conversely these users 
are not controlled by the resource owners. Access control in 
computational grids is typically provided by a combination of 
identity certificates and local accounts. This approach does not 
scale as the number of users and resources increase. Moreover, 
identity-based access control is not sufficient because users 
and resources may reside in different security domains and 
may not have pre-existing knowledge about one another. Trust 
mechanism is well-suited for grid computing because it allows 
participants to establish mutual trust based on attributes other 
than identity. This paper describes the models of access 
control based on trust degree of grid entities, and dynamically 
manages the access permission according to the trust values of 
the subject and object. The basic rules of the trust-based 
scheme are presented, and the strategies are given for different 
access services in grid applications. 
 
Keywords: Trust, Access control, Grid Security 
 
 
1. INTRODUCTION 
 
As the grid transitions from a purely scientific community to a 
heterogeneous, commercial, open community, it enters an 
environment of mutual suspicion. Malicious users can damage 
the grid by stealing sensitive information, corrupting data, and 
exhausting grid resources by severely exceeding the allocated 
resources [1,2]. Grid users are concerned with the privacy, 
confidentiality and integrity of their data. 
 
Access control is one of the important security services 
according to the definition of IS07498-2 Security Architecture 
Model. Some access control models have been researched and 
applied widely: discretionary access control (DAC) [3], 
mandatory access control (MAC) [3], and role-based access 
control (RBAC) [4]. Existing access control model well suited 
for the centralized and relatively static environment, where the 
subjects, objects and resources are relatively static, and the 
permission that is granted for a subject to access a object is 
relatively changeless. In these access control model, the 
subjects are client processes or users, and the objects are 
usually server resources. Traditional access control models are 
not obviously suitable for the collaborative systems whose 
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entities vary dynamically [5], such as grid computing. 
 
Access control in grid computing is typically provided by a 
combination of identity certificates and local accounts [6]. 
Publicly available access control policies specify which users 
have access to what resources. Users are generally required to 
pre-register with a service provider before requesting a service. 
This approach does not scale as the number of users and 
resources increase and user population becomes highly 
dynamic. Furthermore, users and resources may be from 
different security domains with no pre-existing knowledge 
about one another. Digital certificates help to address some of 
these issues, but they do not guarantee that resources or users 
can be trusted. 
 
In grid computing, the members and resources are dynamical, 
and the members might join or exit the system at any moment, 
and might be on-line or off-line. Otherwise, there is no super 
member or central node that assigns the roles or permissions 
to other members in grid computing. So it is not suitable that 
the access control is taken by assigning roles. In traditional 
client/server architecture, the security of access depends on 
identity authentication or authorization of trusted party, where 
the central node or trusted party is needed to participate. But 
the central entity or trusted party is often absent in grid 
computing, and the security system of data share and 
collaborative computation more depends on distributed trust 
system. 
 
With these issues in mind, we propose a dynamic trust metric 
and trust-based access control model in grid applications. The 
trust-based access control model handles security problem on 
the whole of related network and system application instead of 
single system. The trust value might be from the experience 
with the target entity or the recommendation of other entities, 
or other specialized learning mechanism. The trust values 
among entities are not static, and vary along with the change 
of the context, so the entity's trust degree should be updated 
periodically and the access permission of an entity will vary 
relatively. Meanwhile, the variety of resources and services 
will result in the difference of requirement of the entity's trust 
value. 
 
This paper is organized in five sections. After the Introduction 
in Section I, Section II describes related work about grid 
security. Section III explains our approach, proposes a flexible 
mathematical model for trust computation. Section IV 
describes trust-based access model. Section V concludes the 
paper and suggests future directions for improvement. 
 
 
2. RELATED WORK ABOUT GRID SECURITY 
 
In order to archive security in grid, some technologies have 
been used to build the security mechanism for grid. For 
example, in the Globus Toolkit (GT), a grid security 
infrastructure (GSI) has been established [6]. GSI defines a 
common credential format based on X.509 identity certificates 
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and a common protocol based on transport layer security (TLS, 
SSL). Gateways are used to translate security policies between 
the common GSI infrastructure and local site mechanisms [7]. 
GSI supports many secure techniques, such as, single-sign, 
credentials, the collaboration between local secure strategy 
and secure strategy of whole system etc. GSI mainly points to 
secure the transport layer and application layer in network, 
and emphasize on synthesizing present popularly secure 
techniques to grids environment. The grid security can be 
provided as security services. Security messages and secured 
messages can be transported, understood, and manipulated by 
standard Web services tools and software. This mechanism is 
a good choice because the web service technology has been 
well established in the network-computing environment. 
 
Although these secure techniques applied to grids are 
developing more and more mature, when they are applied to 
grid, there are many kinds of restrictions more or less [7,8]. 
For example, systems usually require the resources in different 
management domains can be trusted by each other, users must 
be all legal, applications are totally harmless, etc. These 
restrictions deeply frustrate the scale of grids, users and 
applications. Similarly, they may increase the cost of grid in 
running itself and implementing services, frustrate the 
development and applying into factual applications. At first, 
while actual computational grids can span several 
management domains, and in these domains, the very high 
trust relationship must be supported in each other. 
Computational resources in different domains usually should 
be shared for supporting powerful computing, while this kind 
of resources sharing may lead to illegal users acquire much 
higher secure level to access to the resources that they have no 
rights to access to. Under this condition, the security of 
resources is not assured, and even more the whole security of 
grid may be threatened. Secondly, if illegal users run Trojan 
horse in the environment of computational grid, certain 
resources in it may be destroyed and all information in it will 
disappear forever. 
 
Applying trust to grid computing is a relatively new area of 
research. For example, Azzedin and Maheswaran define the 
notion of trust as consisting of identity trust and behavior trust 
[9-11]. They separate the “Grid domain” into a “Client 
domain” and a “resource domain”, and the way they calculate 
trust is limited in terms of computational scalability, because 
they try to consider all domains in the network; as the number 
of domains grows, the computational overhead grows as well. 
 
Hwang et al. [12] and Sobolewski [13] try to build trust and 
security models for Grid environments, using trust metrics 
based on e-business criteria. Alunkal et al. [14] propose to 
build an infrastructure called “Grid Eigentrust” using a 
hierarchical model in which entities are connected to 
institutions which then form a VO. They conclude with the 
realization of a “Reputation Service”, however, without 
providing mechanisms that automatically can update trust 
values. Papalilo and Freisleben [15] has proposed a Bayesian 
based Trust model for Grid but the suggested metrics cover 
only limited trust aspects in practical Grid. TieYan et al. [16] 
consider trust only to improve the Grid Security Infrastructure 
(GSI) to achieve additional authentication means between 
Grid users and Grid services. Ching et al. [17] use the 
concepts of the subjective logic in the context of Grid 
computing using trust relationships to enhance the Grid 
security. Hui et al. [18] use the notion of “mission-aware” 
trust model, which take into account the cost of performing 
allocated tasks. 

In the next Section, we will describe a trust model and trust 
computation using mathematic definition. The model supports 
security management in grid applications. 
 
 
3. TRUST MECHANISM OF GRIDS 
 
In grid system, all logged users can use grid resources through 
executing applications. While the fact is that users, resources 
and applications will not be reliable and beneficial for each 
other and so the security of grid becomes much more 
complicated. Some users passing authentications may illegally 
use grid resources out of their access rights, or acquire other 
users important data, some users pretend to share resources, in 
fact, their aim is to wreck grid resources and amend the result 
of applications, etc. From the above conditions, it is easy to 
see that security problems have already involved into every 
grid entity, including users, applications, computational 
resources and even network. Not only every entity has to face 
all kinds of insecure threatens, collaborating and sharing 
among these entities also involve many security problems. 
Nowadays, the secure problems in grids mainly include users 
security, computational resources security and applications 
security, and collaborative security among them etc. 
 
As a result, study on the secure problems is the base to design 
security infrastructure for grid. Trust model is the effective 
way to implement the relationship among users, resources and 
applications. 
 
3.1 Definition of Trust and Reputation 
In the following defines, EX and EY represent the two entities, 
t is the time, and c is the context [9,10]. The notion of trust is a 
complex subject relating to a firm belief in attributes such as 
reliability, honesty, and competence of the trusted entity. 
There is a lack of consensus in the literature on the definition 
of trust and on what constitutes trust management. 
 
Trust is the firm belief in the competence of an entity to act as 
expected such that this firm belief is not a fixed value 
associated with the entity but rather it is subject to the entity’s 
behavior and applies only within a specific context at a given 
time. 
 
Trust Level (TL) is built on past experiences and given for a 
specific context. That is, the firm belief is a dynamic value 
and spans over a set of values ranging from very trustworthy 
to very untrustworthy. 
 
For example, entity Ey might trust entity Ex to use its storage 
resources but not to execute programs using these resources. 
The TL is specified within a given time because the TL today 
between two entities is not necessarily the same TL a year ago. 
For simplicity, we assume the trusts are divided into 6 levels 
(see Table1). 

Table 1. Definition of trust level 
Trust Level Description 
1 Very low trust level 
2 Low trust level 
3 Medium trust level 
4 High trust level 
5 Very high trust level 
6 Extremely high trust level 

 
Direct Trust is remarked as ),,,( ctEyExΔ  which represents 
the direct relationship of two entities in special time and 
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context. 
 
Reputation is an expectation of entity’s behavior based on 
other entities' observations or information about the entity's 
past behavior within a specific context of a given time. The 
reputation is remarked as ),,,( ctEyExΩ . 
 
In computing trust and reputation, time factor have to be 
considered. For example, if Ex trusts Ey at level p based on 
past experience five years ago, the trust level today is very 
likely to be lower unless they have interacted since then. 
Similar time-based decay also applies for reputation. 
 
Decay function is remarked as ),( ctt tr−γ , where c is the 
specific context for the trust relationship, t is the current time, 
and tr is the time of the last update or the last transaction 
between Ex and Ey. The time factor t as explained earlier is 
very critical because information well-received from an entity 
five years ago might be ill-received today based on the 
validity of the information as well as how trustworthy is the 
entity today. 
 
3.2 Computing Trust and Reputation 
Let Ex and Ey denote two entities. The trust relationship based 
on a specific context c at a given time t between the two 
entities, expressed as ),,,( ctEyExΓ , is computed based on  
direct trust relationships for the context c at time t between Ex, 
and Ey, expressed as ),,,( ctEyExΔ , as well as the reputation 
of Ey for the context c at time t expressed as ),,,( ctEyExΩ . 
The weights given to direct and reputation relationships are α 
and β, respectively. Since the “trustworthiness” of Ey is based 
more on direct relationship with Ex rather than the reputation 
of Ey, as far as Ex is concerned, α weighs more than β. 
 

1
),,,(),,,(),,,(

=+
Ω×+Δ×=Γ

βα
βα ctEyExctEyExctEyEx  

 
Direct relationship is computed as the product of the trust 
level in the direct-trust table (DTT) and the decay 
function ),( ctt r−γ . In computing direct trust, historic directs 
transaction should be considered in countering malicious 
entities regarding strategic altering behavior. 
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The reputation of Ey is computed as the average of the direct 
trust of all entities which had transactions with Ey. 
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Currently, we are developing a trust management architecture 
that can evolve and maintain the trust values based on the 
concepts explained above. The rest of this paper is concerned 
with using the trust values maintained by such a system to 
perform efficient access control. 
 
 
4. TRUST-BASED ACCESS CONTROL MODEL 
 
In traditional centralized or client/server access control system, 

the subject's identity needs to be authenticated and the access 
permission is authorized according to its identity or role, and 
the access control means the control to the subject. But in grid 
environment, access control means the control both to the 
subjects and to the objects, and an access operation requires 
that the subject or object has certain trust degree, or both the 
subject and the object have certain trust degree. The trust 
values among entities are not static, and vary along with the 
change of the context, so the entity's trust degree should be 
updated periodically and the access permission of an entity 
will vary relatively. Meanwhile, the variety of resources and 
services will result in the difference of requirement of the 
entity's trust value. 
 
4.1 Terminology 
Entity: Entities might be members of grid or its processes, 
procedures, tasks, resources. 
 
Subject: Subjects are entities that can perform operation on 
other entity. Subject might be grid members or its processes, 
procedures, tasks or resources. 
 
Object: Objects are the entities that are accessed by other 
entities. An object might be grid member or its resource. 
 
Operation: Operation means subject's atomic action on object, 
such as read, edit, browse, execution, query, etc. 
 
Permission: An entity with access permission is granted to 
perform an operation. 
 
Trust Value: Trust value is assumed to distribute from 0 to 1. 
Here 1 denotes absolutely trustworthy, and 0 denotes untruth 
at all. 
 
Subject Trust Threshold: The subject trust threshold is 
defined as the minimum trust value of a subject for obtaining 
operation permission. When an entity's trust value is less than 
the subject trust threshold for an operation, the entity will be 
rejected to perform the operation because its trust value is not 
enough. 
 
Object Trust Threshold: The object trust threshold is defined 
as the minimum trust value of an object that its resource can 
be accessed. When an entity's trust value is less than the object 
trust threshold for an operation, other entities will not to 
perform the operation on it because its trust value is not 
enough. 
 
Trust update Deadline: The trust update deadline is the 
useful-life of a trust value. An entity's trust value should be 
updated at the trust update deadline. 
 
Context: The context is the factors which have influence on 
entity's trust and access control, such as the importance of the 
object's resource, the recommender's trust degree, the network 
bandwidth and trust update period, etc. 
 
4.2 Formal Definition 
Definition 1: Trust-based access control model is a tuple as 
follows: 
E is the set of entities 
S⊆E is the set of subjects 
O⊆E is the set of objects 
OP is the set of operation on object's resources 
TV: E×OP→[0,1], An entity's trust value for performing a 
operation. 
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TT_S: O×OP→[0,1], A subject trust threshold for performing 
a operation on an object. 
 
TT_O: S×OP→[0,1], The object trust threshold which a object 
should have when subject performs a operation on it. 
 
F: S×O×OP→[0,1], Access authorization rule. In trust-based 
access control model, the map F: S×O×OP→[0,1] denotes 
mapping the subject's operation permission on the object to set 
{0, 1}. Here 1 denotes that the access is permitted and 0 
denotes that the access is denied. 
 
When a subject will perform an operation on an object, the 
access control system judges the trust degree of subject and 
object as well as the context information of object's resources, 
and then decides to map the access permission to 0 or 1. 
 
Definition 2: Trust-based access control policy is as follows: 

),(_),(&&
),(_),(),,(

,,

opsoTTpoTV
opoSTTopsTVoposF

OPopOoSs

≥
≥=

∈∈∈∀
 

 
If the trust value of subjects for performing the operation on o 
is not less than the subject trust threshold of performing 
operation op on object o, and the trust value of object o is not 
less than the object trust threshold that subject s performs 
operation op, the access permission is mapped to 1 and the 
access is permitted; or else the access permission is mapped to 
0 and the access is denied. In this paper, the result of logic 
operation is 1 or 0, here 1 denotes true and 0 denotes false. 
 
4.3 Basic Access Control Rules 
Rule 1: When a subject performs an operation on an object, 
the trust value of the subject should not be less than the 
subject trust threshold that is required by performing the 
operation on the object; and meanwhile, the trust value of the 
object should not be less than the object trust threshold that is 
required by the subject's performing access. 
 
Rule 2: When an entity's trust value has been kept over a 
period of time, it should be refreshed, and the access Rule 
permission of the relative entity will change correspondingly. 
The outdated trust value cannot be used for access control. 
 
Rule 3: Access control is of relativity of its entity's context. 
 
The trust value of an entity in grid system is relative to some 
other entity and it depends on the system context because the 
entity is various, dynamic and has no centralized control. The 
trust value that a subject should own for accessing an object' 
resource is relative to the importance of the resources. For 
instance, the trust value required for accessing an important 
resource is relatively higher than for accessing an ordinary 
resource. The context has influences on the access control of a 
system in various aspects. 
 
For example, there is need that a subject evaluates object's 
trust value and the object evaluates subject's trust value when 
the subject wishes to submit a task on the object. The subject 
wishes to execute the task on a robust and not vicious object 
node and the task will not be modified or deleted viciously, or 
failure of system will not occur. The object wishes that the 
subject is trustworthy and the task from subject does not 
include virus, Trojan horse and other vicious data. The access 
control policy for executing the task is as follows: 
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5. CONCLUSION AND FUTURE RESEARCH 
 
In a large-scale wide-area system such grid, how to secure 
resources is the hotspot in the filed of resource management. 
One approach is to be conservative and implement techniques 
such as sandboxing, encryption, and other access control 
mechanisms on all elements of the Grid. However, the 
overhead caused by such a design may reduce the advantages 
of grid computing. Furthermore, the existing access control 
mechanisms are not suitable for the access control of grid 
applications. In this paper, a novel trust-based access control is 
presented for access control of grid applications and other 
collaborative system. Further researches include the 
combination of trusted-based access control and role-based 
access control, the security mechanism of the access 
authentication, and the access control of other complex 
collaborative system. 
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ABSTRACT 
 

Taking the electronic balance digital display instrument as 
example, this paper analyses the influence of the every part of 
the digital closed-loop instrument on the dynamical 
performance of system, and builds up the system mathematical 
model. According to the desire of the dynamical performance 
indices of the system, two types of PID controllers are 
designed based on ITAE (the product integration of time and 
the absolute error) index and genetic algorithm respectively. 
Then the mathematical model built up is simulated with 
MATLAB language. The simulation results are shown that the 
digital closed-loop instrument with PID controller based on 
genetic algorithm has many advantages such as no overshot, 
shorter settling time, and parameter tuning simpler than that of 
ITAE index algorithm, so it can be suitable for the real 
application. 
 
Keywords: Genetic Algorithm, ITAE Index, Digital 
Closed-Loop Instrument, PID Controller  
 
 
1. INTRODUCTION 
 
For the general control system, it is necessary to solve the 
problem of detecting objects at first, namely feedback, that we 
can achieve the purpose of control. The closed-loop instrument 
is a small power servo-control system. In order to obtain the 
measurement results, control is very important. Modern 
Instruments often integrate measurement with control, such as 
transmitters with fieldbus, which not only complete the task of 
measuring, but also achieve functions of controllers. 
 
Many measurement and control tasks are accomplished by 
Algorithms.To improve the level and efficiency of study and 
development, and promote measurement and control 
technology mutual penetration, the common technology 
methods about modeling, analysis, simulation and control 
algorithm in control theory could be applied to the research 
and development of the closed-loop instruments. Adopting the 
principle of automatic voltage compensation, the digital 
closed-loop instrument can automatically measure and display 
all types of electrical parameter. With thermocouple, hot 
resistance or other transmitter, it can display and record the 
various parameters, such as temperature, pressure, flow, level, 
composition and so on. As a result of using microprocessor, it 
integrates measurement, subtraction, data processing, display, 
system adjustment and control, so it has better performances 
and more functions. In the digital closed-loop instrument, it is 
a key to design the PID controller optimally. 
 
Nowadays, there are many methods of PID controller 
parameters tuning, such as the traditional PID algorithm, 
algorithm based on ITAE index and genetic algorithm etc. The 
algorithm based on ITAE index can reduce ITAE performance 
index to modify the transient response of the system, but 
genetic algorithm is easy to tune the parameters of PID 
controller accurately, and improve stability and dynamic 

characteristics of instrument. 
 
 
2. THE MATHEMATICS MODEL OF DIGITAL 

BALANCE DISPLAY INSTRUMENT 
 
The digital balance display instrument is composed with 
microprocessor, power amplifier, AC servo motor, a 
photoelectric encoder, ADC and DAC. Fig.1 shows its 
principle block diagram. After analog to digital conversion, 
DC voltage signal (input signal) input to microprocessor 
which compare the acquisition signal with the instrument 
point state information that is feedback signal by the 
photoelectric encoder. Microprocessor determines whether the 
point is corresponding to the input position. if not, according 
to the system dynamic performance indices, microprocessor 
processes  the voltage difference data, calculates the 
corresponding control law to control servo motor to be 
forward-running or reversal, leads the point to reach position 
according to the input data, until  balances between voltage 
and position.  
 
The digital balance display instrument uses two digit switch 
signal to control power amplifier, which output the positive or 
negative 50Hz AC signal with the fixed amplitude, or zero 
signal. Because the power amplifier is vulnerable to be 
disturbed by work frequency, we often use phase-sensitive 
power amplifier to improve its resisting interference ability. In 
general a low pass filter circuit is added after phase-sensitive 
power amplifier, then the high harmonic of output signal is 
filtered. There we select ND-D-J3 AC servo motor in the 
laboratory, which its rated excitation voltage is 110V, rated 
control voltage 15V, idling speed 1250r • min-1, slowdown 
ratio 1:39, the time constant 0.018s. Select 500 lines 
incremental optical encoder as a feedback sensor. 
 
Supposed the entire system open-loop gain is K which can be 
equivalent into the digital controller ）（sGc . Thus, the 
open-loop transfer function of the digital balance display 
instrument is 
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3. CONTROLLER DESIGN 
 
The digital balance display instrument is a position servo 
control system with light load, which demands rapid response 
speed, little overshoot and steady state error. For obtaining the 
better dynamical performance, it is necessary to adopt the 
digital controller to regulate system with better robust ，PID 
controller is so suitable to many kinds of operating condition 
that be used widely. The optimizing design to the parameter of 
PID controller draws attention. 
 



DCABES 2007 PROCEEDINGS 497

3.1 PID controller Design Based on ITAE Index 
The design method to PID controller based on ITAE index can 
make ITAE performance index achieve the smallest, modify 
the step input or slopes input transient response of the system , 
meanwhile, reduce the influence of large initial error on the 
performance indices, but also stress the influence of in the 
recent response. 
Supposed PID controller transfer function is 

s
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By using ITAE index, the optimal characteristic polynomial 
for system is 

432234 7.24.31.2 nnnn ssss ωωωω ++++    (3) 
 
According to ξ= 0.707 and settling time less than 40 ms, we 
can gain n=229.  
 
Due to the existence of two zeros in the system, the system 
overshoot overload, so a pre-filter Gp（s）is designed before 
the controller of the system to make the closed-loop transfer 
function the system standard form, and the system has the 
expect optimization. ITAE index 
 
The standard form of closed-loop transfer function is: 
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The transfer function of pre-filter is  
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3.2 PID Controller Design Based on Genetic Algorithm 
Parameter tuning method base on genetic algorithm is a high 
efficiency commitment method, which can seek global 
optimization solution without any initial information, and seek 
right parameter in the range. 
 
The tuning  processes of three parameters Kp，Ki and Kd  
base on genetic algorithm are follow: 
 
(1) asceitain the scale of every parameter and the length of 

binary code, then encoder. 
(2) produce at random initial population P(0)consisted of  

n individual. 
(3) decode every individual of population into relevant 

parameter ,which is used to calculate the cost function 

value J and adaptive function value f，choose 
J

f 1
= . 

(4) operate the population P（ t）and produce the next 
generation population P（t+1）by copy ,crossover and 
mutation. 

(5) repeat the processes (3) and (4 )until obtaining the 
demand performance. 

 
In order to obtain the satisfaction dynamic characteristics of 
the digital balance display Instrument, this paper adopts the 
absolute error time integral performance index as the 
minimum objective function of parameters selected. To 
prevent excessive control energy, the square item to control 
input is added to the objective function. In order to avoid 
overshoot, the objective function adopt the punishment factor, 
once overshoot is generated, overshot would be used as an 
optimal index. The follow equation is selected as the optimal 
performance index of PID tuning. 
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In the equation (6), )( te is the system error, )( tu is the 
output of the controller, 

ut is the rise time, 

4321 ,,, wwww are weights, and
14 ww >>  

 

 
4. THE STUDY OF MATLAB SIMULATION 
 
Based on the above analysis, we use Matlab language to 
simulate analysis results. Fig.2 is the unit step response curve 
of display instrument for the PID control based on ITAE index. 
From the figure, we can see that PID controller without the 
pre-filter, the system's maximum overshoot is 70%, setting 
time is 45ms, the system overshoot is so overload that the 

controller can not work. Therefore, the pre-filter is designed 
before the closed-loop controller, then the system's overshoot 
is 2% and setting time is 20ms, the system dynamic 
performance is improved. 
 
When the PID controller based on genetic algorithm is 
designed, the number of samples is 30, crossover probability 

cP  is 0.9and mutation probability mP  is 0.033, the range of 
parameter

Pk  is [0, 20], and the range of 
di kk , are [0, 1]. 

Selected 100,0.2,001.0,999.0 4321 ==== wwww , and 

simulate the system with real-number coding form. After 100 

－

Fig.1. The structure principle diagram of digital balance 
display instrument 
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instrument with PID controller based on ITAE 
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generations evolution, the optimized parameters 
ip kk , and 

dk are 2421.19 , 3324.0 and 7851.0  respectively, 
and the optimization value of performance index J  equals 
22.680. Fig.3 shows the optimizing process of cost function J, 
and fig.4 shows the step response of auto-balance digital 
display instrument based on genetic algorithm. The simulation 
results show that the overshot is zero, and the settling time is 
about 50ms, so the PID controller fulfils the demand of 
dynamical performance index. 
 

 
 
 

 
 
 
5. CONCLUSIONS 
 
Most of modern control instrument are that of digital 
closed-loop. In digital closed-loop instruments, 
micro-processor detects the state of instruments. If the state is 
imbalance, it send control signal to feedback mechanism 
according to a certain control law calculated, then make the 
instrument achieve a new balance. At this time, 
micro-processor r and the corresponding software is regarded 
as a digital regulator. From the control algorithms, the digital 
closed-loop instruments have the same role as the common 
digital regulator, and they all solve most of actual applications 
with the digital PID algorithm. Compared with the PID 
controller based on IATE index, the PID controller based on 
genetic algorithm needn’t add any hardware structure, not only 
improve the PID tuning speed and accuracy, but also improve 
stability and dynamic characteristics. 
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ABSTRACT 
 

This paper focuses on issues related to deploying a data 
mining-based IDS (intrusion detection system) used in 
electronic commerce network, basing on the dynamic security 
model P2DR. We present a modified Apriori algorithm with the 
concept of extreme item set, which represents an exponential 
number of association rules compactly. Experiment shows that 
this improved algorithm can reduce association rules 
effectively. Applying on IDS, it decreases the misinformation 
rate and the rate of fail to report an invasion behavior in 
intrusion detection system. 
 
Keywords: Electronic commerce, Dynamic security model, 
Intrusion detective system, Data mining 
 
 
1. INTRODUCTION 
 
Researching on the electronic commerce network security has 
become a new study field recent years. Therefore dynamic 
security model P2DR came into being. It can adapt to the 
dynamic multiform network environment, especially the 
protection, detection and response parts of network service 
layer in electronic commerce security framework. Intrusion 
detection system is the main technique means to realize the 
detection part in the security model P2DR..  
With the development of data mining technology, a lot of 
research works have been applied data mining in intrusion 

detection system. The project MADAM ID(A Data Mining 
Framework for Constructing Features and Models for Intrusion 
Detection Systems) of University Columbia in America used 
the associated rule and frequent rule to construct 
supererogatory forecast method[1,2]; Tsinghua University in 
China put forward a cooperating intrusion detection system 
(CoIDS) framework based on data mining. It used the 
Agent/Manager/UI three entity configuration and various data 
mining methods to found detection model [3]. 

This paper put forward a modified algorithm 
apriori_extreme based on algorithm Apriori. Experiment shows 
that it can reduce the number of associated rules in result set 
effectively. Applying on intrusion detection system, it can 
improve the dynamic security of electronic commerce network. 
 
 
2. THE SECURITY TECHNIQUE 

FRAMEWORK IN ELECTRONIC 
COMMERCE 

 
The key safety of the electronic commerce system is the safety 
that guarantee the business data and trades process. The 
inherent open character of Internet makes the electronic 
commerce system face various safe threats. In summary, the 
safety threats are listed below[4]: 

The safety system framework of electronic commerce is a 
logic structure can guarantee the safety of electronic commerce 
data. It is constituted by five parts, such as figure 1shows [5]. 

 
 
 
 
 
 
 

 
 
 

Fig.1. Electronic commerce safety system framework 
 
PS: As seen above diagram, S represents security; I represents integrity; A represents anonymity; D represents anti-deny; T 

represents trustiness; A represents atomy. 
 
 

3. DYNAMIC SECURITY MODEL P2DR 
 
Dynamic security model P2DR (Policy Protection Detection 
Response)【6】integrate the safety policy, safety protect, and 
safety detect, response and resume together, which can 
guarantee the information safety effectively. See Figure2 shows 
the dynamic security .model P2DR 
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Fig.2. Dynamic security model P2DR 
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The P2DR model is an advanced model. It must adjust in 
time with the diverse changing circumstance, and it also 
emphasizes on the cooperation among protection, detection and 
response system to ensure network security. 

This model introduce into the time concept, which gives 
the operable description in how to realize the system safety and 
how to evaluate the safety state. There two typical mathematics 
formulas: 
(1) Pt > (Dt + Rt) 
(2) Et= Dt+ Rt, if Pt = 0 

Among them: In order to establish various protection time 
that after protection, define Pt to delegate the time of hacker in 
attacking the system; The Dt delegate the duration from 
beginning invade the system to discover the intrusion; Rt 
delegate the duration from discovering intrusion to adjusts the 
system to normal sate; Et is the time that system exposure to 
hacker. Suppose the protection time Pt of the system to 0. Next 
we explain the formulas. 
● Protection time Pt 

In the P2DR security model, when the hacker breaks into 
system, suppose that the intrusion detection system can detect 
and alarm the response part timely, so how strong the system is 
can be valued on the defense duration. Here the protection time 
is Pt, detection time is Dt, response time is Rt, if Pt > (Dt + Rt), 
then the network is safe. 

Obviously the value of Pt is very difficult to estimate. 
Because one there is no much confidence in the protection 
system, the other is the means and level of the breaker is not all 
as the same. So based on this, from the absolute safety angle, 
we make Pt=0. 
● Risk time Et 

Now we have make Pt=0, that means the breaker needs no 
time to break the protection line. Because of the detection time 
and response time is (Dt + Rt), so for hacker they can be safe if 
they escape in (Dt + Rt) time. Now make Et = (Dt + Rt), we 
called Et is the network risk time, so Et reflect the size of 
network real risk. 

The target is to eliminate the network risk, which means 
Et tends to 0. So it lies on network detection time and response 
time. 

We can see from dissertate above, the detection and quick 
response are the ultimate approach to solve network security 
problem and to reduce the network risk. Unfortunately, many 
people want to install strong firewall or other protection 
implements to solve all the problems, we know it’s a wrong 
way. First, we must analyze on the speed of system detection 
and response, make they are configured correctly, then via 
different measures to make Dt, Rt tend to 0, so the Et tends to 
0. 

 
 

4. RESEARCH ON DATA MINING ALGORITHM 
AND THE APPLICATION IN INTRUSION 
DETECTION SYSTEM 

 
4.1 Apriori Algorithm and Related Research 
The association rule is one of the main research modes of 
current data mining, which lay particular emphasis on 
connection relationship of different attribute in the record, and 
can reflect the interesting relationship of characteristic attribute, 
discover the internal and different characteristic attribute of 
each behavior records depend on a relation mutually. Algorithm 
Apriori【7】is the most typical and the most influential association 
data mining algorithm. Its basic thought is: 
 
(1) Produce 1-frequency item set L1, and then the 

2-frenquncy item set L2, till can extend the element 
number of frequency item set, and then stop. 

(2) In the k-time circulation, the process create k-candidate 
item set CK, then scan database using the minsupport then 
generate the k-frequency item set Lk.  

(3) Using the frequency item set generate association rule. 
The basic principle of association generation is its 
confidence must bigger the supposed threshold. For an 
associating item set L, release its all null-empty subset R. 
When the confidence of（L⇒R）≥  minconfidence, the 
rule（L⇒R）can be seen as a association, then put out. 
The above searching frequency item set algorithm takes 

up too much time, making the real-time of system could not 
reach a requirement; there are a great deal of association rule in 
the result set, so in this way come out many different optimized 
algorithm. 

Moreover, some algorithm suggests the reduction the 
association rule number in result set. Document [8] for a survey 
of many interestingness measures proposed in the literature; a 
closely related work is[9], which proposed the concept of a 
closed frequent item set and used it to generate an 
exponentially smaller number of non-redundant association 
rules. 

 
4.2 The Improved Apriori Algorithm 
In this paper, we are not trying to reduce the number of 
association rules by choosing some of them or ignoring the 
others. Instead, we focus on the problem of compactly 
representing the association rules by a method of extreme item 
set, and the other association rules that cannot compact in 
extreme item set are handle alone. So in this way, we 
reduce the number of association rules in result set, make 
the data matching more easily in the data detective step, 
improve the algorithm efficiency.  
 
4.2.1 Designing of the Extreme Item Set 
Definition1.Let s > 0, c ≤ 100 be the given support and 
confidence values. Define the item set G who is non-empty and 
number of element more than 2 is an extreme item set when X 
and Y are null-empty subsets belong to G, X ∩ Y＝ φ , 
X⇒ Y are all strong association rule. The element in extreme 
item set called the extreme item.  

We can prove each such extreme item set can represent 3n

－2 n＋1＋1 strong association rules tightly. Each of the element 
extreme items appears in the left side or it appears in the right 
side or it does not appear in either side. Thus the total number 
of possible rules for an extreme item set G of size n is bounded 
above by 3n. Since neither the left side nor the right side of an 
association rule can be empty, we need to eliminate such 
association rules. The number of association rules where the 
left side is empty and the left side is any subset of the item set 
is 2n. Similarly, the number of association rules where the right 
side is empty is also 2n. Since the empty association rule is 
counted twice, so we get that a extreme item set seize of n can 
represent 3n － 2 n ＋ 1 ＋ 1 strong association rules. This 
expression is equivalent to the one in Proposition 1. Obviously, 
put forward the concept of extreme item set can cover 
exponential strong association rules successfully, improve the 
data matching in the detection step, then advance the whole 
system capability. 

How find out the extreme item set, we set proposition as 
follows. 

 
Proposition 1. Suppose G＝{a1, a2, a3,……an} is an item 

set whose element number more than 2. Let S0 be the support 
of G, S1,S2,……Sn  be the supports of the each item set 
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{a1},{a2},……{an} respectively. If the minimum support and 
confidence are s and c, then suppose Mn ＝

min{S0,S1,S2,……Sn}, Mx＝max{ S0,S1,S2,……Sn }. Then G 
is a extreme item set if （I）Mn ≥ s（II）( Mn / Mx) ≥ c .  

Proof （I） Assume that（I）Mn ≥ s 和 （II）( Mn / 
Mx) ≥ c. G is an extreme item set if X⇒Y is a strong 
association rule for any non-empty subsets of G. Let X and Y 
are any two non-empty subsets of G. We need to prove that 
support（X）≥ s，support（X∪ Y） ≥ s，[ support（X∪ Y）

/ support（X）] ≥ c. Given that support（X）≥ s, it follows that 
support（X）≥ s. Similarly, there is support（X∪ Y）≥ s. So 
comes that [ support（X∪ Y）/ support（X）] ≥  Mn / support
（X） ≥  Mn / Mx ≥ c  Since X,Y are arbitrary non-empty  
subsets of G, we have proved that G is a extreme item set. 

（II） Assume that G is a extreme item set. We need to 
prove that （I）Mn ≥ s and（II）( Mn / Mx) ≥ c. Since Mx
＝max{S0,S1,S2,……Sn}, let A = {ak} be a  item and support
（A）＝support（{ak}）＝ Mx. Let B be   item set of all items 
from G except ak. Clearly, A, B are two subsets of G. Since G 
is a extreme item set, A⇒ B is a strong association rule. 
Hence there are support（A）≥ s，support（A∪ B）≥ s, and 
[ support（A∪ B）/ support（A）] ≥ c. Since support（A∪ B）
＝ S0 ＝ Mn, it follows that Mn ≥ s, we have support（A）

＝support（{ak}）＝ Mx, so have ( Mn / Mx) ≥ c.  
Using Proprsition1, we give an algorithm is_extremeset to 

judge whether an item set is the extreme item set. 
It is clearly that this algorithm needs one pass over the 

database to obtain support for each subset of G, which needs to 
do it once only, so the algorithm complexity is O(N),where N 
equals to the number of transactions. 

 
4.2.2 Improved Algorithm Apriori_Extreme. 
(1) With the FP-tree, use the given transaction database to 

acquire an extreme item set G= {g1,g2, . . . ,gn}.  
(2) At the initializing candidate step, not only combine each 

element in extreme item set to build up candidate C2, but 
also must combine the non-extreme item in N.  

(3) After discovery of k-frequency item set, the algorithm is 
the sub process who check whether there is any extreme 
item, if have, then add to G and meanwhile delete the sub 
item of this new comer in G. 

(4) At this time if Lk becomes null, then stop the algorithm 
according to different instance. 

 
Algorithm apriori_extreme 
/*input the initial extreme item set G*/ 
input extremeset G = {g1,g2, . . . ,gn}              
/*input the 1-frequency item set*/ 
input set of frequent item  N = {f1, f2, . . . , fm} where each {fi} 
is a frequent 1-itemset and fi ∉  gj, for any gj in G    
input transaction database D, support s, confidence c  
/*output all association rules*/ 
output set of association rules L⇒  R  
/*output extreme item set G*/ 
output G 
1. C2 = {{u, v} | ( kji ≤≤∃ ,1  such that 

( giu ∈ )∧ ( gjv∈ )∧ ( ji ≠ ))∨ ( kjmi ≤≤≤≤∃ 1,1   

such that  u= gjvfi ∈∧ )∨ ( mji ≤≤∃ ,1   
such that fjvfiuji =∧=∧≠ ) } /find eligible C2 

2. Find support of all 2-itemsets in C2 to determine L2              
/from C2 get eligible L2 

3. add_to_extremeset (L2, G)  / add L2 to G  
4. k = 3; cease = 0;/setup the circulation condition  
5. While cease = 0 do 
6.    Ck = gen_candidate_itemsets (G, N, k, Lk_1)            

/circulate generate Ck 
7.    Prune (Ck, G, N)                          

/pruning function generate new G 
8.   Lk = set of all candidates in Ck having support ≥  s      

/from Ck get eligible Lk 
9.    If Lk =φ ; then cease = 1; endif             

/meet the condition, exit from circulation 
10.   add_to_extremeset (Lk, G)      / add Lk to G 
11. end while 
12. k++ 
13. result = ∪ Lk  /result set unite all the frequency item sets 

 
Algorithm add_to_extremeset                                

/realize the function of add new item to G 
input Lk, G     /input each frequency item set and G /from 

every circulation 
1. for all itemsets l∈Lk do                         

 / for all the item sets belong to the frequency item sets 
2.  if is_extremeset(l) then 
3.    G = G ∪ {l}                          

 /add the subset of frequency item set to G 
4.    Remove all strict subsets of l from G     

/delete all the subsets of the new subset 
5.     Lk = Lk - {l}                        

/delete the new add item set from Lk 
6.   endif 
7. end for 

 
The algorithm gen_candidate_itemsets is similar with 

Apriori which generate the candidate item set. The different is 
that the extreme item set size of k-1 can be seen as the 
k-1-frequency item set. 

Next we explain this improve algorithm by giving an 
example. The table1 gives a transaction sample database; the 
minsuppot and minconfidence are 40% and 60% respectively. 

 
Table 1. The transaction sample database 

TID     Item set 
1 
2 
3 
4 
5 

A, B, C, D   
B, C, E 
A, B, C, E 
B, D, E 
A, B, C, D 

 
Generate FP-tree of above database, Figure3 shows the 

FP-tree made from transaction sample database. 
As the same reason, use the above FP-tree to construct the 

conditional FP-tree; making use of the modified FP-tree 
algorithm to generate the initial extreme item set 

G={{A, B, C}}, so N={C, E}. 
C2={(AB,3),(AC,3),(AD,2),(AE,1),(BC,4),(BD,3),(BE,3), 

(CD,2),(CE,2),(DE,1)}; 
L2 ＝ {AB, AC, AD, BC, BD, BE, CD, CE}. 

Use the algorithm is_extremeset to check L2, and add the 
eligible item to G, so as follows 

G ＝ {{A, B, C},{A, D},{B, D}}  
Notice that we use the pruning function in generating the new G, 
and cut off the sub item. 
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Fig.3. FP-tree made from transaction sample database  

 
L2 ＝ { BE, CD, CE}. 
C3 ={(ABC,3),(ABD,2),(ACD,2),(BCD,2),(BCE,2)} 

    L3 ＝{ABC, ABD, ACD, BCD, BCE} 
Use algorithm is_extremeset again, then 

G ＝ {{A, B, C},{A, D},{B, D}} 
    C4 ＝ {(ABCD,2)} 
    L4 ＝ {ABCD} 
    G ＝ {{A, B, C},{A, D},{B, D}} 

    C4 ＝φ   L5 ＝φ    
    cease ＝ 1 

 
After the whole algorithm, we get G ＝ {{A, B, C},{A, 

D},{B, D}}, such extreme item represent 12,2,2 strong 
association rules respectively. In the example, we suppose the 
minsupport and minconfidence are 40% and 60% respectively, 
so at the end we use 3 extreme item sets represent 16 strong 
association rules in all. Thus we can directly see the optimized 
point, making the data mining in reducing the association rules 
contribute a lot.  

 
 

5. EXPERIMENTS 
 
In this paper, we use the DARPA99 network security audit 
dataset. There are five kind of attack: Denial of Service (DoS), 
Remote non-authorization access to local (R2L), non-root user 
exceed the privilege to root (U2R), spy and probing, data 
transmission attack. 

In the experiment, we distill the characteristic attribute of 
HTTP protocol to cut off the message header info. The HTTP 
requirement follows with a lot of message header, which can be 
classified into three kinds: one is applied in requirement, one is 
applied in response, and the last describe the body. Some of the 
message header not only used in requirement but also in 
response, the message who describe body can show up in 
POST and all other response message. As table2 shows, the 
characteristic attribute distilled from HTTP visit record.

 
Table 2. HTTP protocol characteristic attribute 

Name ID Time SrcIP DesIP RequesMethod RequestURL ReCode Sensitive info

The 
represent 
meaning 

identifier Time

The 
original 

IP 
address 

The 
intent IP 
address

The method of 
requirement 

The required 
URL 

The 
returned 

code 

The sensitive 
info in 

requirement or 
return 

 
We divide the DARPA dataset into ideal size set, given the 

support equals to 0.5%,and confidence equals to 10%, Apriori 
algorithm generate 3856 association rules, apriori_extreme 
algorithm generate 216 extreme item sets, and the number of 
residuary association rules that cannot compressed in the 
extreme item set is 983, so obviously, it reduce 74.51%. From 
the experiment, we can conclude that apriori_extreme 
algorithm is better than Apriori algorithm, which compress the 

association rule effectively, advance the algorithm’s efficiency. 
In the intrusion aspect, about the misinformation rate and 

the rate of fail to report a invasion behavior in intrusion 
detective system, we given 1354 normal records include in the 
dataset, the intrusion data is 488 records, similarly use the 
support equals to 0.5% and confidence equals to 10%, we get 
the following data, there are two detection result of two 
algorithm, as table 3 shows the DARPA99 test data result.

 
Table 3. DARPA99 test data result 

Algorithm Normal data  
number 

Invade data 
number N_to_I I_to_N Misinformation 

 rate 
The rate of 

fail to report
Apriori 1125 717 513 350 27.9% 19% 

apriori_extreme 1264 578 406 298 22% 16.2% 
PS: Here N_to_I represents the number of normal data which is detected to be intrusion data, I_to_N represents the number of 

intrusion data which is detected to be normal data. 
 
From above result we can see clearly that the 

apriori_extreme has a lower rate of the misinformation rate and 
the rate of fail to report an invasion behavior in intrusion 
detective system, than Apriori algorithm, proving this algorithm 
has advantage when applying to intrusion detection system, 
which can give more guarantee of the dynamic safety in 
electronic commerce network. 

 

6. CONCLUSIONS 
 
We put forward the concept of extreme item set and the 
modified algorithm apriori_extreme. Experiment shows that the 
extreme item set can cover exponential number of association 
rules compactly and improve the algorithm efficiency. Besides 
that the experiment proves the apriori_extreme has lowered by 
5.9% rate in the misinformation rate and by 2.8% rate in the 
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rate of fail to report an invasion behavior in intrusion detection 
system. Therefore constructing the intrusion detection system 
based on this term, it can enhance the dynamic security in 
electronic commerce network. 
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ABSTRACT  
 

Breaking out of network worms brings a tremendous damage to 
the Internet. Launch the worm defense and response can 
improve network anti-strike capability. Tracing worm 
propagation path after its outbreak can reconstruct not only the 
earliest infected nodes but also the timing order of victims been 
infected. For the detection and defense of large scale Internet 
worm outbreaks, a convenient and safety experimental 
environment that capable of running real worm become an 
important work to observe large scale worm infection, intrusion 
and propagation, it can be a large scale worm testbed for 
forensic evidence. This paper presents a large-scale worm 
propagation experiments environment for tracing algorithm, 
which is an isolation environment that can run related 
experiments. To conform as much as really to the actual 
network, the experimental environment use virtual machine 
technology, simulate a large number of hosts and network 
equipments attend. According to the actual worm, this 
environment can trigger large-scale worm outbreaks within the 
controllable scope of human, observe propagation process of 
the worm, experiment detection and defense techniques, 
discover worm propagation characteristic such as scanning 
method and propagation process, real-time collect network 
traffic and propagation process, investigate network traffic, 
launch speculate algorithm for reconstructing out patient zero 
and propagation path of the worm. Then actual worm 
propagation process can be captured and compared with the 
results using tracing algorithm. 
 
Keywords: Worm, Online Tracing, Petri Dish 
 
 
1. INTRODUCTION 
 
Worm outbreaks are security events that occur with relatively 
low frequency, but when they do occur, they can compromise 
thousand of hosts in short time, launch DDoS attacks, steal 
security information and destroy key data. So worm outbreak 
has terrible influence each time. Currently, research on worm 
detection and containment continuously improved, tracing the 
evolution of a worm outbreak (attacking path of worm) is an 
important research area[1,2,3], it not only reconstruct patient 
zero (i.e., the initial victim), but also the infection node list in 
evolution process. The reconstruction result has significance in 
restraining evolution of worm and forensic evidence. 
 
Large scale network worm tracing research needs a reliable 
algorithm experimental environment. First, real time tracing 
algorithm needs to carry out theoretical analysis, and prove the 
correctness of tracing algorithm under some assumptions and 
prerequisite conditions. Second, different tracing model with 
different parameters in the algorithm are established. But 
theoretical deduce can not reflect the real execution of 
algorithm. Many researchers use some network simulation 
platform like ns2 [4] or parallel-ns2 to establish the tracing 
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simulation testing environment, simulate running thousands of 
nodes in different network topology and bandwidth. But 
simulation is more applicable to modeling, not real worm 
spread. Simulation process is too idealistic, not a true reflect of 
the operating system and demand high performance 
experimental host. Using physical host for large-scale network 
worm tracing experiment is also unfeasible. First thousands of 
physical hosts can not be guaranteed. Second, because of 
worms destructive, the large number of physical host unable to 
quickly reuse, management and configuration workload is 
huge. 
 
In recent years, virtual machine technology’s development 
promoted its application in the field of network security 
research. Researchers have begun network worm detection and 
defense experiments using virtual machine technology [5, 6, 7]. 
One physical host can run a number of virtual machine 
installed real operating system, and connected to the network. 
External visitors perceived no internal differences except for a 
little performance odds. So they can use the virtual machine 
technology to establish a high realistically, control flexibility, 
encapsulate and reusable virtual experimental environment. 
After optimize virtual machine and the installed operating 
system, the performance requirements of physical host can be 
reduced. Optimal use of virtual machine technology can 
simulate thousands of virtual operating system nodes in nearly 
dozens of physical host, more clearly discover propagation 
process of network worm in the operating system and network, 
further observe invaders motivation, tools and methods. 
 
This paper presents a large scale worm propagation 
experiments environment for a tracing algorithm, which is an 
isolation environment that can progress related experiments. To 
conform as much as possible to the actual network, the 
experimental environment use virtual machine technology, 
simulate a large number of hosts and network equipments 
attend. According to the actual worm, this environment can 
trigger large scale worm outbreaks within the controllable 
scope of human, observe propagation process of the worm, 
experiment detection and defense techniques, discover worm 
propagation characteristic such as scanning method and 
propagation process, real-time collect network flows and 
propagation process, investigate network traffic, launch 
speculate algorithm to rooting out patient zero and propagation 
paths of the worm. Then capture real worm propagation 
process, and compare with the results using tracing algorithm. 
 
This paper follows as: Part 2 introduces composition of the 
Petri Dish; Part 3 shows a main functional design of Petri Dish; 
Part 4 gives a specific example of experiment; Part 5 is 
concluded. 
 
 
2. PETRI DISH 
 
To establish a Petri Dish for large-scale worm tracing has the 
following main objectives: a), worm experiments can be fully 
controlled within the scope of human,  the start-up and shut 
down of experimental environment dominated by the 
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experimenter, b), the experimental environment is independent 
and self networking, communications with the outside world 
under surveillance, c), experimental process and results can 
fully be observed, true infection and algorithm results can be 
compared, d), the experimental environment can be reused, 
minimized the cost of maintaining.  
 
Fig. 1 shows the diagram of the large-scale worm online tracing 
Petri Dish. The whole environment is composed by multiple 
physical hosts and switch components. Physical hosts connect 
each other form a LAN through switches. 
 
UML[8] is a lightweight virtual machine system on Linux. It 
can run numerous instances on physical host, with the various 
versions of Linux operation systems.  It can customize 
operation system of the virtual machine according to the 
requirement; only need install the necessary system software 
and system services. Therefore it has a higher performance and 
occupy fewer resources of the physical host. 
 
Each host installs a UML system in the experimental 
environment, running advance customized client operating 
system image, serve as various experimental roles according to 
the pre-configuration. After environment launched, several 
virtual machines in a physical host form a virtual local network 
(VN), and connected via UML virtual switch. Each physical 
host, as a gateway of its own local network, connects other 
VNs on other host. Extending like this, a basic multi-VN 
experimental environment can be setup. 
 

 
Fig.1. Diagram of the large-scale worm online tracking Petri 

Dish 
 
In this virtual environment, many virtual clients in a physical 
host have system security security holes, and they can be 
infected by worms. In order to control propagation process of 
the worm, the Petri Dish has some functional modules showing 
in Fig. 2. Virtual clients in the Petri Dish is using real operating 
system, and running some services with security holes. Main 
functions are as follows: 
 
a) virtual environment startup and shutdown 

Launch related startup script after physical host LAN is 
ready, and then start all virtual machines in every 
physical host. Hosts and virtual clients have to execute 
initialization script, configure network connections and 
some other issues. 

b) Worm launch 
A random virtual client is selected, and executes worm 
startup script. The script first infected the chosen virtual 
machine, and then begins to propagate. 

c) Infections collect 
During the worm propagation, each virtual machine is 
monitoring its own change of infection characteristic 
according to the pre-configurations. Once infected, the 
infection details will be recorded in the host. 

d) Network flows collect 
After virtual environment startup, every host has the 
responsibility of monitoring communications between its 
VN and other VNs of other hosts. Based on 
predetermined monitoring rules, hosts capture data and 
transfer to the unified host running tracing algorithm. 

 

 
Fig.2. functional modules of Petri Dish 

 
 
3. DESIGN 
 
According to the propagation characteristics of the worm, the 
Petri Dish accomplish its missions mainly depend on network 
traffic collection model and various scripts. 
 
3.1 Virtual Client System 
Virtual client system uses Linux version with security holes. To 
facilitate the maintenance, all the virtual systems adopt a 
unified system image file, so the operating system software 
installed exactly the same. Each virtual client is running 
different initialization script based on its own id, and 
completing their respective functions. Using the COW(Copy 
On Write) technology of UML, all virtual machines only use 
one unify image file when startup virtual operation system, and 
create their own differences file to storing data. In this way can 
avoid each virtual client use a separated virtual image, improve 
the system efficiency, and reduce the storage space required. 
When launching the virtual environment, experimenter can 
specify the number of running virtual machines and their 
operating roles. For example, the virtual client startup 
command is like this:  
../linux ubd0=cow$1,../root_fs umid=uml$1 
eth0=daemon,,unix,/tmp/umlsw con=xterm con1=null 
con2=null & 
 
3.2 Host Network Configuration 
HOST network configurations separated into two parts. First 
interconnect all VNs in physical hosts. Then physical hosts 
should connect their VN to the LAN. Implementation steps are 
as follows: 
 
a) Fetch network addresses configuration file, startup virtual 

switch (uml_switch) to interconnect all virtual clients on a 
physical host. Then configure address information of 
virtual switches. 

b) Set up packets transmits and ARP resolve of every 
physical host, ensure that host can communicate with its 
virtual clients. 

c) Use route command to set up routing tables between 
different VNs, ensure that virtual clients on different hosts 
can communication each other. 
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The main commands of configuration script are as follows: 
uml_switch -hub -tap tap0 -unix /tmp/umlsw -daemon 
ifconfig tap0 192.168.$NET.1 netmask 255.255.255.0 up 
echo 1 > /proc/sys/net/ipv4/ip_forward 
route add -host 192.168.$NET.$i dev tap0 
echo 1 > /proc/sys/net/ipv4/conf/tap0/proxy_arp 
arp -Ds 192.168.$NET.$i eth0 pub 
 
3.3 Virtual Client Network Configuration 
a) Launch virtual client; fetch its id according to the 

corresponding startup command. 
b) Set up its VN address according to the fetched id. 
c) Set the type of startup service. 
 
3.4 Background Flows and Data Collection 
Starting up HTTP service and running lynx command in the 
active virtual machine, and generating background flows 
according to the predetermined time cycle. Every host running 
tcpdump, collect network flows according to some rules and 
transmit to the designated host. 
 
 
4. EXPERIMENT 
 
Using UML virtual machine technology, we establish an 
experimental environment include 200 virtual nodes base on 7 
PCs. Virtual clients running Redhat Linux 6.1 operation system 
with BIND security holes. Physical hosts running Redhat Linux 
9.0 operating system. Several virtual clients in a physical host 
form a VN, virtual clients in different host communicate with 
each other using gateway in every physical host. This 
environment can be independently reused. Nodes and network 
topology can be flexibility configured. Experimenters enable to 
collect network data and infections for analysis after the 
outbreak of worm. 
 
Manually launch a worm propagation break source in one of 
the four LANs, startup Lion worm attack [9], then running 
tracing algorithm to analyze the final result and true infections. 
The continuous real time collection network flows include not 
only worm flows, but also pre-installed normal background 
flows. 
 
The collected flows are shown as the following example:  
15:13:09.939800 192.168.0.154.1036 > 192.168.0.150.domain 
15:13:09.942412 192.168.0.150.domain > 192.168.0.154.1036 
15:13:09.945855 192.168.0.154.1036 > 192.168.0.150.domain 
15:13:10.000830 192.168.0.150.domain > 192.168.0.154.1036 
 
Infection report is shown as the following example: 
From 192.168.0.154  Fri Jan 19 02:13:17 EST 2007  To 
192.168.0.150 
From 192.168.1.107  Fri Jan 19 02:15:07 EST 2007  To 
192.168.0.153 
From 192.168.0.150  Fri Jan 19 02:15:48 EST 2007  To 
192.168.0.145 
 
Fig.3 shows the worm infected tree analyzed by the tracking 
algorithm: 

 
Fig.3. worm infection tree 

 
 
5. CONCLUSIONS 
 
Worm experiment can be done in a high reality and flexibility 
using virtual machine technology. Experiment is 
non-proliferation, not destructive, and can effective use 
resources simulate thousands of nodes. Worm destruction 
process can be seen more realistically. 
 
Compare with other worm experimental environments [5, 6, 7]. 
The Petri Dish has the following characteristics: a), real-time 
collect all the network flows including normal background 
flows and worm propagation flows in the experimental 
environment, b), tracking algorithm can be deployed, online 
display tracking result, c), can be configured individually for 
each node and network topology, d), recur the worm detection, 
intrusion and propagation process. 
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ABSTRACT 
 

In this article, we have used a variant of the Mobile Ambient, 
called Extension Boxed Ambient or NBA, to formally specify 
the famous Needham-Schroeder symmetric-key cryptographic 
protocol. The specification has been proven to be well formed, 
and capture the essential aspects of the protocol. The paper has 
demonstrated that, instead of the pure Mobile Ambient 
inheriting non-determinism and interference of movement of 
ambients, the NBA is a tool suitable for specification of 
protocols.  
 
Keywords: Mobile Ambient, Ambient Calculi, NBA, 
Needham-Schroeder Symmetric-key Protocol 
 
 
1. INTRODUCTION 
 
Traditionally, cryptographic protocols have been designed and 
verified using informal and intuitive techniques. It is true that, 
humane creative activities are often formulated and set in form 
by means of informal and intuitive methods. But these lasts 
may often lead to flaws or errors, namely in the design and 
verification of transport or cryptographic protocols. For 
example, a flaw in the famous Needham-Schroeder 
symmetric-key protocol [1] has been found in a work presented 
in [2]. Consequently, formal specification and verification in 
the protocol design become an absolute necessity for the 
validation and security of these lasts. Recently, a number of 
formal techniques, either algebraic or logic, have been 
developed for this purpose. For example, a process algebra 
called SPI calculus [3] has been specially conceived for the 
specification and verification of secure cryptographic protocols, 
and a successful case study of which for specifying and 
verifying the Needham-Schroeder protocol can be referred in 
[4]. Of course, classical process algebras such as CSP [5] are 
always valid in this kind of situation [6]. Cryptographic or 
transport protocols present some common features: distributed 
locations in network, mobility of data and codes, and 
concurrency and parallelism of processes, etc. Cardelli and 
Gordon [7] have invented a powerful process calculus called 
Mobile Ambient (MA). It is powerful because it is very suitable 
for modeling distributed, mobile and parallel behaviors. In 
addition, some principal variants of MA such as Boxed 
Ambient [8], Extension of Boxed Ambient (NBA)[9], Chanel 
Boxed Ambient [10], Secure MA [11], etc, have been born for 
remedying a leak of security and communication mechanism of 
MA.   

In this paper, we are aiming at formally specifying the 
Needham-Schroeder symmetric-key protocol using a variant of 
MA: Extension of Boxed Ambient (NBA)[9]. The article is 
structured as fellows: in section 2, we briefly introduces the 
Controlled Boxed Ambient; in section 3, we informally present 
the Needham-Schroeder protocol; in section 4, we formulate 
formally the results of this article; in section 5, we describe 
shortly the related works and in section 6, we conclude our 
work. 
 

2. THE EXTENSION BOXED AMBIENT (NBA) 
 
The calculus of Mobile Ambients [7] (MA) introduced an 
important notion that is ambient. An ambient is a named 
location that may contain processes and children ambients, and 
that can move as a unit inside or outside other ambients. 
Processes within an ambient may cause their surrounding 
ambient to move, and may communicate with their parent 
ambient or sibling ambients.  

In MA, there are two capabilities that control ambient 
movements: in and out.  The process with in capacity can 
make its surrounding ambient to move inside a sibling ambient, 
while the one with the out capacity can make its surrounding 
ambient to go out of the parent ambient. Another important 
capability is open, which permit to dissolve an ambient. These 
three capabilities are characterized by three correspondent 
reductive equations following: 

[ . | ] | [ ] [ | [ | ]] ( 2.1)

[ | [ . | ]] [ | ] | [ ] (2.2)

[ | [ ] | . ] [ | | ] (2.3)

m in n P Q n R n R m P Q

m P n out m Q R n Q R m P

m P n Q open n R m P Q R

→

→

→

 

where m, n are the names of ambients, P, Q and R are of 
processes, in n.P, out m.Q, and open n.R are respectively the 
processes headed by the in, out, and open capabilities, while 
square brackets delimit ambient’ contents. For explaining the 
communicative mechanism in the MA, please read the process 
expressed in the equation (2.3):  

[ [ . . ]] | [ .( ). ] ( 2.4)a p out a in b M b open p x Q< >  
The process (2.4) models the movement of a packet p in form 
of an ambient, which contains a message M to output, from 
location a to location b. The ambient p contains a single 
process out a.in b.<M>, that allow p to go out of the ambient a, 
enter inside the ambient b, and finally drop the message M in 
the ether of the ambient b with the condition that the b will be 
dissolved. The ambient b contains a single process open p.(x).Q, 
that at first open the ambient p, and wait for reading a message 
by the sub process (x) from the ether of its parent ambient. 
Once the ambient p is opened, its process drops the message M 
in the ether of the ambient b, and at the moment the process 
(x).Q can read the message M and continue to beehive as Q 
with all occurrences of x in Q substituted by M. Finally, the 
equation (2.4) is reduced to [] | [ { : }]a b Q x M= . 

As we said, the MA is very powerful because it captures 
all essential aspects of distributed systems: distributed locations, 
agent mobility, and concurrency, etc. But in the same time, it 
has posed some new hard problems. In [12], the authors have 
revealed some so-called grave interference, that is, situations 
where the inherent non determinism of movement goes wild. 
For illustrating this kind of situations, we just consider a case 
expressed in the equation (2.5): 
     [ [ . | . ] | [ ]] (2.5)k n in m P out k R m Q  
Two processes in m.P and out k.R of the ambient n are 
paralleled to be competitive, leading the behavior of the 
enclosing ambient to a desperate non determinism. Another 
source of problems resides at the capacity open that may cause 
some grave impasses due to security accounts in eventually real 
implementation of the calculus.  
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The extension of Boxed Ambient (NBA), adopts the 
co-capacities for eliminating the non-determinism in MA, and a 
communicative mechanism crossing the boundaries between 
parent and children ambients. In order to enter into a sibling 
ambient, not only the concerned ambient should own an in 
capability, but also the target ambient should own a 
correspondent co-capability, and in addition, two sides should 
agree on to a common password. The equation, with the in 
capability of two formal parameters, becomes as (2.6): 

  [ , . 1 | 2] | [ ( , ). 1 | 2]

[ [ 1 | 2] | 1{ : } | 2] (2.6)

n enter m k P P m enter x k Q Q

m n P P Q x n Q

< > →

=
 

Notice that the capacity in is substituted by the capability enter, 
and the variable x refers to the name of the ambient incoming, 
that is very useful in the transfer of data between several 
ambients. With the co-capabilities, we can now resolve the 
problem of non determinism expressed in equation (2.5) by the 
formalism of NBA, shown in equation  (2.7): 

[ [ , 1 . | , 2 ]| [ ( , 1). ] (2.7.1)

[ [ , 1 . | , 2 ]| [ ] | ( , 2) ( 2.7.2)

k n enter m k P exit k k m enter x k Q

k n enter m k P exit k k mQ exit x k

< > < >

< > < >
  

As for the communicative mechanism, the NBA permits 
ambients to communicate through the boundaries of the parent 
and the children ambients. This is resumed in the next 
equations: 

     

( ) ( ). | . { : }|

( ) ( ) . | [ . | ] { : }| [ | ]

( ) . | [( ) . | ] | [ { : }| ]

LOCAL x P M Q P x M Q

nINPUT n x P n M Q R P x M n Q R

nOUTPUT n M P n x Q R P n Q x M R

< > → =

↑< > → =

↑< > → =

    

In the above equations, a process as M
↑

< >  is a upward 

output, and ( )x
↑  is a upward input. Both denote the 

communication between a child ambient and the parent 
ambient. Upward is the upward from the child to the parent. 

Whereas ( )
n n

M or x< >  is an output to or a input from a 
child ambient named n. 
 
 
3. NEEDHAM-SCHROEDER SYMMETRIC- 

KEY PROTOCOL 
 
In [1], Roger Needham and Michael Schroeder have invented a 
symmetric-key protocol for mutual authentication. In this 
famous protocol, there are three parts: Alice, Bob, and Trent (a 
Server), and the mutual authentication among Alice and Bob 
could be established by the next five stages: 

1. : , ,

2. : { , , , { , } }

3. : { , }

4. : { }

5. : { 1}

Stage Alice Trent Alice Bob RA

Stage Trent Alice R Bob K K Alice K KA B A

Stage Alice Bob K Alice KB

Stage Bob Alice RB K

Stage Alice Bob RB K

→

→

→

→

→ −

 

In stage 1, Alice sends to Trent her name, the name of Bob, and 
RA  a randomly generated number (called nonce). In stage 2, 
Trent randomly generates a key K, encrypts the key K and the 
name of Alice using the key KB  shared by Trent and Bob, 

encrypts the nonce of Alice RA , the name of Bob, the key K, 

and the cipher text { , }K Alice KB
using the key K A  shared by 

Trent and Alice, and finally sends the cipher text 

{ , , , { , } }R Bob K K Alice K KA B A
 to Alice. After receiving the 

cipher text { , , , { , } }R Bob K K Alice K KA B A
 from Trent, Alice 

retrieves the Key K by decrypting the cipher text 
{ , , , { , } }R Bob K K Alice K KA B A

 using the key K A  , verifies 

if the nonce retrieved from the same cipher text is the same as 
what she has sent to Trent, and finally sends the intact cipher 
text { , }K Alice KB

 to Bob in stage 3. After receiving the 

cipher text { , }K Alice KB
 resulting from the stage 3, Bob 

decrypts this cipher text, randomly generates a nonce RB , 

encrypts the nonce RB  using the key K retrieved from the 

cipher text { , }K Alice KB
, and finally sends the cipher text 

{ }RB K  to Alice in stage 4. In stage 5, Alice decrypts the 

cipher text { }RB K  using the key K, and sends a new cipher 

text { 1}RB K−  to Bob. And finally, in stage 6, Bob decrypts 

the cipher text { 1}RB K−  sent by Alice in stage 5, and 

verifies whether or not its content is equal to 1RB − . If this is 
the case, Bob and Alice are successfully mutually 
authenticated.  

The troubles for the Needham-Schroeder symmetric-key 
protocol could come from an attack called replay attack. In [13], 
the authors have shown that, if “Mallory” has the key K and 
can capture the cipher text { , }K Alice KB

 sent by Alice to Bob 

in stage 3, then Mallory can play the role in the place of Alice, 
and make Bob to believe that it is Alice. In [13, 14], the authors 
have found a method based on time-stamp to remedy this 
replay attack. Several ameliorations of the protocol can be 
found in [15, 16]. 

In this article, we are limited to specify the protocol 
presented in the original paper of Needham and Schroeder. 
Specification both of the enhanced protocol and of the attacks 
will be considered in our future works. In the next section, we 
formally describe the results of this article. 
 
 
4. SPECIFICATION OF THE NEEDHAM- 

SCHROEDER SYMMETRIC-KEY 
PROTOCOL IN USING THE NBA 

 
In this section, several special ambients are utilized to stand for 
processes running at different distributed location. Ambients 
A[P1|P2|……], Trent[P1|P2|……], and B[P1|P2|……] stand 
for the processes running at the location of Alice, Trent, and 
Bob, respectively, and these three ambients stay immobile. 
Ambient EKA[P1|P2|…] represents a ciphertext of a plaintext 
encrypted using the key K A , the same signification for 
ambients EKB[P1|P2|…] and EK[P1|P2|…] unless the last two 
stand for cipher texts obtained by applying  the keys KB  
and K respectively. The ambient NonceGen[P1|P2|..] 
represents what from which Alice randomly generates a 
number as nonce, and NonceGen2[P1|P2|… …] is the same 
type of ambient for the side of Bob.  

For specifying stage 1 of the Needham-Schroeder protocol, 
we have the next definition: 
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Definition 4-1.  (Specification of the first stage of the 
Needham-Schroeder Protocol) 
 

1 ( )( 1)( [ ]|

( ) . . . 1[ ]|

[( ) . | [ , 1 |( ) . . . ]|
1() . , 1 . , 1 ]|

[(

message NonceGen Lock NonceGen RA
NonceGen m AmbAliceNoncen n n Lock

qm x x q exit m k y y Alice Bob
Lock exit A k enter Trent k

AmbAliceNonce AliceN

ν ν ↑< >

↑< > < > < >
↑↑ ↑ ↑ ↑< > < > < > < > < >

< > < >

) ]| ( , 1))

1 ( , 1). ( , 1).( ) .( ) .
2( ) . .

2 2. .

once AliceNonce exit x k

x xmessage enter x k exit x k AliceNonce AliceName
MessageAlice TrentxBobName AliceNonce

Message MessageAlice Trent Alice TrentAliceName BobName
MessageAl

↑ ↑< >

< >

< > < >

[( ) .( ) .( ) .2
. . ]

AliceNonce AliceName BobNameice Trent
AliceNonce AliceName BobName

↑ ↑ ↑

↑ ↑ ↑< > < > < >

 
In the definition 4-1, the ambient 

AmbAliceNonce[P1|P2|…] is what in which Alice saves the 
nonce that She sends to Trent, the ambient 

[ 1 | 2 | ...]2Message P PAlice Trent  is the one used by Trent to 
store the message that He receives from Alice, and the ambient 

[ 1 | [ 2 | 3]]m P q P P  wrappers the message sent by Alice and 
moves from Alice to Trent, please notice that the ambient 

[ 1 | [ 2 | 3]]m P q P P  uses the password k1 to exit from Alice and 

to enter Trent. RA  stands for the nonce generated by Alice. 
The ambient 1[...]Lock  represents a syntax sugar for 
synchronizing the movement of the message 
ambient [ 1 | [ 2 | 3]]m P q P P . From the definition 4-1, we have 
the next proposition: 
 
Proposition 4-1.  (Specification of First stage of the  
Needham-Schroeder Protocol) 
 

[ 1 ] | [ 1 ]

[ [ ] ] |

[ [ .2
. ] ]

A m e s s a g e T r e n t m e s s a g e

A A m b A l i c e N o n c e R A
T r e n t M e s s a g e R AA l i c e T r e n t

A l i c e B o b

≅
↑< >

↑< >

↑ ↑< > < >

 

 
The proposition 4-1 says that, the run of the processes 

[ 1] | [ 1]A message Trent message  resulted to reception of a 
message containing the Alice name, the Bob name and the 
Alice nonce sent by Alice to Trent, and in addition Alice saved 
the nonce in the ambient AmbAliceNonce[…]. This is exactly 
the result of the stage 1 of the Needham-Schroeder protocol.  
   For specifying the stage 2 of the Needham-Schroeder 
protocol, several special notations are utilized for encryption 

and decryption. EKA
Data eka< >  signifies that we are encrypting 

the Data with the key K A  and writing the cipher text into the 
ambient EKA where store all cipher texts obtained by applying 

the key K A , whereas [( ) . | ]EKA Data P Qd
↑  stands for that we 

are decrypting ( )Data d
↑  using the K A . We have the next 

definition: 
 
Definition 4-2.  (Specification of 2nd stage of the 

Needham-Schroeder Protocol) 
 

2 ( 2)( [ ]|

2( ) .( ) .

2 2( ) ( ) .
. . . .

message Lock KeyGen K
MessageKeyGen Alice Trentkey AliceNonce

Message MessageAlice Trent Alice TrentAliceName BobName
EKA EKA EKA EKBAliceNonce BobName key keyeka eka eka ekb

AliceName

ν ↑< >

< > < > < > < >

< . 2[ ]| [( ) .( ) .

, 2 . . | , 2 .

, 3 . , 3 ]| [( ) .( ) .

( ) . ( , 2) . .

EKB Lock EKB key AliceNameekb ekb ekb
enter EKA k key AliceName exit EKA keka d d
exit A k enter B k EKA AliceName BobNameeka eka
key enter x k AliceNonceeka eka d

↑ ↑ ↑> < >

↑ ↑< > < > < > < >

↑ ↑< > < >

↑ ↑< > < . |
2() . , 2 . , 2 ]| ( , 2))

2 ( , 2). ( , 2).( ) .

2( ) .( ) . .

2

BobName keyd d
Lock exit Trent k enter A k exit x k

EKAmessage enter x k exit x k AliceNonceBack d
MessageEKA EKA Trent AliceBobName key AliceNonceBackd d

MessageTrentBobName

↑ ↑> < >

< > < >

< >

< > 2. .
[( ) .( ) .( ) .2

. . ]

MessageAlice Trent Alicekey
Message AliceNonceBack BobName keyTrent Alice

AliceNonceBack BobName key

< >
↑ ↑ ↑

↑ ↑ ↑< > < > < >

 

   

In the definition 4-2, the ambient [ ]KeyGen K
↑

< >  
signifies that in the stage 2 of the Needham-Schroeder protocol, 
Trent randomly generates a key K shared by its-self, Alice and 
Bob. The ambient [ 1. 2....]2Message Mess MessTrent Alice  is the 
one of Alice for saving the messages she received from Trent. 
The ambient  

 
[ 1| [ 2| , 2 . , 3 .

2, 3 ]|() . , 2 . , 2 ]
EKA P EKB P exit EKA k exit A k

Lockenter B k exit Trent k enter A k
< > < >

< > < > < >
 

uses the password k2 to exit from Trent and enter into Alice, 
whereas the sub ambient 

[ 2 | , 2 . , 3 . , 3 ]EKB P exit EKA k exit A k enter B k< > < > < >  uses the 
password k2 to exit from its parent ambient, and k3 to exit from 
Alice and enter into Bob for the next stage. Using different 
passwords can avoid the interference of the ambient’ movement 
at different stages. From the definition 4-2, we can obtain the 
next result:  
 
Proposition 4-2. (Specification of 2nd stage of the 
Needham-Schroeder Protocol) 
 

[ 1| 2] | [ 1| 2]

[ [ ] | [ . |

, 3 . , 3 ] |

[ . . ]]2

A message message Trent message message

A AmbAliceNonce R EKB K AliceA d d
exit A k enter B k

Message R Bob KATrent Alice

≅
↑ ↑ ↑< > < > < >

< > < >
↑ ↑ ↑< > < > < >

 

 
The proposition 4-2 means that after running the first two 

stages of the Needham-Schroeder protocol, Alice received the 
message sent by Trent that is  

[ . . |

[ . | , 3 .

, 3 ]]

EKA R Bob KA d d d
EKB K Alice exit A kd d
enter B k

↑ ↑ ↑< > < > < >

↑ ↑< > < > < >

< >
 

, decrypted it with her key K A , and retrieved the nonce that 
has been sent to Trent in the first stage, the name of Bob, and 
the key K generated by Trent which all are saved in the ambient 

[ . . ]2Message R Bob KATrent Alice
↑ ↑ ↑< > < > < > , and the cipher 
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text [ . | , 3 . , 3 ]EKB K Alice exit A k enter B kd d
↑ ↑< > < > < > < >   being 

ready to be sent to Bob in the next stage. Please notice that the 
residue resulted from the stage 1 is [ ]AmbAliceNonce RA

↑< > , 

which is the ambient storing the nonce sent by Alice to Trent, 
and where Alice could retrieve the old nonce for comparing it 
with the new one sent by Trent. The proof for the proposition 
4-1 could be found in the section appendix. 
 

In the stage 3 of the Needham-Schroeder protocol, Alice 
sends the cipher text 

[ . | , 3 . , 3 ]EKB K Alice exit A k enter B kd d
↑ ↑< > < > < > < >  to Bob. In 

order to achieve this, we define two new processes in the next 
definition: 
 
Definition 4-3. (Specification of 3rd stage of the 
Needham-Schroeder Protocol) 
 

3 ( , 3 )
3 ( , 3 )

m e s s a g e e x i t x k
m e s s a g e e n t e r x k

 

 
From the definition 4-3, we have the next proposition: 
 
Proposition 4-3. (Specification of 3rd stage of the 
Needham-Schroeder Protocol) 
 

[ 1| 2 | 3]|
[ 1| 2]| [ 3]

[ [ ]|

[ . . ]|2
[ [ . ]]

A message message message
Trent message message B message

A AmbAliceNonce RA
Message R Bob KATrent Alice
B EKB K Aliced d

↑≅ < >

↑ ↑ ↑< > < > < >

↑ ↑< > < >

 

 
Proposition 4-3 says that, Bob received from Alice the cipher 
text [ . ]EKB K Aliced d

↑ ↑< > < >  that is ready to be decrypted by 

Bob using the key KB . 
In the stage 4 of the Needham-Schroeder protocol, Bob 

should randomly generate a nonce RB , encrypts the nonce with 

the key K, and sends the cipher text [ ]2EK RBob Alice B
↑

< >  

to Alice. To be clearer, we have used the subscript Bob2Alice 
for indicating the direction of message flow. We have the next 
definition and proposition for specifying this stage: 
 
Definition 4-4. (Specification of 4th stage of the 
Needham-Schroeder Protocol) 

4 ( 2)( 3)( 2[ ] |

2 3( ) .( ) . .

22 3 2.( ) . .

.. 3[ ] |

2

message NonceGen Lock NonceGen RB
MessageEKB EKB Alice Bobkey AliceName key pd d

Message EKNonceGenAlice Bob Bob AliceAliceName n np ek

AmbBobNonce
n Lockp

MessageAlice Bo

ν ν
↑

< >

< >

< > < >

↑
< > <>

[( ) .( ) . . ] |3

3
| [( ) . | () . , 4 . , 4 ])2

| [( ) . ] | ( , 4)

4 ( , 4)

key AliceName key AliceNamep p p pb

Lock
EK n n exit B k enter A kBob Alice ek d

AmbBobNonce n n exit x kp p

message enter x k

↑ ↑ ↑ ↑
< > < >

↑ ↑
< > < > < >

↑ ↑
< >

 

In the definition 4-4, the ambient 2[ ]NonceGen RB
↑

< >  

signifies that Bob randomly generates a nonce BR ; the ambient 

[( ) . ]AmbBobNonce n np p
↑ ↑< >  is used to save the nonce; and the 

ambient 
[( ) .( ) .2 3

. ]

Message key AliceNamep pAlice Bob

key AliceNamep p

↑ ↑

↑ ↑
< > < >

 is used to 

save the decrypted message sent by Alice in the stage 3. The 

subscript in ( )Data p
↑  signifies that the reading from the child 

ambient is protected. The cipher text [ ]2EK RBob Alice B
↑

< >  

in form of an ambient is using the password k4 to exit from the 
Bob’s immobile ambient and to enter into the Alice’s immobile 
ambient. From the definition 4-4, we could conclude onto the 
proposition 4-4: 
 
Proposition 4-4. (Specification of 4th stage of the 
Needham-Schroeder Protocol) 
 

[ 1 | 2 | 3 | 4] |

[ 1 | 2] | [ 3 | 4]

[ [ ] | [ ] |2

[ . . ] |2

[ [ .2 3

A message message message message

Trent message message B message message

A AmbAliceNonce R EK RA Bob Alice B

Message R Bob KATrent Alice

B Message K Alicep pAlice Bob

↑ ↑
≅ < > < >

↑ ↑ ↑
< > < > < >

↑ ↑
< > < > ] |

[ ]]AmbBobNonce RB
↑

< >

 

 
Proposition 4-4 says that, after executing the first four 

stages of the Needham-Schroeder protocol, at the party of Alice, 
she keeps not only the residues issued  from the stages 1 and 2 

which respectively are [ ]AmbAliceNonce RA
↑

< >  and 

[ . . ]2Message R Bob KATrent Alice
↑ ↑ ↑

< > < > < > , but also 

the nonce of Bob encrypted with the key K, 

[ ]2EK RBob Alice B
↑

< > , that she just received in the stage 4; 

while at the party of Bob, he keeps the tracks of the message 
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sent by Alice in the previous stage that is 

[ . ]2 3Message K Alicep pAlice Bob
↑ ↑

< > < > , and of the nonce 

saved in the ambient [ ]AmbBobNonce RB
↑

< > . 

In the 5th stage of the Needham-Schroeder protocol, after 
having received the nonce of Bob in the previous stage, Alice 
decides to randomly generate a new nonce equal to 1RB − , and 
sends the new nonce to Bob. For specifying this stage, we give 
the next definition: 
 
Definition 4-5. (Specification of 5th stage of the 
Needham-Schroeder Protocol) 
 

25 ( 4)(( ) .

2 51 .

1 . 4[ ] |

[( ) . ] |

[( ) .2 5

EKBob Alicemessage Lock BobNonce d
EKAlice BobBobNone ek

AmbAliceNewNonce
BobNone Lockek

AmbAliceNewNonce AliceNewNonce AliceNewNoncep p

EK AliceNewNonce AliceAlice Bob ek

ν

< − >

↑
< − > <>

↑ ↑
< >

↑
< |

4
() . , 5 . , 5 ] | ( , 5))

5 ( , 5)

NewNonce d
Lock

exit A k enter B k exit x k

message enter x k

↑
>

< > < >

 

 
In this stage of the protocol, the new nonce of Alice is 

encrypted by the key K, and transported under the cipher text in 

form of the ambient [ 1 ]2 5EK RAlice Bob B
↑

< − > . The new 

nonce of Alice, in the same time, is saved in the 

ambient [ 1 ]AmbAliceNewNonce RB
↑

< − > . From the definition 

4-5, we could obtain the next proposition: 
 
Proposition 4-5. (Specification of 5th stage of the 
Needham-Schroeder Protocol) 
 

[ 1 | 2 | 3 | 4 | 5] |

[ 1 | 2] | [ 3 | 4 | 5]

[ [ ] | [ 1 ] |

[ . . ]] |2

[

A message message message message message

Trent message message B message message message

A AmbAliceNonce R AmbAliceNewNonce RA B

Message R Bob KATrent Alice

B Message

↑ ↑
≅ < > < − >

↑ ↑ ↑
< > < > < >

[ . ] |2 3

[ ] | [ 1 ]]2 5

K Alicep pAlice Bob

AmbBobNonce R EK RB Alice Bob B

↑ ↑
< > < >

↑ ↑
< > < − >

 
We could simply say that the run of the first five stages of 

the Needham-Schroeder protocol is well formally specified by 
the proposition 4-5. 

The last stage of the run of the protocol is that, Bob 
decrypts the new nonce of Alice sent in the previous stage, and 
verifies whether or not it is equal to 1RB − . If this is case, then 
Alice and Bob have been successfully mutually authenticated. 
For specifying the last stage of the protocol, we give the 
definition 4.6, and the result of this article: 
 

Definition 4-6.  (Specification of 6th stage of the 
Needham-Schroeder Protocol) 
 

 

2 56 ( ) .

2 5|

[( ) . ]2 5

EKAlice Bobmessage AliceNewNonce d
MessageAlice BobAliceNewNonce p

Message AliceNewNonce AliceNewNoncep pAlice Bob

< >

↑ ↑
< >

 

 
Lemma 4-1.  (Formal Specification of the 
Needham-Schroeder Protocol) 
 

[ 1 | 2 | 3 | 4 | 5] |

[ 1 | 2] | [ 3 | 4 | 5 |

6] [ [ ] |

[ 1 ] |

[ . . ]] |2

A message message message message message

Trent message message B message message message

message A AmbAliceNonce RA

AmbAliceNewNonce RB

Message R Bob KATrent Alice

↑
≅ < >

↑
< − >

↑ ↑ ↑
< > < > < >

[ [ . ] |2 3

[ ] | [ 1 ]]2 5

B Message K Alicep pAlice Bob

AmbBobNonce R Message RB Alice Bob B

↑ ↑
< > < >

↑ ↑
< > < − >

 

 
The proof of the Lemma 4-1 is similar to that of the 

propositions of 4-1 and omitted here.  
 
 
5. RELATED WOKS 
      
In [6], authors have specified the Needham-Schroeder 
symmetric-key protocol using the classical process algebra CSP 
[5]. In [4], the same protocol has been specified and verified by 
the SPI calculus [3] that is a process algebra specially 
conceived for specification and verification of transport or 
cryptographic protocols. While in [17], the authors have carried 
out the same work by means of the process algebra μ CRL. In 
[18], C. Braghin et al. have tried specified a fragment of the 
Needham-Schroeder symmetric-key protocol using the pure 
mobile ambient (MA), but the non-determinism and the 
interference of movement of ambients due to the limitation of 
MA, has made the specification of the protocol to be very 
complex and semi-formal. We believe that our effort in this 
article is a utile attempt of specifying protocols by a variant of 
MA.  
 
 
6. CONCLUSIONS 
 
In this article, we use a variant of the mobile ambient to specify 
the famous Needham-Schroeder symmetric-key cryptographic 
protocol. The specification has been proven to be well formed. 
The extension of Boxed Ambient, NBA, is a tool suitable to 
specify protocols. 
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APPENDIX 
 
Proof for Proposition 4-1.  
See the next figure for the Proof for the Proposition 4-1. Proofs 
for other conclusions are similar as for the one of the 

Proposition 4-1, so omitted. 
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ABSTRACT 
 

The spam problem has been becoming widely concerned 
gradually. Due to that the spam filtering systems between the 
server and customer can't cooperate, the filter rules of spam 
filtering system can't be dynamic changed. This paper is to 
propose a model of Distributed Spam Detection, making use of 
the Distributed network technique to resolve cooperation 
between systems. Making use of the Pattern matching and BP 
neural network technique, this model can be used to resolve the 
problem that the filter rules of spam filtering system can't be 
dynamic changed. Based on this model it is designed a 
Distributed Spam Filtering System, and the architecture of the 
system and the implement have been discussed in details. The 
experiments show the feasibility and advantage of the new 
Spam Filtering method, which is better than some traditional 
anti-spam skills and can realize efficient spam detection in 
distributed and isomerous networks. 
 
Keywords: Spam, Pattern Matching, BP Neural Network, 
Behavior Characteristic Matching 
 
 
1. INTRODUCTION 
 
The spam mainly includes: all kinds of Commercial 
advertisements and the network advertisements of lawless 
groups, email virus. It is a waste of the limited network 
resource, jamming network, breaking computer system 
seriously [1,2] and causing a severe loss in economy. Therefore, 
the spam detection has significant application, becoming a hot 
research problem in recent years. The research in this area 
comes in two main types [3]: client-side and server-side. But 
most of existing spam filtering systems in client-side and 
server-side work independently, i.e., they cannot cooperate as a 
whole system. When the quantity of spam increases, this kind 
of independent spam filtering systems will hardly apply. 
Currently, the spam filtering system needs to change the 
detection rules artificially to adapt each kind of environment. 
This method is difficult to meet the users’ needs when spam’s 
character is changing continuously. It is necessary to introduce 
new technique and modify present related schemes to resolve 
the above problem. 
 
 
2. DISTRIBUTED SPAN FILTERING SYSTEM 

ANALYSIS 
 
Currently, the Distributed Spam Filtering System is still in a 
developed stage. With the popularity of Internet, by employing 
Distributed network technique and Spam Filtering technique it 
is possible to make most existing spam filtering systems of 
client-side and server-side work as a whole, so achieve 
information sharing and cooperating of two C/S sides. 
 
Analyzing the problem of Distributed Spam Filtering System 
thoroughly, it is seen that Spam Filtering is essentially 
classification problem, with nonlinear and nondeterministic 
character. The classification problem can be solved by using 

Back-Propagation Neural Networks (BPN) and Pattern 
matching. So employing these methods, we will design a 
Distributed Spam Filtering system, called DSFS (Distributed 
Spam Filtering System) to solve spam filtering problem. 
 
 
3. KEY TECHNICAL ANALYSIS 
 
3.1 Pattern Matching 
Pattern matching is a basic Pattern recognition method [4, 5], 
which studies how to use computer to realize the human 
capability of pattern recognition. Based on statistic learning 
model, there are four steps in pattern matching: data acquisition, 
preprocess, character extraction and selection, and category 
decision [6], as shown in Fig.1. 

preprocess character extraction 
and selection

Classifier 
design

category 
decision

data 
acquisition

Fig.1. Pattern recognition system 
 

1) Data acquisition is the procedure to acquire computable 
symbols by using the methods of measuring, sampling, 
quantifying and etc., for efficient Pattern matching; 

2) Preprocess is a procedure to remove noise in data and 
strengthen useful information; 

3) Character extraction and selection is a procedure to 
transform the data then select essential characters for 
effectively realizing Pattern matching; 

4) Category decision is to classify an object into a special 
Category class by statistic methods in the characteristic 
space. 

Generally, the pattern matching is usable to classify an object to 
a special class.  The usage is needed in the spam detection. So, 
the pattern matching method can be employed for spam 
detection. 
 
3.2 BP Neural Networks 
An artificial neural network is an intelligent universal 
mechanism of dealing with pattern recognition, process 
estimation and prediction, optimization design and other 
applications [7]. In 1986, BPN is put forward by Rumelhart and 
LeCun et al., which is one of such artificial neural network 
mechanisms [8]. It overcame the big obstacles which baffled 
the development of the perceptron models, so was an important 
breakthrough in the history of the theory and application of 
neural networks. A BPN is a layered network consisting of an 
input layer, an output layer, and at least one nonlinear 
processing layer. Its main idea is to propagate back error of 
output layer; the error of hidden layer is calculated indirectly. 
The classifying procedure of neural network is divided into two 
stages: the first stage (forward-propagation), the BPN 
propagates its input vectors, which can be any multivariate data 
series, to its output layer through a series calculation. The 
second stage (back-propagation), the error of each layer is 
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calculated by back-propagation error of output layer. The 
preceding layer weight is adjusted by the error of every layer 
[9]. The procedure is shown in Fig.2. Investigate the jth 
calculation unit of one layer, label i is the ith unit of its frontal 
layer; label k is the kth unit of latter layer; 

jo  is the output of 

current layer; 
ijω  is the weight from preceding layer to 

current layer. 
jkω  is the weight from latter  layer  to current 

layer. 

.

.
.
.

i
ojoi

kωij ωjk

 
Fig.2. 

 
The calculation steps are [10]: 
1) Select the initial value of weight 

ijω ; 

2) Repeat the below process until convergence (recurse on 
each sample). 

(1) Compute every unit 
jo in turn. 

j ij i
i

n e t oω= ∑  

Where ( )j jo f net= , f is unsymmetrical 

Sigmoid function. 
(2) The output layer is calculated as: 

( ) (1 )j j j jy o o oδ = − −  

(3) Every hidden layer is calculated as: 
(1 )j j j j k k

k

o oδ ω δ= − ∑  

(4) Calculate and save the revised weights: 
( ) ( 1)i j i j j it t oω α ω η δΔ = Δ − +  

(5) Revise the weights: 
( 1) ( ) ( )i j i j i jt t tω ω ω+ = + Δ  

(6) After every weight of layer has been calculated, these 
weights were judged whether to satisfy the request 
according to known condition. If the request is 
satisfied, the algorithm ends; if not then repeat from 
the step i. 

A BPN is applied to the nonlinear self-tuning tracking problem. 
The neural network has a strong ability of study and large-scale 
Parallel Computing. It can effectively handle the problem that 
the spam character is changing continuously; it makes the 
system to carry on a continuous self-study with the changing 
email character, so realizes the intelligence of email filtering at 
last. 
 
 
4. DISTRIBUTED SPAM FILETERING SYSTEM 

MODEL 
 
4.1 DSFS System Structure 
The DSFS is an integral system to collect email characters, 
analyze and filter emails. In the system the client-side detection 
and server-side detection are combined together. The system 
can be used to the networked structure and distributed spam 
filtering. The DSFS is made up of central management node, 
client-side detection node and server-side detection node, as 
shown in Fig.3. The DSFS can include several server-side 
detection nodes and client-side detection nodes, but only one 
central management node. 

The server-side (client-side) detection nodes collect original 
data related emails, extract the characters of the original data 
according to the customer requests, then feedback the extracted 
information to management node, so the real-time condition 
control is accomplished in the system. The original data 
characters are analyzed at the server-side (client-side) detection 
nodes; the results are reported to central management node. A 
server-side (client-side) detection node consists of six parts: 
server-side (client-side) manager, email character collection 
module, email character extraction module, email character 
analysis module, repository and email disposal module. 
 

email character analysis 
module

email character 
extraction module

email character 
collection module

Client-side managerrepository
Client-side 
disposal 
module

email character analysis 
module

email character 
extraction module

email character 
collection module

server-side managerrepository
Server-side 
disposal 
module

Central manager

Central disposal module
pattern/
character 
database

abnormity email /distributed 
email analyzer

 
 

Fig.3. System structure  
 
All server-side (client-side) detection nodes are managed by 
central management node. The central management node is 
responsible for monitoring the communication between itself 
and every detection node. The data reported from each node is 
collected and stored. All these data are categorized and carried 
on abnormity analysis. A central management node consists of 
four parts: central manager, central disposal module, 
pattern/character database, and abnormity email /distributed 
email analyzer. 
 
4.2 Design of Each Part Of DSFS 
4.2.1 Email character analysis module 
Currently, the Pattern matching is already one of matured 
technique. Using the technique, the spam can be identified from 
the email content characters and the behavior characters of 
sending out. The technique can be adopted in the DSFS system 
as following: 
1) The spam is judged by some content characters. 
2) The spam is judged by one or some of the following 

specific behaviors: 
(1) The email with over issued behavior: the maker of 

spam has on-line query and deliver email at landing 
server, trying various way to deliver email, the host of 
sending out email changes behavior unusually, etc..  

(2) The email with illegal behavior: the maker of spam 
has behavior of sending out email by making use of 
Open Relay function of many possible email servers.  

(3) Email sender, receiver, host of sending email or email 
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information are intentionally hided, these behaviors 
make it difficult to trace the email source. 

(4) The behavior of forging email: sender, receiver, host 
of sending email or email information are 
intentionally forged, which don't belong to honest 
behaviors through the identification. 

 
The DSFS system adopts the detection technique of the Pattern 
matching, with some advantages such as: it detects the spam 
with known characters with high accuracy and efficiency, so 
can deal with the detected spam at real time. But it has 
weakness that it depends on the complete and the accurate 
modes of the spam detection in the knowledge database. For 
improving detection accuracy, the system announces the new 
spam characters from the Central disposal module to 
server-sides and client-sides to renew the knowledge database 
of the detection modes dynamically. 
  
4.2.2 Analyzer of email abnormity  
The analyzer of email abnormity is constructed based on BP 
neural network technique. By this technique, the DSFS system 
can improve ability to identify unknown spam and new 
transformations of previously known spam. 
1) The design of the analyzer based on BP neural network 

In order to adopting the BP neural network technique, we 
need to train applicable BP neural network. But the 
function of BP neural network is closely related to its 
input, layer number, neural cell number of every layer 
and initial weight values etc. The main problem during 
the BP neural network training is uncertainty of its hidden 
layer. In addition, the knowledge of neural network is 
mainly decided by threshold values of nodes and weight 
values of network conjunctions, these values not only 
influence convergence speed of network, but also may 
influence the function of final network evidently. 
 
Based on the above consideration, for better performance 
of BP neural network, in this paper the neural network of 
3 layers (input layer, hidden layer and output layer) is 
adopted, and the analyzer of 3 layered neural networks is 
designed as following [11]: 

(1) Input/output layer [12] : 
In the Distributed Spam Filtering System, the input 
signal of neural network comes from 
Pattern/character pick-up module. In this way, the 
difficulty of choosing neural cell number of input 
layer is reduced. The analyzer of neural network 
carries out the discrimination of 
abnormality/normality. Combining all these factors, 
a neural network is constructed with the neural cell 
number of its input layer as n, this the number of 
characters extracted by Pattern /character pick-up 
module, and the neural cell number of its output 
layer as 2. 

(2) Hidden layer [13]  
In the hidden layer of the neural network, a very 
difficult problem is the choice of the neural cell 
number, it is usually determined by experience and 
experiment result. Based on some known results, we 
carry on a design according to the following 
formula: 

H In= m ax( , )) / 2ou t cN N N N+(  
Where 

HN  is the node number of the hidden layer, 

InN  is the node number of input layer, outN  is the 
node number of output layer, 

cN  is the number of 
classification. 

Fig.4 is experiment result with different hidden 
layer node number. The hidden layer node number 
is closely related with the need of problem and 
input/output cell number. When hidden layer node 
number is n<6, the result of the mean square error is 
bigger; when hidden layer node number is n>6, the 
result of the mean square error is not minimum, 
Therefore, we select n=6. 
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Fig.4. Hidden layer node number  

 
(3) initial weight value selection [14,15] 

At present, the network weight values and network 
threshold values are initialized randomly in (- 1, 1). 

2) Analyzer of email abnormity: 
 

E m a i l E m a i l  
p r e p r o c e s s

c h a r a c t e r  
/P a t t e r n  

e x t r a c t i o n  

N e u r a l  
n e t w o r k  
a n a l y z e r

E x a m i n a t i o n  
r e s u l t

p a t t e r n /
c h a r a c t e r  
d a t a b a s e

 
Fig.5. Analyzer of email abnormity 

 
Fig 5 is design of analyzer of email abnormity; it is constructed 
based on neural network. Its working flow: ①email preprocess; 
②extract modes/characters, then convert them into input for 
the neural network, ③compute the input through the neural 
network;④ if one email is judged as spam, then notify Central 
disposal module;⑤the Pattern/characteristic information will 
be saved in Pattern/Characteristic database if it is new one. 
 
4.3 Email Disposal Module 
The email disposal module mainly carries on a process to the 
spam which examines: 
1) Client-side carries on putting the suspicious spam into a 

garbage box of Client-side, deleting after receiving 
customer’s confirmation. 

2) Server-side carries on putting the suspicious spam into 
the garbage box of server-side, after examining through 
managing person, if it is a spam, it will be deleted, 
otherwise it will be recover. 

3) At central management node, a new discovered character 
of the spam will be announced to server-side and 
client-side by the central manager. 

 
 
5. THE EXPERIMENT 
 
We build up a network environment to implement experiment. 
There are many choices for the data set, such as Spamassassin, 
etc., but there is no authorized standard for data set of E-mails 
in Chinese. We have stochastically collected 3500 spam and 
150 normal email of each kind, with 35MB as training set. Data 
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type and attribute are shown below: 
 

type 
number Normal SPAM 

training sets 100 2600 
Testing sets  50 900 

 
The performance of the Spam Filtering System is evaluated by 
the following 3 guide lines. 
1) The recall is spam detection rate. This guide line reflects 

system ability to discover spam. The recall is higher, the 
non-detected spam are less accordingly. 

2) The Precision is right rate at which spam are judged. This 
guide line reflects system ability to discover spam rightly. 
The Precision is higher, the normal emails are less judged 
as spam accordingly. 

3) F value is harmonic mean of the recall and precision. 
The formulas are as following: 

Recall： A

S

N
R = 1 0 0 %

N
×  ； 

      Precision： A

A B

N
P = 1 0 0 %

N + N
×  ； 

F value： 2R PF = 100%
R + P

×  

where 
AN is number of spam which are judged correctly; 

SN  
is number of actual spam; BN  is number of normal email that 
are judged as spam. 
 
The filtered result got by the DSFS: 

Fact 
type 

 
Test 
type 

Norma
l 

SPA
M Recall Precisio

n F value

Norma
l 37 33 

SPAM 31 867 
96.33% 98.5% 97.4%

 
The filtered result got by the system based on Naïve Bayes 
technique with same test sets. 

Fact 
type 

 
Test 
type 

Normal SPAM Recall Precision F value

Normal 20 303 
SPAM 30 697 

77.51% 95.87% 85.71%

 
As shown in the tables, the Recall rate is increased 18.82% by 
using the DSFS model, the Precision rate is increased 2.63%, 
and the F1 value is increased11.69%. 
 
In order to further state the superiority of DSFS comparing 
with Naïve Bayes technique, we show the tendencies of F 
values of two methods as the collected email data is increasing, 
as shown in Fig.6. The DSFS exhibits good application result. 
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Fig.6. F values 

 
 
6. CONCLUSIONS 
 
The spam filtering techniques play an important role in 
improving the email safety and blocking the spam 
dissemination. The DSFS can carry on a spam detection based 
on Pattern matching technique. The system has high efficiency, 
fast speed, high accuracy and real time etc. The DSFS can also 
carry on Abnormity email detection based on BP neural 
network technique, the system can discover unknown 
characters of spam. The DSFS can adapt network processing 
request based on Distributed technique. Certainly, the system 
still needs more research, to increase intelligence of the whole 
system, improve the accuracy of spam detection, etc.   
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ABSTRACT  
 

Money laundering by e-commerce becomes more and more 
prevalent and serious, and harms the financial market and the 
economic order. In order to help the anti-money laundering 
(AML) carry on efficiently, we designed a distributed 
heterogeneous AML system which works during the process 
of online payment. This system used several agent such as 
data mining agent, case-based reasoning agent, neural network 
agent and genetic algorithm agent to monitor the transaction 
data. By tracing and analyzing the capital flow route, this 
system collects the relevant rule of the transaction and 
experience in AML area, processes these information into the 
form of knowledge which the user can identify, and stores 
them into the knowledge base. Each agent filters the input data 
one by one under the conduct of knowledge base, and judges 
the transaction behavior by matching its inherent condition. 
This AML system improves the ability of disguising the 
money laundering behavior from the online transaction 
greatly. 
 
Keywords: Anti-Money laundering, Multi-Agent, Distributed,  
Data Mining, Online Payment 
 
 
1. INTRODUCTION 
 
With the fast development of the computer and network 
technology, e-commerce has brought a lot of new challenges 
while bringing great convenience for us. Because of its 
characteristics such as no paper, no boundary, no address, and 
the faultiness of the relevant law and management system, 
e-commerce becomes one of important means to launder 
money gradually. The amount of money laundered by 
e-commerce are increasing year by year, however, there is few 
efficient anti-money laundering (AML) mechanism nowadays. 
In this paper, an AML system based on union-bank online 
payment mode was introduced. This system can monitor the 
capital flow and information flow during the process of online 
payment, and improve the ability to identify the money 
laundering behavior effectively.  
 
 
2. SYSTEM CHARACTERISTICS 
 
The distributed heterogeneous AML system based on 
Multi-Agent has the following characteristics. 
(1) The system can be used independently, but it’s suggested 

being used under the union-bank online payment mode. 
The union-bank online payment is a solution scheme 
proposed by us, which can solve the problems of main 
body qualification, standardization, value-added services 
and inter-bank online payment existing in our country. In 
this mode, the transaction data of the whole country 
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through online payment is centralized to the union-bank 
centre; this will facilitate the implement of some 
value-added services such as anti-money laundering, 
anti-tax evasion, and credit evaluation. 

(2) The system is distributed. The “head office/ branch” 
mechanism was used in union-bank mode. Likewise, the 
AML systems of the head office and branch are in 
different cities, or in different districts of a city. Each 
level of system is integrated, and need to process the data 
of its own on business. At the same time, the data 
exchange and processing among them are necessary and 
important too. This requests the using of distributed 
system. Besides, the money laundering behaviors always 
can not be confirmed by just one deal, and it’s necessary 
to trace the several layers of the capital resource, so the 
amount of the data referred is enormous. Especially the 
AML system we discussed centralizes the transaction 
data of the whole country through online payment, so the 
workload is gigantic and can’t be finished just by one or 
several computers. Many computers, even many nets are 
needed to carry on distributed calculation.  

(3)  The system is real-time and dynamic. The AML system 
monitors the real-time data including user and transaction 
information, stores the data into database and carries on 
the data mining to analyze the inherent relation, and then 
export the result to relevant department. The whole 
process is real-time and dynamic. 

(4) The system is based on multi-agent. The AML is a 
complicated calculating work. All kinds of information 
about money laundering are fuzzy, and often are hiding 
within the data which seems to have no connection. It is 
difficult to mine the inherent relation just by one mean. 
This system uses the multi-agent technology, and every 
agent completes its function independently. The system 
filters the data through each agent one by one, and each 
agent then judge the transaction behavior by whether the 
data meet their judging condition or not.  

 
 
3. OVERALL FRAMEWORK DESIGN 
 
The system has adopted hierarchical structure and multi-agent 
technology, whose logical frame is shown in Fig 1.  
 
The distributed database layer is used for storing the data 
information correlated with trading, including user 
information, transaction information and capital flow 
information. Besides, we designed a historical database to 
store the historical information; AML basic data resource 
layer includes AML data warehouse and relevant knowledge 
base, case base, money laundering shape model base and 
shadiness base; Data analysis layer is the core of the whole 
system. It monitors and analyzes the real-time dynamic 
transaction information using the multi-agent technology 
under the guidance of basic data resource layer, and outputs 
the analysis result feedback; Application layer takes the 
charge of formatting and filing the data input, and output the 
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result from data analysis layer to early warning centre and 
relevant department; Interface layer is used for receiving 
information from internet, including information from buyer 
and seller, each commercial bank, revenue, CIQ, police bureau, 
prosecutorial office and so on. Besides, the interface layer take 
the charge of reporting the money laundering behavior to the 
PRC, national information security centre and other relevant 
department. If there is an application for transferring the 
suspicious capital to overseas, the union-centre will apply to 
the PRC for blocking this capital.  
 
The work procedure of this system is shown below: At first, 
the application layer will clean up and filter the information 
from interface, and then store the data into database. Then, 
when the data flow from database is input to the data analysis 
layer, the AML real-time dynamic monitoring agent will 
construct the channels to the basic data resource base layer 
which will control and drive its action. For example, when the 
AML real-time dynamic monitoring agent receive the data, it 

will send a “How to deal with” request to the basic data 
resource base. The basic data resource base then give a 
“Transfer case-based reasoning agent” response according to 
the knowledge structure itself. The AML real-time dynamic 
monitoring agent will transfer the case-based reasoning agent, 
and produce an interrupt. When the case-based reasoning 
agent receive the transferring order, it will response 
immediately and analyze the data through the case reasoning, 
find out if there is a matching and bring the matching 
transaction into the shadiness base, return the remainder 
non-matching data which is undistinguishable afterwards. The 
AML real-time dynamic monitoring agent then send the 
request to basic data resource base again and Keep this 
operation repeatedly transferring each agent in certain order 
till the basic data resource base think that it’s unnecessary to 
do any transferring. Finally, the result is input to union-bank 
centre and the basic data resource base for updating and 
learning self.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.1. The logical framework of the AML service system 

 
 

4. KEY AGENT DESIGN 
 
4.1 Data Mining Agent 
Data mining is to analyze the data set get by observation 
(often very huge) whose aim is to find out the unknown 

relation and summarize the data in a way which the data 
processor can understand. The data mining agent is one of the 
most important parts of the AML system, which can excavate 
out relevant rule from a large amount of data, and enrich the 
knowledge base and the money laundering shape model base.  
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4.1.1 Work Principle 
The data mining agent of AML system is composed of data 
resource module, pretreatment module, data mining module, 
knowledge base module and early warning module. Its 
structure is shown in Fig 2. 
The work procedure of this agent:  
(1) Data resource module input data from distributed database 

layer and data warehouse, and then gives them to the 
pretreatment module. 

(2) Data pretreatment module carries on analysis, and 
processes the data into record format which can reflect the  
route of the capital flow.  

(3) Data mining module search the relevant rule of money 
laundering shape model base. If there is a match, the early 
warning module will send out an alarm. By contraries, if 
there is no match, the data mining module will store the 
data using database and data warehouse technologies, and 
then construct the index.  

(4) Classify and clustering process the data in the database so 
as to facilitate the operation of fast search and data mining. 
Then carry on the data search and relation mining. 

(5) Evaluate the result of searching and mining, store the 
knowledge expression way which the users can discern 
into the knowledge base.  

 

 

 

 

 

 

 

 
 

Fig.2. Structure procedure of data mining agent 
 
4.1.2 Key Algorithm 
Classify: mapping a data set into several classes which have 
been defined. The output result of this kind of algorithm is the 
classifier, and usually is expressed as decision tree or rules set.  
Relation analysis: analyze the relation among the data record 
in the database, utilize the pertinence among the system 
attribution of the audit data as the basis of constructing normal 
using mode. The algorithm is described as follows: 
Suppose i is the set of items; data D, which relates to the task, 

is the set of database transactions, among them each 
transaction is the set of items, each of A and B is one item set. 
Relation rules are implications like A=>B, A⊂I, B⊂I, and 
A∩B=φ. Rule A=>B is tenable in transaction set D with 
support s (s= support(A=>B) = p(A B)) and confidence c (c∪  
= confidence(A=>B) = p(B A)). The s is the percentage of ∪
the area which includes A B within the transaction∪ s in D, 
and the c is the percentage of the area which includes A and B 
within the transactions in D. The rules which meet both the 
threshold values of can be named as high relation rule. If the 
item set meet the minimum support, it can be called frequent 
item set. The process of relation rule mining should be 
realized by two steps: (1) Find out all the frequent item set. 
The frequencies of appearance of these item set must get the 
minimum support count predefined at least. (2) Produce high 
relation rule by frequent item set. These rules must meet 
minimum support and minimum confidence. Introduce 
relation rule mining technology based on constraint to the 
early warning system. By the mining based on constraint, 
users can illuminate the data they want to mine according to 
the aim they are concerned about. So the efficiency of the 
mining process can be improved. 
 
Sequence analysis: Obtain the sequence mode model. This 
kind of algorithm can find out the time sequences occurring 
frequently in audit events. These frequent event modes 
provide guiding criterion for the choice of statistical feature 
when constructing early warning system model. The algorithm 
is described as follows:  
 
Suppose D is a known event database, each transaction T in D 
relates to time-stamp. The transaction begins at time stamp t1 
and is over at time stamp t2 according to the order of interval 
[t1, t2]. For the project set X in D, if some interval includes X, 
but its proper subinterval doesn’t include X, this interval can 
be called minimum appearance interval of X. The definition of 
support of X is the amount proportion of minimum appearance 
interval accounting for the record in D. Its rule is expressed as 
X, Y->Z, [confidence, support, window]. In this formula, X, Y, 
and Z are item set in D. The rule support is support (X Y Z) ∪ ∪
and the confidence is support (X Y Z)/support (X Y). ∪ ∪ ∪
The width of each appearance must be smaller than window 
value. 
 
4.2 Case Based Reasoning Agent 
Case Based Reasoning (CBR) is a kind of analogy reasoning 
method. Its basic idea is that when solving new problem, we 
can reason utilizing the former experience of solving similar 
problem. The main procedure includes: description of new 
problem → similar case searching → scheme adjusting → 
scheme assessing → case leaning and maintaining. The CBR 
agent of AML system first visits the case base of basic data 
resource base layer and judge the current transaction behavior 
by matching the characteristics of similar case. The design of 
CBR agent mainly includes three parts that knowledge 
expression of case, searching method and self-learning of 
case. 
 
4.2.1 The Knowledge Expression of Case 
During the process of CBR of AML system, the knowledge 
expression of case is the basis of reasoning which will 
influences the searching, matching, revising and learning of 
case directly. The expression of one case should include three 
parts which are description of money laundering information, 
description of money laundering characteristics and result set. 
Its frame is shown in form 1.  
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4.2.2 Searching Method of Case 
We use the rough set theory in this paper. Judge if the existent 
attribution has the same importance in a given classification 
using existing information; distribute the characteristic weight 
value for each attribution according to such importance. Then 
calculate the semblance of the new problem and the resource 
cases in the case base utilizing semblance formula in 
similitude theory. Finally search the most similar case 
according to the semblance sequence. For given knowledge 
expression system S (U, A, V, F), A=C D, the ∪
comprehensive weight of certain attribution r can be 
calculated by following steps: 
(1) Collect a large number of history assessment sample, carry 

on attribution discretization processing of rough set. 
(2) Calculate the importance of attribution r in condition 

attribution according to the formula: 
   Uc (r)=Card (posC (D))－Card (posＣ-r (D))/Card (u)  (1) 

In this formula, Card () is the set base, pos () is the positive 
region of set. 

(3) Calculate the objective weight of attribution r according to 
the formula: 
 Wr=Uc (r)/ΣUc (r)                           (2) 

(4) Expert give the subjective attribution Qi (i=1, 2, ... , n) of 
each attribution in condition attribution set, among them 
Q1+Q2+...Qn=1. 

(5) Choose experience factor α according to the interest of the 
decision maker, calculate the comprehensive weight of 
attribution r according to the formula: 
Lr＝αQi+(1－α)Wr                          (3) 

 
Form 1: Structure frame of money laundering case 

Serial number of money laundering case:  
Frame name: (name of money laundering case) 
Layer 1. Description of money laundering information 
Layer 1.1 Money launderer information 
Layer 1.2 Amount of money laundered 
Layer 1.3 Route of capital flow 
Layer 1.4 Description of money laundering event  
Layer 2. Description of money laundering characteristics
Layer 2.1 Money laundering index 1 ( index 1, value 1, 
weight 1; index 2, value 2, weight 2 ... ) 
Layer 2.2 Money laundering index 2 ( index 1, value 1, 
weight 1; index 2, value 2, weight 2 ... ) 
... 
Layer 2.n Money laundering index n ( index 1, value 1, 
weight 1; index 2, value 2, weight 2 ... ) 
Layer 3. Result set 
Layer 3.1 Breakthrough point of distinguishing from this 
money laundering behavior. 
Layer 4. Relevant knowledge about this money 
laundering event 

 
4.2.3 Self-learning of Case 
The self-learning of case is divided into success learning and 
failure learning. The success learning refers to two meaning: 
one is reasoning success; the other is case base learning, 
namely the increase of new case. Concretely, reasoning 
success is that the similar case in data base can be regarded as 
the judging basis and solution of the problem case after 
adjusting and revising. Case base learning is that if there is 
some case in case base whose semblance is greater than the 
given threshold value a (i.e. a=90%), the problem case doesn’t 
join case base. Otherwise the problem case joins case base as 
new case. Likewise, the failure learning refers to reasoning 
failure learning and case base learning too.  
4.3 Neural Network Agent 
In numerous artificial neural network models, the 

Self-Organizing Map (SOM) is used extensively because of its 
peculiar brain imitation learning behavior. The “learning 
without a teacher” phenomenon of brain nerve can be imitated 
vividly by self learning function of SOM. The cell clustering 
function of brain nerve can be reproduced accurately by the 
fair competition mechanism of SOM too. Applying this 
characteristic to AML area, we can judge the legality of the 
transaction behavior effectively according to the information 
hiding in huge fuzzy unordered data, and improve the 
capability to distinguish money laundering behavior a lot. 
However, the AML system which centralizes the transaction 
data of whole country involves a lot of data needed to be 
traced, and every layer of route of every sum of money refers 
to many resources, so the computational complexity is huge. 
We suggest adopting the parallel SOM algorithm. Utilizing the 
parallel process characteristic of the quanta calculation, atom 
can deal with 2L numbers using L Qubits at the same time, 
and complete the calculation of 2L numbers of computer 
within one step.  
 
Suppose the input vector signal x' = (x(1), x(2),  ... , x(M)). If 
the data learned can be divided into P classes, the amount of 
nerve cell of SOM input layer is MxP. Define X = (x1, x2... 
xP) MxP, here, x =x1 = x2...= xP. The amount of nerve cell of 
SOM output layer is MxP too; Define output nerve cell matrix 
Y, and its elements are y(i, k), i = 1, 2, ... M, k = 1, 2, ... , P. 
There is only one connection between each input nerve cell 
xk(i) and output nerve cell y(i, k). The weight in the t times 
update is wt(i, k), (Wt, i = 1, 2, ... M, k = 1, 2, ... , P , t = 1, 
2, ... ,T). Here, t is the times of update which equals 
learning/training times of SOM. The concrete algorithm is 
shown below: 
(1) One-off learning: input the all the data need to be learned 

to the network: x' = (x(1), x(2),  ... , x(M)).  P*x is X 
parallel input system.  

(2) Weight initialization. Choose random initial value of 
weight: w0(i, k). Each initial weight element is unequal 
and slightly smaller than the input data on the order of 
magnitude.  

(3) Competition process: Repeat the 3, 4, 5, 6 steps of t times; 
Assign Wt = V, here V is the temporary conversion matrix. 
In the first step of the algorithm, W1 = W0. Calculate all 
the Euclidean distance dt (i, k), i = 1, 2 ... M; k = 1, 2 ..., P, 
then we can get the distance matrix:  
Dt= || X－Wt ||                                (4) 
Calculate the minimum using Euclidean minimum 
distance criterion: 
dt(i, kmin) = min (dt(i, 1),dt(i, 2),... dt(i, P));（i = 1,2,...,M）

(5) 
(4) Weight update: According the order of i, update the weight 

utilizing the formula below: 
wt+1(i, kmin) = wt(i, kmin) + η(t)[x(i)－wt(i, kmin)], k= kmin 
wt+1(i, k) = wt(i, k)                            (6) 
Here, η(t) is learning speed constant, kmin is the winner of 
the competition (k = 1,2, ...,P). The η (t) change as the 
weight update times t. Its common change rule is η(t)=ηo 
[1.0－t/T],here ηo is the initial value of η(t). 

(5) Suspension condition: There are many conditions for 
suspend weight update, among them the most popular 
condition is weight convergence precision control. For a 
given precision matrix ε, its factor ε(i, k)=ε is a given 
function which is small definitely. If the condition that 
Wt+1－Wt < ε can not be satisfied, continue the next step, 
otherwise turn to step 7.  

(6) Weight conversion: In order to obtain the influences of 
each input data to weight matrix wt and avid the 
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appearance of part minimum phenomenon during the 
update process, the weight conversion matrix Q is 
introduced, QQ－1=I. Its function is reorganizing the 
element distribution order of the weight matrix.  

(7) Weight store: If the condition of Eq. (4) can be satisfied 
after update, store the weight matrix and stop the 
calculation process.  

 
4.4 Genetic Algorithm Agent 
Genetic algorithm is a kind of searching optimization 
algorithm based on genetics. The Genetic algorithm agent uses 
it to analyze the data in the shadiness base, and mine the 
potential new attribution which will help to find out money 
laundering behavior. And add it into knowledge base as new 
identification method.  
 
Genetics think heredity is a way encapsulating the instruction 
code into each chromosome as gene. Each gene has special 
position in chromosome and controls certain special 
attribution. The individual composed of genes has certain 
adaptability to the environment. Gene hybridization and gene 
mutation can produce the later generation who has stronger 
adaptability to the environment. By the natural selection which 
select the superior and eliminate the inferior, the gene with 
high adaptability will be kept. This characteristic can be well 
used in AML area for identifying money laundering behavior. 
The genetic algorithm agent analyzes the input data, find out 
the data with most adaptability to the money laundering 
condition.  

 
Fig.3. Procedure of genetic algorithm agent 

 
There are two necessary data conversion operations in the 
genetic algorithm: one is Coding, the other is Decoding. 
Coding is the process of converting the parameter in the 
searching space into chromosome individual in the hereditary 
space while decoding is the inverse operation. The genetic 
algorithm is a kind of colony operation which regards all the 
individuals in the colony as object. The three main arithmetic 
operators that Selecting, Crossover and Mutation make up of 

Genetic Operation and endow the genetic algorithm with the 
particular characteristics. The process procedure is shown in 
Fig 3.  
The solution after coding is called chromosome. Choose N 
chromosomes to construct the initial population at random, 
and then calculate the adaptability of each chromosome 
according to predefined evaluating function. Duplicate the 
chromosomes with good adaptability. By the three arithmetic 
operators of selecting, crossover and mutation produce the 
new generation of chromosome with higher adaptability and 
form new population. Through constant duplication and 
evolvement generation by generation, the characteristic be 
converged into an individual with the most adaptability, which 
is the solution of the problem.  
 
 
5. CONCLUSIONS AND EXPECTATION 
 
The distributed heterogeneous AML system is designed as one 
of value added service of the union-bank centre, which 
improves the ability of identifying the money laundering 
behavior. The subsystems setting in the transaction system on 
each level work independently but are interrelated. In this 
paper, we constructed the structure frame of the AML system 
based on multi-agent, and designed the key agent. The key to 
improve the efficiency of this system is the input data. The 
more abundant and concrete the input data is, the higher this 
system work. So we suggest use such AML monitoring system 
in the union-bank online payment mode which centralizes the 
data of online transaction of the whole country. Thus the 
popularization of the union-bank mode has a great influence 
on the AML system we discussed. We expect the union-bank 
mode we proposed will become the lead online payment mode 
in the future, and provide a good platform for the AML system. 
Our next step work is to study deeply on the concrete 
realization of each agent, and carry on further study on the 
union-bank mode to supply better environment of the AML 
work. 
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ABSTRACT  
 

All security services are based on the premise that systems are 
trustworthy. There doesn’t exist an aforehand trust relationship 
among entities in dynamic systems. To secure transaction, trust 
relationship must establish in entities. Presently all trust 
models are flat, which they can not embody well the dynamic 
characteristic of trust and do not take on well-operability. In 
this paper, a hierachical trust computation model for dynamic 
systems is presented. Trust in this model is composed of basic 
trust and dynamic trust. Basic trust depends on the attributes of 
an entity, or recommendation the third party, or experience, 
while dynamic trust relies on application context. This trust 
structure can explain well the dynamic characteristic of trust 
and the initial trust relationship between strangers. The 
application of this trust model shows that it is well-operability. 
 
Keywords: Trust, Trust Model, Dynamic System 
 
 
1. INTRODUCTION 
 
Dynamic environment is changeable and unpredictable, so 
security problems in such environment are very different from 
those in the traditional system, such as (1) the environment is 
not familiar to the user, and there doesn’t exist trust 
relationship between the user and the owner of the 
environment; (2) data is usually generated dynamically; (3) 
user’s access right changes dynamically. There must have 
enough high level trust to interact between principals who 
don’t know each other. The condition of the traditional 
centralized security mechanisms and the close distributed 
security mechanism are that there is trust relationship in 
advance, so security problems for dynamic systems can’t be 
solved well. Presently, there are a lot of researches on the trust 
model. However, these models are flat, and they can not work 
well in the dynamic environment. In this paper, we present a 
hierachical trust computation model in which trust comprises 
basic trust and dynamic trust. Dynamic trust depends on basic 
trust. Some key techniques are discussed such as how to form 
trust, what trust parameters are included and how to evaluate 
these parameters, how to calculate combination trust level, 
how to denote trust, how to compare two trust values and so 
on. 
 
 
2. TRUST FORMATION 
 
In the daily life, the trust usually correlates with the party’s 
honest, reliability, ability and so on. Generally speaking, a 
principal trusts another principal means the ability of the 
principal to complete a specific action or provide a specific 
service.  

Definition 1 (Trust): The trust is the evaluation of the 
credible, reliable and the security ability in a specific context 
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and the special time. 
This definition emphasizes the evaluation of ability about 

one principal to another principal. The evaluation result may 
instruct the act of the principal further. The principal is an 
entity which can participate in interaction. It may be the human, 
and also may be the software, the hardware or the organization. 
The context is the information about position, environment 
attribute (such as noise rank, light intensity, temperature and so 
on),people, equipment, object as well as software proxy and so 
on. The context also includes the virtual ability of the system, 
the activity which the people or the computer entity participate 
in and the duty which they complete, as well as their 
environment role, belief and intention. 

A principal's experience may affect the trust decision. 
There exists the direct relation between the experience and the 
trust. 

Definition 2 (experience): The experience of the trusting 
principal to the trusted principal is an accumulation measure of 
observations for the interaction result in a specific context and 
a concrete time stage.  

The different application context has the different trust.  
Definition 3 (context trust): The context trust is the trust 

evaluation of principals in a special context. The context trust 
is only decided by the context. 

If principals don’t know each other, and there also have 
no other principals’ recommendation, then how to establish the 
initial trust of the principals? Usually, the trust is related with 
attributes. Some attributes of principal may manifest some 
abilities of principal, for example if the principal has the driver 
license, then it indicates that the principal has the ability to 
drive. If the principal has the bachelor diploma for the 
computer department, then it indicates that the principal has 
the ability to operate computer. 

Definition 4 (attribute trust): The attribute trust is the 
evaluation of the credibility, reliability and security ability of 
the trusted principal according to the attributes of the trusted 
principal.  
 
 
3. TRUST EXPRESSION 
 
A key question of designing trust model is how to express the 
trust. The trust expression may be qualitative, and also may be 
the quantitative. The quantitative trust expression is indicated 
with a continual real value, and it has an upper boundary and a 
down boundary. The qualitative expression is usually indicated 
by using “trust”, “untrust” and so on. 

In this paper, the trust is discretely expressed as untrust, 
uncertainty, low, medium, high. Here the trust value 
"uncertainty" has several meanings: It may be uncertain in 
common sense, and also may be uncertain about whether the 
trust value of the principal is medium or high. The relationship 
among these trust values is illustrated in figure 1. @ expresses 
the complete uncertainty, Δ expresses the uncertainty about 
whether the trust value is low, medium, or high, and * 
expresses the uncertainty about whether the trust value is high, 
or low. 
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 Theorem 1: The relationship among trust values is a 

partial ordering. 
Definition 5: It is supposed that A is the set of the trust 

values, Aba ∈∀ , , a≤b or b≤a . 
Definition 6 (Structured trust model): A trust model 

represents the trustworthiness of a principal to another 
principal. Each principal associates a trust value with other 
principal. The trust value can be expressed as ),( ca TTT = . 
Where Ta is the combination trust value and Tc is the context 
trust value. 

Ta and Tc are discretely expressed as {high、medium、*、

Δ、low、@、untrust}. For example, trust value (low，medium ) 
expresses that the combination trust value is low, and the 
context trust value is medium. 

The definition of trust model has expressed the dynamic 
characteristic of the trust. For example, when a service is 
requested, the service provider evaluates the principal’s trust 
value Ta. If access control policy is satisfied, this principal is 
assigned a set of roles. The activation of roles is based on the 
context trust value Tc. In the different context environment, the 
context trust value is changeful and the active roles aren’t the 
same, so the service isn’t the same.  

The trust value usually needs to be compared in practice, 
so comparable methods of this trust value are given as follows. 

Definition 7: 
1 1 3 2 2( , ) ( , )a c a ct t t t≤  if and only if 

1 1 2 1 2 2,a a c ct t t t≤ ≤  
Theorem 2: If <Ta; ≤1> and <Tc; ≤2> are partial ordering sets, 
then <Ta×Tc; ≤3> is also a partial ordering set. 

Therefore If ),(),( 22311 caca tttt ≤ ，then the trust 
value ),( 11 ca tt is less than the trust value ),( 22 ca tt . 

Example: medium1≤Δ ， lowuntrust 2≤ ，then（Δ，
untrust）≤3（medium，low），namely , the trust value（Δ，untrust）
is less than the trust value（medium，low）。 

 
 

4. TRUST EVALUATION 
 
4.1. Experience Evaluation 
Experience usually associates with events. Experience value is 
possibly reduced or increased by an event. Positive trust events 
can increase the experience value, and negative trust events 
will reduce the experience. It is supposed that M positive trust 
events and N negative trust events are occurred in the specific 
context and the specific time, then the total number of events is 
E=M N∪ . Because the importance of events is different, each 
event is assigned a weight. The larger the weight is, the more 
important the event is. An empirical value Te can be expressed 

by using a step function, just as figure 2 shows.  
 
                 
                  
 
 
 
 
 
 
 
 
 
 
 
 

Experience evaluation strategy provides the evaluation 
method for the occurred event.  
(1) Fair strategy 

The fair strategy is calculating its experience value 
according to the number of occurred events completely. 
Because the experience value is discrete level, the weights 
may be expressed as 1/15, 1/10, 1/2, 1 and so on. For 
example, when the positive trust event weight is 1/15, it 
indicates that 15 positive trust events are needed to increases 
an experience value level. Opposite when the negative trust 
event weight is 1/15, it indicates that 15 negative trust events 
are needed to reduce an experience value level. The change of 
the total experience value is calculated from the positive or 
the negative trust event completely.   

(2) Optimistic strategy 
The optimistic strategy is selecting the positive trust event 

whose weight is the most in the occurred event to calculate the 
experience value. For example, there exist some positive trust 
events whose weights are respectively 1/15, 1/10, 1/2, 1. The 
optimistic strategy is selecting the positive trust event whose 
weight is 1 regardless of the negative trust event, so the 
experience value can increases a level. 
(3) Pessimistic strategy 

The pessimistic strategy is selecting the negative trust 
event whose weight is the most in the occurred event to 
calculate the experience value. For example, there exists some 
negative trust events whose weights are respectively 1/15, 1/10, 
1/2, 1. The pessimistic strategy is selecting the negative trust 
event whose weight is 1 regardless of the positive trust event, 
so the experience value reduces a level.  
(4) Penalty strategy 

The penalty strategy is that the weight of the negative 
trust event is more than that of the positive trust event to the 
same event. 

  
4.2 Attributes Trust Evaluation 
Automated trust negotiation can establish trust relationship 
between strangers by disclosing iteratively credentials that 
include some attributes.  

If the access policy of the resource R is that the trust value 
is more than or equal to medium, then the trust strategy whose 
trust value is medium may be expressed 
as: ),( 1 KAABP ← . Among them, ),( 1 KAAB is the 
Boolean expression of the attribute KAA ,1 . Ai is satisfied, 
if and only if the other party has exhibited Ai. If trueP ← , 
then the attribute trust value is medium. If falseP ← , 
then the attribute trust value is smaller than medium. Therefore 
the attribute trust value is the attribute function of the trusted 
principal: )(' AfTa = . A is the attributes of the trusted 
principal. 

High 
Medium 

* 
Low 

Δ 

Fig.1. The relationship among trust values 

Untrust 

@ 

Fig.2. The relationship between the experience and the event 
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4.3 Context Trust Evaluation 
Trust strategy is different in the different application context. 
For example, the trust strategy of a printer may be medium 
when the printer is free and the principal is in the office. And 
may be low when the principal is not in the office, or when the 
printer is busy. The context trust value is the function of the 
context information: )( ChT c = . C is the context 
information.  
 
4.4 Recommendation Trust Evaluation 
In order to calculate the recommendation trust combination 
value conveniently, the trust graph of the principal is used here. 
Each principal saves a trust graph of trust relationship with the 
other principals. 

Definition 8 (trust graph): The trust graph is a 
unidirectional trust relationship graph between principals: G = 
(V, E). V expresses the principal, E = V×V expresses the trust 
relationship among principals, and <v1, v2> expresses that v1 
trusts v2. 

Definition 9 (trust path): A trust path from principal Pi 
to Pj is expressed that there exists a trust principals sequence 
Pi+1,…,Pn, …, Pj-1 between Pi and Pj, where Pi trusts Pi+1, Pi+1 
trusts Pi+2,, … , and Pj-1 trusts Pj. 

It is supposed that the trust graph of the principal A have 
P1,...,Pk paths to the principal B. There are a set of 
recommenders C (Pi) = {Ri1,Ri2,...,Rin} on the ith path. 

Definition 10: The path of P1,...,Pk  are not related, if 
exist: 

, , ( ) ( ) , 1 ,i j i jP P C P C P i j k∀ ∀ ∩ ≡ Φ ≤ ≤            

Definition 11: The path of P1,...,Pk  are related, if exist: 
, , ( ) ( ) , 1 ,i j i jP P C P C P i j k∃ ∃ ∩ ≠ Φ ≤ ≤  

In the trust graph, the trust value of each trust path is  
},,,,min{ 23121 nBAr TTTTT =
 

Where TA1 expresses the trust value assigned to the first 
recommender by principal A, and T12 expresses the trust value 
assigned to the next recommender by the first recommender. 
(1) If there have k paths which are not related, the 

combination trust value can be calculated as: 
       

]1[
1

∑
=

=
k

i
rif T

k
T

 

Where [ ] expresses rounding down to the nearest integer. 
In order to calculate conveniently, the discrete trust value 
high、medium、*、Δ、low、@、untrust can be replaced 

by using number 7、6、5、4、3、2、1 respectively. So
（high + medium）/2 is replaced by（7+6）/2 =6.5 which 
is rounded down to the nearest integer as 6, namely, the 
trust value is medium. If different path has different 
recommendation effect, then the weight is defined 
as

)10( ∑ =≥
k

i
iii and ωωω ，

. The combination 

trust value can be calculated as: 

       
∑

=

×=
k

i
riif TT

1

][ ω
  

(2) When there are k paths which are related, in which m 
paths aren’t related (m < k), the combination trust value 
can be calculated as: 

      
]1[

1
∑

=

=
m

i
rif T

m
T

  
If different recommendation path has different 

recommendation effect, then the weight is defined 
as )10( ∑ =≥

k

i
iii and ωωω ，

, so the combination 

trust value can be calculated as:                                  

           ∑
=

×=
k

i
riif TT

1

][ ω  

 
 
5. TRUST MODEL APPLICATION 
In this part, we illustrate a dynamic authorization by 
combining trust model and role-based access control (RBAC) 
model. When a principal requests to obtain a service, it is 
supposed that security policy of this service is that trust value 
must be more than or be equal to Tn. Access control operations 
are as follows: 
(1) The principal's trust value Ta is calculated.  
(2) If Ta is less than trust value Tn, then turn to (3); 
(3) The service provider requests to make trust negotiation 

with the principal until the attribute trust value equal to 
the value Tn. If the negotiation fails, then the access fails; 

(4) The principal is assigned a role set. 
(5) The service provider evaluates the context trust value Tc, 

the different context trust value will activate different 
roles. Therefore the principal obtains the different 
service. 

(6) If the context trust value is less than the activation role's 
trust value, then the access fails. 

(7) So the access control model based on the trust model is 
composed of following several parts: 

 
 Users、Roles、Perms、T and Sessions respectively denote 

the set of users, roles, permissions,            
trust values and sessions. The meaning of Ta and Tc are 
the same as the introduction above. 
The relations UA, TA, PA define the associations of 
user-trust _value assignment, trust _value –role 
assignment, and permission-role assignment.  

  TUsersUA ×⊆ , a one-to-many mapping of 
user-to-trust _value assignment relation. A user is 
assigned a trust value, and a trust value may be assigned 
to many users. 

 RolesTTA a ×⊆ , a many-to-many mapping of trust 
_value-to-role assignment relation. 

 RolesPermsPA ×⊆ , a many-to-many mapping 
of permission-to-role assignment relation.  
Trust values assignment, roles assignment and 
permissions assignment are defined in the following 
functions: 

 Assigned_trustvalue (t ： T) = 
}),(|{ UAtuUsersu ∈∈ expresses trust value t to a 

group of users’ mappings. 
 Assigned_roles (u: Users, t: Ta) → 2Roles returns the role 

set of the assigned users. 
 Assigned_permissions (r: Roles, t: Tc) → 2Perms   returns 

the right set of the assigned role. 
TT, RR and PP respectively define the relationship of the 
trust inheritance, the role inheritance and the permission 
inheritance: 

 TTTT ×⊆ expresses the dual relationship between      
the trust value and the trust value. The partial ordering 
relationship between the trust value and the trust value is 
formed through inheritance relationship, which is 
expressed as ≥. 21 tt ≥ expresses that trust value t1 has 
all roles of t2. 

 RolesRolesRR ×⊆ expresses the dual 
relationship between the role and the role. The partial 
ordering relationship between the role and the role is 
formed through inheritance relationship, which is 
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expressed as ≥. 
21 rr ≥ expresses role 1r  has all 

rights of r2. 
 PermsPermsPP ×⊆ expresses the dual 

relationship between permission and permission. The 
partial ordering relationship between permission and the 
permission is formed through inheritance relationship, 
which is expressed as ≥. 21 pp ≥ expresses p1 has all 
permissions of p2, and all roles of p1 are also roles of p2. 
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ABSTRACT  
 

Self-certified digital signature is an important information 
security technology for the manufacturing grid environment. 
In this paper, a new self-certified digital signature scheme 
based on the elliptic curve discrete logarithm problem is 
proposed. It has the ability to solve the performance problems 
in the certificate authority, overcome the disadvantages of the 
known digital signature schemes. Furthermore, we also 
analyzed the new scheme’s computational complexity and 
security. The new scheme, which is an extension of elliptic 
curve cryptosystems, is beneficial for the study on the domain 
for the self-certified digital signature. It is quite suitable for 
the environment of manufacturing grid. 
 
Keywords: Manufacturing Grid, Digital Signature, 
Self-Certified Digital Signature, Elliptic Curve 
 
 
1. INTRODUCTION 
 
To face the rapid advancement of network technology and 
distributed computing, the manufacturing enterprises must 
adapt themselves to this trend by changing their manufacture 
mode. The globalization has been one of the most pervasive 
and promising business model in manufacturing process in 
order to implement the cost-effective and efficient production 
management among the manufacturing enterprises which 
geographically located anywhere in the world. However, the 
lack of effective mechanisms to support real collaborations 
such as collaborative working and manufacturing resource 
sharing among manufacturing enterprises prevents all the 
collaborators from realizing the maximum value of the fanned 
engineering and service chain[1]. Manufacturing grid faces the 
development requirements of the manufacture technology, and 
tries to applies the grid technology to the manufacturing 
industry in order to realize resource sharing and collaborative 
working among distributed manufacturing enterprises and 
different departments of one enterprise based on the Internet. 
It has been one of the most important research direction in the 
domain of manufacture scientific during the information ear 
[2]. 
 
However, like the Internet, the information security problem is 
still one of the major remaining obstacles to the wide spread 
adoption of manufacturing grid [3]. The known grid security 
infrastructure is based on the public key cryptosystem. In the 
manufacturing grid system, each user has a pair of keys, one is 
called as private key which is secret and the other one named 
as public key which is published in public. There is an 
institution called as Certificate Authority (CA) which can 
issue an identity certificate for every public key in order to 
ensure the authenticity of the published public keys with a 
user’s ID. Any user can sign a message with his owner private 
key so that any other user can verify whether this signature is 
valid or not by the public key of the subscriber which can be 
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found in a public directory and can be validated relied on CA. 
The verifying procedure is based on the following input: the 
subscriber’s public key, his ID, his certificate, the CA’s public 
key and the CA’s digital signature. 
 
Compared with other system, the manufacturing grid consists 
of a collection of heterogeneous resource across multiple 
administrative domains with the intent of providing enterprises 
to realize resource sharing and collaboration. It has many 
distinctive characteristics such as the openness, the dynamic, 
the autonomy, the isomerism, the huge numerous user 
population, the dynamic organization member and the great 
deal of resource pool, etc. So the different mechanisms and 
frequent processes are required for the authentication and 
authorization to the grid users and resources in the 
manufacture grid environment. Therefore, the CAs in the 
manufacturing grid system suffer from the performance 
problems in the authentication procedures. 
 
To solve these problems, the concept of self-certified public 
key was first introduced by Girault[4] in 1998. In the 
self-certified public key cryptosystem, the public key of each 
user is generated by the CA from his identity such as the 
complete name, an email address or an IP address, while the 
corresponding private key which is only known by the user 
can be computed from the public key. In this way, the identity 
certificates are not needed because the authenticity of public 
keys can be verified implicitly without the CA’s digital 
signature. That is say, the verification of the public keys can 
be carried out in the signature verification phase of verifying a 
message’s digital signature simultaneously. 
 
The known self-certified digital signature schemes are all 
based on the integer factor cryptosystem[5] or discrete 
logarithm cryptosystem[6]. However, these cryptosystems 
have several fatal flaws such as slower working speed, 
complex parameters, and longer key. Therefore these 
self-certified digital signature schemes are unsuitable for the 
environment of manufacturing grid. 
 
Elliptic Curve Cryptosystem was first introduced by Neal 
Koblitz[7] and Victor Miller[8] in 1986 independently, which 
is a kind of public key cryptosystem based on the elliptic 
curve discrete logarithmic problems (ECDLP). This 
cryptosystem has relatively shorter key length, lower 
bandwidth requirements for data, and faster encryption and 
decryption process when compared with other public key 
cryptosystems with the same security level[9]. So it is quite 
suitable for the self-certified digital signature schemes in the 
environment of manufacturing grid. 
 
In this paper, we proposed a new self-certified digital 
signature scheme in grid environment based on the elliptic 
curve cryptosystem. In the proposed scheme, the recipient or 
verifier can eliminate the burden of verifying the public key 
before using it with the same workload in digital signature 
generation phase. This proposed scheme has several more 
advantages such as shorter key length, lower bandwidth 
requirements for data, faster working speed, simple parameters, 
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and higher security level than the known ones. It has 
overcome the disadvantages of the known digital signature 
schemes, and is quite suitable for the environment of 
manufacturing grid. 
 
The rest of this paper is organized as follows: In section 2, a 
self-certified digital signature scheme in grid environment is 
proposed. Section 3 analyzes the proposed scheme. Finally, in 
Section 4, we draw the conclusion and propose future 
research. 

 
 

2. SELF-CERTIFIED DIGITAL SIGNATURE 
SCHEME 

 
The proposed self-certified digital signature scheme is based 
on the discrete logarithm problem over elliptic curve groups. 
For more background information on the elliptic curve 
cryptosystem, please refer to [9~10]. In this paper, the 
following parameters and arrangement about the proposed 
self-certified digital signature scheme over the elliptic curve 
domain are required:  
 
Supposes E is a security elliptic curve defined over the finite 
field Fp. The field size p is a large odd prime. Parameter n = 
#E is the order of the elliptic curve, which is equal to the 
number of points on the elliptic curve. G is a randomly 
selected element of the elliptic curve E called as the base point, 
whose order r is a large prime divisor of n. 

 
Fig.1. Workflow of self-certified digital signature scheme 

 
Fig.1 shows the workflow of the proposed self-certified digital 
signature scheme. It shows that the structure of the proposed 
self-certified digital signature scheme can be divided into 
three phases, including the self-certified public key generation 
phase, the self-certified digital signature generation phase, and 
the self-certified digital signature verification phase. The 
purpose of the self-certified public key generation phase is 
generating the public key of a user which contains the user’s 
identity information simultaneously and computing the 
corresponding private key without leaking the private key of 
the others including the certificate authority. Then at the 
self-certified digital signature generation phase, the signer can 
sign the message with his self-certified private key. The 
function of the self-certified digital signature verification 
phase is to let anyone who knows the self-certified public key 
of the subscriber can verify a self-certified digital signature 
affixed with a message is legal or not. 
 
2.1 Self-Certified Public Key Generation Phase 
Supporting the private key SKCA of the certification centre CA 
is a secret large random integer in the range [1, r - 1]. And the 

corresponding public key PKCA is a point on E where PKCA = 
SKCA × G.  
In this phase, user A will get a pair of self-certified public key 
and private key by executing the follow operations with the 
CA:  
Step 1: User A chooses a secret random integer x which is 
small than r. 
Step 2: User A computes Y = x × G, and sends Y to CA in 
a public channel. 
Step 3: CA chooses a new random integer k which is small 
than r, and computes PKA = k × Y. 
Step 4: CA computes: 

q = k -1 × (Hash(IDA) - SKCA × (PKA)x ) 
where IDA is the identity information of user A such as the 
complete user name, an email address or an IP address with 
X.509 format, and Hash() is a public collision resistant hash 
function such as SHA-1. 
Step 5: CA sends (PKA, q) to user A. 
Step 6: User A computes SKA = q × x -1, and then verifies 
it with the following equation:  

(PKA)x × PKCA + SKA × PKA = Hash(IDA) × G  (1) 
Now, user A have gotten the self-certified public key and it’s 
corresponding private key. The private key is only known by 
user A. 
 
2.2 Self-Certified Digital Signature Generation Phase 
When the user A wants to sign a message m with his for 
self-certified public key, he executes the follow signing 
operations: 
Step 1: User A chooses a random large integer k which is 
small than r, and computes R = k × PKA. 
Step 2: User A computes digital signature s with following 
signing equation: 

S = SKA × (Hash(m) + Rx) - k    (2) 
Where Hash() is another public collision resistant hash 

function. Then the self-certified digital signature is s = (R, S). 
Step 3: User A affixes the self-certified digital signature s 
to the special message m, as the entire message M = (m, s). 

 
2.3 Self-Certified Digital Signature Verification Phase 
After the recipient B receives the message M, he can verify the 
self-certified digital signature by executing the follow steps: 
Step 1: The recipient B decodes the plain message m, self- 
certified digital signature (R, S) from the received message M. 
Step 2: Recipient B computes Ha = Hash(IDA) where IDA 
is the identity information of subscriber A and Hash() is the 
same public collision resistant hash function as the one in 
section 2.1. 
Step 3: Recipient B computes Hm = Hash(m) where Hash() 
is the same public collision resistant hash function as the one 
in section 2.2. 
Step 4: B verifies the self-certified digital signature is 
legal or not with the following verification equation: 

Ha × Hm × G + Ha × Rx × G = 
R + S × PKA + (Hm + Rx) × (PKA)x × PKCA (3)  

The self-certified digital signature is legal when the equation 
(3) can be brought into existence. 

 
 

3. SCHEME ANALYSES 
 
3.1 Correct Proving 



Self-certified Digital Signature Scheme in Manufacturing Grid Environment 530 

The correct proving of the proposed self-certified digital 
signature scheme has two parts: first is the correct proving 
about equation (1), the other one is about equation (3). 
The user A uses equation (1) to verifies the self-certified 
public key and the corresponding private key. It can be proved 
as follows: 

∵ SKA = q × x -1 
= k -1 × (Hash(IDA) - SKCA × (PKA)x) × x -1 

= (k × x)-1 × (Hash(IDA) - SKCA × (PKA)x)  

∴ SKA × k × x = Hash(IDA) - SKCA × (PKA)x 

So, 
SKA × k × x + SKCA × (PKA)x = Hash(IDA) 

And,  
Hash(IDA) × G = SKA × k × x × G + SKCA × (PKA)x × G 

= SKA × k × Y + SKCA × (PKA)x × G 
= SKA × k × Y + (PKA)x × SKCA × G 
= SKA × PKA + (PKA)x × PKCA 

Therefore,  
(PKA)x × PKCA + SKA × PKA = Hash(IDA) × G 

From here we see that the equation (1) is correct and can 
verifies self-certified public key pair is right or not.  

 
Recipient B uses equation (3) to verifies the self-certified 
digital signature. It also can be proved as follows: 

From equation(2), we knows:  
∵   S = SKA × (Hm + Rx) - k 

S × G = (SKA × (Hm + Rx) – k) × G 

= (Hm + Rx) × PKA - k × G 
∴  (Hm + Rx) × PKA = (S + k) × G 

 
From equation(1), we knows:  
∵   Ha × G = (PKA)x × PKCA + SKA × PKA  

SKA × PKA = Ha × G - (PKA)x × PKCA 

So, 
(Hm + Rx) × ( Ha × G - (PKA)x × PKCA)  

= (Hm + Rx) × SKA × PKA 

= SKA × ((Hm + Rx) × PKA) 
= SKA × (S + k) × G 
= (S + k) × PKA 
= S × PKA + k × PKA 
= S × PKA + R 

Therefore,  

Ha × Hm × G + Ha × Rx × G = 
R + S × PKA + (Hm + Rx) × (PKA)x × PKCA  

From here we see that the equation (3) is correct and can 
verifies self-certified digital signature is legal or not. 

 
3.2 Performance Analyses 
Because the self-certified public key generation phase occurs 
rarely, so the time spent in the self-certified public key 
generation phase has small effect to the use of the new scheme 
that it can be ignored. 
 
In the self-certified digital signature generation phase, the 
main operation is computing the self-certified digital signature 
s by equation (2). So it is clear that the new scheme needs no 
more extra operations when compared with the ordinary 
elliptic curve signature schemes[11~12]. Then the workload is 

equal to the workload of the ordinary elliptic curve digital 
signature schemes and much less than the known self-certified 
digital signature schemes based on the integer factor or 
discrete logarithm cryptosystem. 
 
At the self-certified digital signature verification phase, the 
main operation is check the self-certified digital signature s by 
equation (3). When compared with the verification equation in 
the ordinary elliptic curve digital signature schemes, the 
equation (3) needs one extra scalar multiplication of elliptic 
curve point by integers and two extra addition of elliptic curve 
points because there is a public key verification progress 
simultaneously. But when compared with the ordinary elliptic 
curve digital signature schemes, the new proposed scheme 
needn’t the progress to verify the public key of the subscriber 
is legal or not. So the workload is much less than the ordinary 
elliptic curve digital signature schemes and the known 
self-certified digital signature schemes based on the integer 
factor or discrete logarithm cryptosystem. 
 
In a word, the new proposed self-certified digital signature 
scheme is faster than the known ordinary elliptic curve digital 
signature schemes, and have relatively shorter key length, 
lower bandwidth requirements, and faster signature generation 
and verification process when compared with other known 
self-certified digital signature schemes with the same security 
level. So it is quite suitable for the environment of 
manufacturing grid. 

 
3.3 Security Considerations 
Basically, the security of the proposed self-certified digital 
signature scheme is based on the difficulty of breaking the 
one-way hash function and the elliptic curve discrete 
logarithm problem (ECDLP). That is say, the difficulty for any 
attackers to forge another self-certified digital signature from 
the equations (1) to (3) are equivalent to the solution 
complicated by an one-way hash function and the ECDLP 
problem at the same time. Its difficulty is even than the 
ECDLP itself. 
 
There are several security properties such as unforgeability, 
verifiability, undeniability, identifiabitity, etc. In this section, 
we shall consider some possible attacks against the proposed 
scheme. We shall prove that the proposed scheme can 
withstand these possible attacks. 
 
Attack 1: Someone tries to derive the private key of user A 
from the available public information about the user A. 
 
Analysis of Attack 1: The public information about the user 
A includes the public key PKA and identity information of user 
A. Assume the adversary wants to derive the private key of 
user A from the public key PKA and identity information IDA. 
He must solve the SKA from the equation (1). That is say, he 
must solve the following equation: 

SKA × PKA = Hash(IDA) × G - (PKA)x × PKCA   (4) 
It’s clear that the equation (4) is as difficult as breaking the 
elliptic curve discrete logarithmic problem. Therefore, it’s 
impossible to obtain the private key of user A from the public 
information. 
 
Attack 2: Someone tries to derive the private key of user A 
from a message and its corresponding digital signature. 
Analysis of Attack 2: Assume the adversary wants to derive 
the private key of user A from the message m, its 
corresponding digital signature s, the public key PKA and the 
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identity information IDA. He must solve the SKA from the 
equation (2) and the equation R = k × PKA at the same time. 
Apparently, it is as difficult as breaking the elliptic curve 
discrete logarithmic problem. The adversary cannot derive the 
private key of user A from a message and its corresponding 
digital signature. Therefore, there are none aggressors can 
forge a valid self-certified digital signature too. 

 
Attack 3: Someone tries to forge a valid self-certified digital 
signature by deceiving the recipient B. 
Analysis of Attack 3: Anyone who wants to forge a valid 
self-certified digital signature must knows the private key of 
user A or breaks the public collision resistant hash function. 
With the security analyses above, it is impossible to obtain the 
private key of user A. On the other hand, breaking the public 
collision resistant hash function such as SHA-1 is very 
difficulty. So there are nobody can forge a valid self-certified 
digital signature. 

 
Attack 4: User A tries to deny a valid self-certified digital 
signature after he signed a message. 
Analysis of Attack 4: Assume user A wants to deny a valid 
self-certified digital signature after he signed the 
corresponding message, he must break the public collision 
resistant hash function. With the security analyses above, 
breaking the secure public collision resistant hash function is 
impossible. Therefore, user A cannot deny a valid 
self-certified digital signature after he has signed the 
corresponding message. 

 
Based on the security consideration above, we can get a 
conclusion that the proposed self-certified digital signature 
scheme is security. 

 
 

4. CONCLUSIONS 
 
In this paper, we have proposed a new self-certified digital 
signature scheme based on the elliptic curve discrete logarithm 
problem. This scheme is securer and faster than the known 
ones. In the proposed scheme, the recipient or verifier can 
eliminate the burden of verifying the public key before using it 
with the same workload in digital signature generation phase. 
It has overcome the disadvantages of the known digital 
signature schemes. Some possible attacks have been 
considered. None of them can successfully break this proposed 
scheme. Therefore, the proposed scheme is quite suitable for 
the environment of manufacturing grid. 
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ABSTRACT  
 

An information security assessment model based on the 
systems security engineering capability maturity model 
(SSE-CMM) is proposed according to characteristics and 
security requirements of e-government systems. Fuzzy 
comprehensive judgment is also applied to mitigate the 
uncertainty of threats and weaknesses in e-government 
systems. To overcome the subjectivity in fuzzy judgment, 
assessment factors are calculated objectively by the method of 
entropy weight coefficient. Finally, the study of a case shows 
the security degree of an e-government network system can be 
conveniently found out with this method, while efficiently 
decreasing the computing complexity and influence form 
human factors.  
 
Keywords: E-government system, Security assessment 
SSE-CMM, Fuzzy comprehensive judgment, Entropy-weight 
 
 
1. INTRODUCTION 
 
Electronic government (e-Government) encompasses a wide 
range of services and is related to a lot of different fields in the 
whole society. The security risks existing in an e-Government 
system may not only influence the secure running of the 
system but also endanger the government and the public 
society, even the safety of the country. Therefore the security 
assessment process has become a major force, driving: 
creation of information security strategies, build of road maps, 
prioritization of activities, and selection of safeguards [1-3]. 
The analytical method based on SSE-CMM model and 
combines the fuzzy comprehensive judgment is practical and 
applicable for security assessment in network systems [4-6]. 
However, the weight vectors of assessment factors in the 
method above are usually to a large extent dependent on 
personal judgment, knowledge, and gut feeling of the 
individual specialist. This paper applies the method of 
entropy-weight coefficient to overcome subjectivity. 
 
 
2. ASSESSMENT MODEL OF INFORMATION 

SECURITY IN E-GOVERNMENT 
 
2.1 Content of Assessment Based on SSE-CMM 
Reference [6] combines the model of SSE-CMM into 
information security assessment of e-Government systems and 
divides the 22 process areas into 3 basic kinds. In this way the 
hierarchy structure of assessment model is constructed (Fig.1). 
This paper makes change to the definition of every process 
area in reference [6]. Table.1 gives the improved assessment 
items of process areas. 
 
2.2 Fuzzy Comprehensive Judgment Applied in 

E-government systems 
 
 
 

Table 1. Improved assessment items of process areas. 
Process 
Area 

Assessment Items 

PA02 Assess the influence of the system 
PA03 Assess the risk existing 
PA04 Assess the threat existing 
PA05 Assess the weakness existing 
PA01 Manage the secure running of system 
PA07 Harmonize the secure surveillance policies 
PA08 Surveil the security state of system 
PA09 Supply the secure input of system 
PA10 Clear and in detail describe security requirement 

of system 
PA06 Construct security ensurence for the system 
PA11 Validate the security ensurence for the system 
PA12 Ensure the quality of the system 
PA13 Manage security configuration 
PA14 Manage item risk 
PA15 Surveil the technology of the system 
PA16 Soundly plan the technology 
PA17 Define system engineering processes 
PA18 Improve system engineering processes 
PA19 Manage the improvement process of system 

products 
PA20 Manage the supporting environment of the system
PA21 Supply the technology and knowledge for 

continual improvement 
PA22 Harmonize with the provider related to systems 
 
2.2.1 Construct Fuzzy Set: Based on the hierarchy structure 
in Fig.1 the second level assessment factor set is constructed 
by (1) and (2).  
 { }1 2 nU = U ,U , ,U  (1) 

 ≤ ≤j j1 j2 jmU ={U ,U ,...U }, 1 j n  (2) 
Each element in U  is assessment factors set on the third level. 
Experts will give remarks of the satisfied degree to each 
assessment factor according to different judge rules. The 
remarks are divided into several levels to measure the 
behavior on the rule and the value of the assessment factors. 
Different judge set can be set up according to different 
requirements and rules.  

Suppose the judge set here is 0 1 lV ={V ,V ,...,V}. And 

j j1 j2 jnA =(a ,a ,...,a )  is the weight coefficient set of 
different assessment factors in jU . 
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Fig.1. Structure model of information security assessment on 

E-government systems. 
 
2.2.2 Construct Subjection Degree Matrix R: Experts give 
remarks to each factor according to different rules; we can 
construct the fuzzy map f. f:U→F(V) , 

ji ji i1 i2, ilU →f(U )=(r ,r ,...,r ) . It shows the support degree 
from assessment factor jiU  to each remark in judge set. The 
subjection vector of jiU   to the judge set V  is denoted 

by ji i1 i2 il R ={r ,r ,...,r }, i= 1,2,3, ,m . The subjection degree 
matrix R is as follows: 

 

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

11 12 1l

21 22 2l

j

m1 m2 ml

r r ... r

r r ... r
R =

... ... ... ...

r r ... r

 (3) 

 
2.2.3 Construct the Second Level Comprehensive 
Judgment Model: In order to calculate the security 
engineering ability of the system, judge matrix on the first 
level can be set up as follow. 
 ⋅j j j j1 j2 jlH = A R =(h ,h , ,h )  

 ≤ ≤∑
m

js jk ks
k=1

h = a r ,1 s n  (4) 

And the judge matrix on the second level is set up as: 

 

⋅⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥⋅⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥

⋅⎣ ⎦ ⎣ ⎦

1 1 1

2 2 2

n n n l×n

H A R

H A R
R = =

H A R

 (5) 

 
 
3. CONFIRM ENTROPY WEIGHT 

COEFFICIENT OF EACH RISK FACTOR 
 
Traditional methods of calculating weight vectors such as 
AHP relay heavily on people‘s subjective judgment. This 
paper applies entropy-weight coefficient method to overcome 
the subjectivity in calculating weight vectors on the first and 
the second level.  
 
3.1 Definition of Entropy 
The entropy denotes the uncertain degree of the system. 

Suppose there are n kinds of states of the system: 1, 2, , nS S S , 
iP  is the probability of being at state iS . If anyone in 
iP ,i= 1,2, ,n  is known, the entropy can be calculated 

by ∑
n

i n i
i=1

H = - PL P , ≤ ≤i0 P 1 , where ∑
n

i
i=1

P = 1 . 

 
3.2 Extreme of Entropy 
According to the extreme of entropy, we know that the nearer 
iP  reaches, the larger the entropy’s value is. If 

i

1
P = ,(i= 1,2, ,n)

n
, the entropy reaches its 

maximum Hmax : ⎛ ⎞
⎜ ⎟

⎠⎝
n

1 1 1
H , ,… = L n

n n n
 

 
3.3 Confirm Entropy-weight Coefficient 
For the subjection degree matrix above, the larger the 
difference of some factor’s sustain degree to the index in 
assessment set, the larger the factor’s function in the whole 
assessment; and if the sustain degrees of some factors are all 
equal, the results of the experts’ assessment would be 
dispersive, and the assessment are hardly work to the final 
result.  

Based on the extreme of the entropy, we can use entropy 
to calculate the weight of each factor on the base of the sustain 
degree ijr  of each risk factor to the index in the assessment 
set.  

The method is as follow. The relative importance of the 
assessment factor can be measured by the following entropy 
value. 
 ∑i ij n ijH = - r L r  (6) 

The nearer ijr  reaches, the larger the entropy’s value and the 
larger the uncertainty of the assessment factor to the system’s 
security assessment would be. When the values of ijr  are 
equal, the entropy reaches its maximum which can be used to 
uniform the equation (6), 

 ∑
m

i ij n ij
j=1n

1
e = - r L r

L m
 (7) 

When each value of  ijr  is equal, entropy ie  reaches 
maximum and equals 1. Therefore the value of ie  
satisfies ≤ ≤i0 e 1 . If the value of the entropy reaches 
maximum, the assessment factor contributes least to the 
system risk assessment. The weight of the risk factor can be 
determined by i1- e . 
So we get the weight value iφ  

 i i

1
φ = (1- e )

n - E
 (8) 

where 

∑
n

i
i=1

E = e , and iφ  satisfies: ≤ ≤i0 φ 1, ∑
n

i
i=1

φ = 1 . 

 
4. THE CASE 
 
According to the assessment model and items defined in Fig.1, 
assessment of security engineering ability of the whole system 
is divided into 3 levels. 
 
Based on the items in different process areas of SSE-CMM we 
assessed an information system in e-Government system. 
From the analysis and calculation of information from the 
assessment, a corresponding subjection degree matrix is 
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obtained (Table.2).  
At first the entropy coefficient of each assessment factors on 
the third level is calculated by equation (7): M =（0.526, 0.714, 
0.714, 0.714）. 
 
Table 2. Assessment matrix of single factors. 

Assessment factors CL0 CL1 CL2 CL3 CL4 CL5
PA02 0 0.1 0.4 0.5 0 0 
PA03 0 0 0.2 0.4 0.3 0.1
PA04 0.2 0.3 0.4 0.1 0 0 
PA05 0 0.2 0.4 0.3 0.1 0 
PA01 0 0.3 0.4 0.3 0 0 
PA07 0 0.2 0.2 0.3 0.2 0.1
PA08 0 0 0.2 0.2 0.4 0.2
PA09 0.3 0.4 0.3 0 0 0 
PA10 0 0.1 0.3 0.3 0.2 0.1
PA06 0 0 0.2 0.3 0.3 0.2
PA11 0 0.1 0.3 0.3 0.2 0.1
PA12 0 0.4 0.6 0 0 0 
PA13 0.3 0.5 0.2 0 0 0 
PA14 0.1 0.3 0.5 0.1 0 0 
PA15 0 0 0.1 0.2 0.5 0.2
PA16 0 0.1 0.4 0.5 0 0 
PA17 0 0.3 0.4 0.3 0 0 
PA18 0.1 0.5 0.4 0 0 0 
PA19 0.6 0.3 0.1 0 0 0 
PA20 0 0 0.5 0.4 0.1 0 
PA21 0.3 0.5 0.2 0 0 0 
PA22 0 0 0.4 0.6 0 0 

 
Then the weight vector can be gotten by (8) 
as (0.355,0.215,0.215)=11A . 
 
The assessment factors set can be calculated by 11A  and the 
subjective degree matrix in table.1. 
The judge matrix of U11= {PA02, PA03, PA04, PA05}: 
 ⋅11 11 11B = A R = (0.355, 0.215, 0.215, 0.215) · 

0 0 1 0 4 0 5 0 0
0 0 0 2 0 4 0 3 0 1

0.2 0 3 0 4 0 1 0 0
0 0 2 0 4 0 3 0 1 0

. . .
. . . .

. . .

. . . .

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

 

In the same way we can get the synthetical judge matrix, 
( )11 12 13B ,B ,B . 
 
After the uniform of ( )11 12 13B ,B ,B , the judge matrix on the 
second level can be obtained, and in the same way we process 
above, the entropy coefficient method can be used to confirm 
the weight vector of  U1={U11,U12,U13} and the judge 
matrix : 1B = (0.0336，0.1182, 0.3016, 0.3039, 0.1604, 0.0825) 

After uniformed it would be '
1B = (0.034， 0.118， 0.302， 

0.304, 0.160, 0.082). We deal with U2, U3 in the same way. 
Finally the final synthetical judge matrix we got B = (0.092, 
0.213, 0.339, 0.227, 0.089, 0.040). 
 
 
5. RESULT ANALYSES 
 
The final result is (0.092, 0.213, 0.339, 0.227, 0.089, 
0.040) which means the percentage of CL0, CL1, CL2, CL3, 
CL4, CL5. The project maturity of this system can be 
described as follow: CL0-CL5 each has proportioned 9.2%, 
21.3%, 33.9%, 22.7%, and 8.9%; the maturity of the system 
can be seen in Fig.2.  

CL0  CL1 CL2 CL3 CL4 CL5
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

 
Fig.2. Assessment result of system project maturity of the 

case. 
 
Based on the max subjective degree principle, the engineering 
ability of this system can be defined as CL2, planed and 
tracked, which means “understand what’s happening on the 
project before defining organization-wide processes” [8]. 
 
 
6. CONCLUSIONS 
 
This paper proposes a security assessing method for 
e-Government system based on SSE-CMM and fuzzy 
comprehensive judgment.  For calculating the weight of 
assessment factors, entropy-weight coefficient method is 
introduced.  While applying this method into the assessment 
of the security ability of an e-Government system, the results 
tally with the actual situation. 
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ABSTRACT 
 

This paper mainly introduces advantages and disadvantages of 
wireless and wire network from theory and practice. Besides, 
given us much advice about networks’ security, we can take 
use of new technology of encryption isolation and firewall to 
make our networks running with high performance. Making 
sure our data avoid breaking and changing deliberately by 
hacker who invested by means of investing. 
 
Keywords: Wireless Network, Wire Network, MAC, Rogue 
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1. HAVE WIRELESS NETWORKS SURPASSED 

THE SECURITY OF WIRED NETWORKS 
Wireless networks have long been known for being insecure. 
However, there has been so much emphasis on wireless 
network security, that in some ways, wireless network security 
is now better than the security used for wired networks. In this 
article, I will explain why this is the case and how to apply 
some of the wireless security techniques to your wired network.  
 
It often seems to me that the term wireless network has become 
almost synonymous with the term insecure. Ever since wireless 
networks first started becoming popular, the Internet has been 
flooded with stories of wireless security nightmares. Rogue 
access points, parking lot spies, and Pringles can antennas have 
all been headaches that administrators of wireless networks 
have had to deal with. To make a statement that wireless 
networks are more secure than wired networks seems 
absolutely ludicrous, but is it true? 
 
Let me start off by saying that I don’t believe that wireless 
networks are more secure than wired networks as a whole. 
However, there are certain aspects of wireless network security 
that are superior to what’s traditionally used on wired networks. 
There are two main reasons for this. 
 
The first reason why some wireless security mechanisms are 
better than those used on wired networks has to do with the 
image problem that has plagued*wireless networks since the 
beginning. Wireless networks have always had a reputation for 
being insecure. Even so, there has been an unprecedented 
demand for wireless hardware. Being that wireless networks 
have become so popular, dozens of companies have invested 
big bucks into developing products and architectures designed 
to make wireless networks secure. Of course there are plenty of 
security products for wired networks as well, but the security 
solutions for wireless networks seem to me a little more unique 
and imaginative. 
The other reason why wireless networks tend to be more secure 
than wired networks in some regards is because of the overall 
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philosophy behind the network. For example, imagine that you 
created a small network with a Windows 2003 Server and five 
workstations running Windows XP. The machines are all brand 
new and no one has touched any of the hardware except for you. 
You have installed all of the operating systems, applications, 
and security patches. The PCs have never been exposed to end 
users or to the Internet. The question that I am asking you is do 
you trust the workstations on your network? Of course you do. 
 
Now, let’s turn the situation around a little bit. Let’s assume 
that everything is the same as before, but the server and the PCs 
are all a part of a wireless network rather than being wired to a 
switch. Assuming that your wireless access point is running an 
out of the box configuration, do you trust the PCs on your 
network? Hopefully, you said no because with a generic 
wireless network configuration, you have no way of 
guaranteeing that the PCs connecting to your wireless network 
are really your PCs. Sure, your PCs are connected to the 
wireless network, but your neighbors can also connect to your 
network as well. 
 
The point that I am trying to make is that the overall 
philosophy behind wired networks vs. wireless networks is 
trust. On a wired network, the hardware is under the direct 
control of the network administrator, and therefore, the overall 
attitude toward the workstations tends to be one of trust. On a 
wireless network, it is a well known fact that someone could sit 
in the parking lot with a laptop and access your wireless 
network. Therefore, the general attitude toward wireless 
workstations tends to be one of extreme distrust. 
 
This difference in attitude often causes the same administrators 
who go to extreme lengths at securing a wireless network, to 
almost neglect wired network security. Let me ask you another 
question though. Are there any unused network jacks or unused 
switch ports in your office? If someone was able to sneak into 
the office and plug a laptop into one of these unused jacks, 
would you still have the same level of trust in the hardware on 
your wired network? A wireless local area network (WLAN) is 
the linking of two or more computers with Network Interface 
Cards (NIC) through a technology based on radio waves. All 
devices that can connect to a wireless network are known as 
stations. Stations can be access points (AP), or clients. Access 
points are base stations for the wireless network. They receive 
and transmit information for the clients to communicate with. 
The set of all stations that communicate with each other is 
referred to as the Basic Service Set (BSS). Every BSS has an 
Identification known as a BSSID, also known as the MAC 
address, which is a unique identifier that is associated with.  
every NIC. For any client to join a WLAN, it should know the 
SSID of the WLAN, therefore, the access points typically 
broadcast their SSID to let the clients know that an AP is in 
range. Data streams, known as packets, are sent between the 
Access Point, and it's clients. You need no physical access to 
the network or its wires to pick up these packets, just the right 
tools. It is with the transmission of these packets that pose the 
largest security threat to any wireless network. One of the most 
basic features included in most wireless access points is a list of 
workstations that are allowed to access the wireless network. 
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This feature allows you to enter the MAC address of each 
wireless NIC that your company owns. However, sometimes 
this feature may be used by hacker who constantly spied user’s 
information, especially NIC’s MAC address. Once hacker gains 
this important information, He will take use of user’s identity to 
do anything he wants including snooping and violating 
important information. The Figure 1 is the hacker rogues access 
point process by using user’s private information. By the way, 
if someone attempts to connect to your network, the access 
point checks to see if the NIC’s MAC address is allowed. If not, 
then the connection is denied. 
 
This technology isn’t absolutely perfect though. There are still 
a couple of ways that a hacker could breach the wireless 
network. For example, some NICs allow you to set the MAC 
address to an address of your choice. A hacker could spy on the 
network, get the address of a valid NIC and then assign that 

 
Fig.1. Hacker rogue access points process 

 
address to their own NIC. It is also possible that a hacker could 
steal one of your NICs and use it to gain access to the network 
 
At the same time though, you have to remember that a media 
access control filter is not your only line of defense. It is an 
excellent starting point though. The problem is that most wired 
networks do not have such a feature in place. Administrators 
assume that every PC on the wired network has a right to be 
there, so there’s no reason to implement a media access control 
filter.OK, I’ll admit that the chances of someone just walking 
in off the street and plugging a laptop into an empty network 
jack are pretty slim. Think about this though. Rogue access 
points have been a huge problem for corporations. There have 
been countless situations in which a company doesn’t want a 
wireless network, but an employee does, so they set up their 
own access point. There have also been cases in which an 
employee is mad because they weren’t granted access to the 
wireless access point, so they set up their own. 
 
An employee doesn’t need a spare network jack to set up a 
rogue access point. Access points usually have a mini-hub built 
in. A user could just unplug their PC and plug the access point 
into the network jack that the PC had been using. They can then 
plug their PC into the access point. So what does this have to 
do with media access controls? Most wireless access points 
have a MAC address of their own. Therefore, if your wired 
network had a MAC address filter in place, then the rogue 
access point would never be able to gain access to the rest of 
the network. 
 
 
2. ENCRYPTION 
 
Would you communicate across a wireless network without 
using encryption? Of course not, but many of the wired 
networks allow the majority of communications to go 
unencrypted. Wired networks are just as prone to 
eavesdropping as wireless networks are. The only difference is 

that wireless networks can be snooped on by outsiders, and 
snooping on a wired network requires a physical connection. 
Even so, I have seen plenty of instances in which an employee 
uses a protocol analyzer to spy on co-workers. So, we should 
make use of encryption algorithm to encrypt message. Only in 
this way, the possibility of message which is snooped is very 
small. About encryption algorithms are too many, such as DES, 
RC4, MD5, RSA. The figure.2 introduces date encryption 
process.  
 
Microsoft began offering IPSec encryption with Windows 2000, 
and continues to offer it in Windows Server 2003 and in 
Windows XP. IPSec is that one kind opens the standard frame, 
can swear to communicate by letter by the fact that the IP 
network realizes the safe private interests secret. IPSec VPN 
uses the service that the IPSec inner defines, to ensure that 
Internet waits for common the privacy protection having caught 
with a net data communication, completeness and attestation. 
IPSec owns pragmatic application. They place IPSec at pure 
version 802.11 wireless rate of floabove, to protect WLAN. 
When deploying IPSec in WLAN environment, IPSec places at 
the each platform PC linking with wireless network, the 
consumer needs the wired net to build IPSec passage then , 
arrives at rate of flow to be transmitted. The filter is used to 
prevent wireless rate of flow from getting to the destination 
outside the VPN gateway and the DHCP/DNS server. IPSec is 
used to realize IP rate of flow privacy protection, attestation 
and to guard against the rebroadcast function. Keep secret 
nature comes true by the encryption, encrypt the variation (be 
called three DES (3 DES) ) using the data encryption standard 
(DES) , is to use three secrets key to carry out the triple 
encryption on the data. Although IPSec is used to realize the 
data privacy protection mainly, standard expansion also can be 
used for consumer attestation and be authorized, and as IPSec 
process part, however, many companies choose to only encrypt 
traffic flowing between servers. Although there are certainly 
exceptions, the bulk of the traffic flowing between servers and 
workstations is typically not encrypted. Concerning 
wireless networks’ encryption of message, there are many  

 
Fig.2. Date Encryption Model 

 
different encryption technology which contain WEP (Wireless 
Equivalent Privacy),802.1X protocol, VPN(Virtual Privacy 
Network),SSID,AP. Today most of enterprises use WEP to 
encrypt message which transmits on internet, WEP is very 
popular in our modern society. Let’s understand the WEP 
encryption process simply, WEP was designed to protect a 
wireless network from eavesdropping, but it soon became 
apparent that due to myriad flaws, WEP's privacy was not at all 
equivalent to that of a wired network. Therefore, it wasn't long 
before a new technology called WPA — Wi-Fi Protected 
Access — debuted to address many of WEP's shortcomings. 
WPA has been a mainstream technology for years now, but 
WEP remains a standard feature on virtually every wireless 
router on store shelves today. Although it's mainly there for 
backward compatibility with the oldest hardware, if reports and 



Wireless Networks VS Wired Networks in Security 538 

studies are accurate, a significant percentage of WLAN 
operating today are still using outdated and insecure WEP for 
their encryption. From the Fig 3. We can know WEP frame 
encryption process. 

 
Fig.3. WEP frame encryption process 

 
Every encrypted packet contains a 24 or 48 bit IV, depending 
on the type of encryption used. Since the pre-shared key is 
static and could be easily obtained, the purpose of the IV is to 
encrypt each packet with a different keys, the problem with this 
method is that the Initialization Vectors are not always the 
same. In theory, if every IV was different, it would be nearly 
impossible to obtain the network key; this is not the case. WEP 
comes with a 24 bit IV; therefore, giving the encryption 16 
million unique values that can be used. This may sound like a 
large number, but when it comes to busy network traffic, it's 
not. Every IV is not different; and this is where the issues arise. 
Network hackers know that all the keys used to encrypt packets 
are related by a known IV; therefore, the only change in the key 
is 24 bits. Since the IV is randomly chosen, there is a 50% 
probability that the same IV will repeat after just 5,000 packets; 
this is known as a collision. WEP - Wired Equivalent Privacy - 
comes in 3 different key lengths: 64, 128, and 256 bits, known 
as WEP 64, WEP 128, and WEP 256 respectively.  WEP 
provides a casual level of security but is more compatible with 
older devices; therefore, it is still used quite extensively. Each 
WEP key contains a 24 bit Initialization Vector (IV), and a 
user-defined or automatically generated key; for instance, WEP 
128 is a combination of the 24 bit IV and a user entered 26 
digit hex key. WPA – WiFi Protected Access - comes in WPA, 
and was created to resolve several issues found in WEP. Both 
provide you with good security; however, they are not 
compatible with older devices and therefore not used as widely. 
WPA was designed to distribute different keys to each client; 
however, it is still widely used in a pre-shared key mode, in 
which every client has the same pass phrase. To fully utilize 
WPA, a user would need an 802.1x authentication server, 
which small businesses and typical home users simply cannot 
afford. WPA utilizes a 48 bit Initialization Vector (IV), twice 
the size of WEP, which combined with other WEP fixes, 
allows substantially greater security over WEP. 
 
A couple of years ago, conventional wisdom stated that most 
workstation traffic should not be encrypted because of the 
burden that encryption places on the network. The encryption 
and decryption process consumes processing power, and 
encrypted packets typically consume more network bandwidth. 
But today human’s attitudes changed. 
 
Although these may have been valid arguments at one time, I 
believe that the time has come to encrypt all network traffic. 
Network cards exist that can handle the encryption and 
decryption process without having to burden the processor. 
Likewise, gigabit network cards have become cheap enough 
that the extra bandwidth required by encrypted packets should 
no longer be a huge issue. 

 

3. ISOLATION 
 
One of the other ways that wireless network security has 
surpassed wired security is in the way that it is isolated. In 
many companies, anything coming in through a wireless access 
point is automatically assumed to be non trustworthy, until the 
sender can prove otherwise. Because the air waves are assumed 
to be an insecure medium, wireless traffic is handled in a 
different way than wired traffic. Companies will typically 
establish a VPN for wireless users. 
 
The idea is that when a user attaches to a wireless network, 
they are completely isolated from the rest of the network until 
they have been authenticated. Often, the authentication 
mechanism isn’t even allowed direct access to a domain 
controller. Instead, a RADIUS server is typically used to 
authenticate wireless users. Once authentication has been 
established, then the user communicates with the network 
through a secure tunnel.  
 
What is interesting about this is that the VPN like connection 
uses its own encryption. The VPN is considered as the most 
security among all the wireless networks transmittal. The 
figure.4.describes the IP-VPN’s application about wireless 
networks’ message transmittal in modern society. We start to 
encrypt the message, then, message authentication and IP 
encapsulation used IP-VPN equipments, the last the message 
disposed right now transmits in special tunnel instead of public 
IP network. The special tunnel is secure, virtual and exclusive. 
So the message transmits in that is absolutely safe. It is very 
difficult to snooped by hacker. The remainder is as the same. 
Message’s security will cost some time and money. the 
wireless signal is already encrypted by using WPA or 
something similar. This means that legitimate wireless traffic is 
double encrypted, using two completely different encryption 
protocols. 

 
Fig.4. VPN model 

 
In my opinion, isolating segments of a wired network and 
requiring RADIUS authentication is probably overkill in most 
cases. It is a good example though of a way in which wireless 
security mechanisms are more stringent than those used on 
wired networks. 

 
 

4. FIREWAll 
 
In the wireless networks, the firewall built into your router 
prevents hackers on the Internet from getting access to your PC. 
But it does nothing to stop people in range of your Wi-Fi signal 
from getting onto your network--and with the latest 
high-performance equipment, your Wi-Fi signal could reach 
clear down the block. Without encryption and other protective 
measures, anyone can use readily available tools to see all your 
Wi-Fi traffic. Disregarding being to own wireless network 
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LAN enterprise , still not owning, the city is threatened by the 
safety that Wi-Fi brings about, but at present the firewall and 
VPN fail-safe system have no way to protect them. Besides 
LAN places your wireless in the enterprise fire prevention wall 
go neither. Installation and cost are easily cheap.  Wi-Fi 
cut-over may lead into and deploy by yourself employee, Be to 
there be no evil intention's generally, these switch in point that 
the visit not authorizing is called burning, becoming a hacker 
intrudes into your network entrance , uses your important assets  
such as your business , customer , product and the secret 
information serving suffer attack easily. Other threatens point 
of attack, accepts including refusing to serve AP that (DoS) 
attack and your self mistake deploy may become extra YI. he 
firewall protecting tradition by the fact that your fire prevention 
wall an VPN accomplish a network monitors wired rate of flow 
only , does not have the observation force to wireless rate of 
flow. Leave entrance to hacker in the network that all safety 
intervenes in without authoritative switch in by outflanking to 
you. Even if your business is not wireless LAN, your upper 
wireless laptop customer holds the network linking adjoining 
also possibly, Self and the network is opened to the outside 
world giving malicious attack person. Enterprise level SG 
Enterprise is entire wireless of one kind invade check and 
protect a scheme, include a server and wireless sensory 
equipment, what be come into being wireless being able to be 
no discontinuous monitoring the wireless channel , using 
personal influence with Wi-Fi preventing possessions from not 
having authorized invades. SG Enterprise SG Enterprise is that 
a enterprise level wireless covers the fire prevention wall as 
with a net resolving a scheme , comes to resolve these 
problems by providing entire Wi-Fi fire prevention wall , 
provides the enterprise channel protecting, and attaching 
importance to in you with identical all-round of wired fire 
prevention wall. 
 
 
5. CONCLUSIONS 
 
Although I don’t believe that wireless networks are more 
secure than wired networks as a general rule, there’s little 
question that a greater emphasis is placed on wireless security 
than on wired security. If you are really concerned about the 
security of your wired network, then it may be worth taking a 
look at the security mechanisms used on your wireless network 
and seeing if any of those techniques can be adapted to your 
wired network. I am sure that with the science and technology’s 
development our human deal with these problems about 
wireless and wire networks in security well.  
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ABSTRACT  
 

Image encryption becomes more and more important with the 
development of the network technology and the multimedia 
technology. A novel and secure image encryption method 
based on Chaos map and DWT is described at length in the 
paper. Firstly, we introduce two coupling chaotic maps to 
scramble an original image, and receive the scrambled image. 
Secondly, we transform the scrambled image by DWT. At the 
same time, we introduce a chaotic map again, and then we 
encrypt the wavelet coefficients of the scrambled image in 
DWT domain. In the whole process we use three chaotic maps, 
five keys and encrypt the image twice. Finally, we do many 
experiments and the experimental results prove our method to 
be secure. 
 
Keywords: Image Scrambling, Image Encryption, Chaotic 
Map, Secret Key, DWT 
 
 
1. INTRODUCTION 
 
With the development of the network technology and the 
multimedia technology, the process of image transmission 
becomes more and more simple. On the one hand people can 
transmit and receive the images easily; on the other hand 
infringers also get images easily. So the issue of image 
information security becomes more and more urgent, 
important and necessary. 
 
Recently, the researchers pay much attention to chaos 
encryption system. Because the chaotic system is sensitive to 
the initial value and control parameter, and the chaotic 
sequences have many fine characteristics such as random-like, 
noise-like, broad spread spectrum, and be reproduced easily, it 
is used to the image information encryption frequently. The 
image chaotic encryption method is becoming a novel kind of 
encryption method, also a hot spot of research. 
 
Up to now, people proposed many image encryption methods, 
which can be divided into two categories: one is the spatial 
domain method and another is the frequency domain method. 
The advantages of the spatial domain method are that it is 
handled easily and couldn’t bring extra image distortion etc, 
but its disadvantages are that its computation is complicated 
and its encryption effect is not fine. For example, Jui-Cheng 
Yen and Jiun-In Guo proposed some schemes such as 
BRIE[1]、CKBA[2], HCIE[3], TDCEA[4], RSES[5], which 
use Logistic map( )1(1 kkk xxx −=+ μ , 45699456.3 ≤< μ ) to 
produce chaotic PRNG, and then use PRNG to disorder the 
point and the gray-scale value of image pixels. These methods 
are easy to work and don’t bring much distortion to image. 
Because they don’t resist to known/chosen plaintext attack, 
they aren’t secure [6]. The frequency domain methods are 
robust and can counteract interference, so their encryption 
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results are better than those of the spatial domain methods. For 
example, Kai-Xiang Yi and Xin Sun proposed a good method 
for image scrambling using chaotic sequences in DCT domain 
[7]. Hua-Ning Shan and Zhi-Quan Wang proposed an image 
scrambling method that relies on chaotic cat map in DWT 
domain and has a good encryption result [8]. Xian-Dong Yin 
and Jun Yao reported an image encryption method that 
encrypts the discrete wavelet coefficient matrix of the image 
using the chaotic sequences and has simple keys [9]. After 
analyzing many image encryption methods in frequency 
domain, we find the image encryption methods in DWT 
domain are better than those methods in DCT domain. So the 
image encryption methods in DWT domain are promising and 
have a happy future. 
 
The paper reports an image double-encryption method based 
on the chaos theory and the discrete wavelet transform. Firstly, 
we scramble the image by two coupling Logistic maps. 
Secondly, we transform the scrambled image by discrete 
wavelet transform and encrypt the coefficients of the 
transformed image again. Finally, we do many tests and the 
experimental results prove our method to be secure, robust and 
effective. 
 
 
2. DOUBLE COUPLING LOGISTIC MAPS 
 
Chaos is a kind of complex dynamic behavior of non-linear 
systems. The Logistic chaotic map is a discrete iteration 
system which can be formulated as: 

,2,1,0),1(1 =−=+ nxxx nnn μ  

Where 0x  is the initial value of the iteration system, nx  is 
the value of the chaotic sequence, parameter μ  can control 
the behavior of non-linear system, and 40,10 ≤<≤≤ μnx . 
The map can be chaotic when 45699456.3 ≤≤ μ . 
 
In order to enhance the random and encryption characters of 
the chaotic sequence, we adopt two Logistic maps and mix 
them by controlling parameters each other. The coupling 
Logistic maps are as follows: 
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Where xμ and yμ  are parameters, nx and ny are the values 

of the chaotic sequence. The value of parameter xμ is 3.9 or 
3.9888 and the value of parameter yμ  is 3.944444 or 4.0[10]. 
The parameters are altered according to the following 
formulas: 
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According to Eq. (1) and Eq. (2), we can produce the chaotic 
sequences },,,{ 21 mxxx and ,,{ 21 yy  }, ny . 
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3. THE IMAGE SCRAMBLING METHOD 
BASED ON CHAOTIC MAPS 

 
The image scrambling is a common method for image 
information encryption. It disorders the image information, so 
the unauthorized people can't receive any true information, but 
the legal owner could recover the original image from the 
scrambled image. Many methods for image scrambling are 
proposed up to now. For example, Xin Sun et al. researched a 
kind method of image scrambling based on chaotic system [7]. 
Sen Bai et al. proposed a kind of image information hiding 
method based on knight stroll transform [11]. Wei Ding et al. 
proposed a kind of image scrambling method based on Arnold 
transform [12]. Dong-Xu Qi and Dao-Shun Wang et al. 
discussed Arnold and Fibonacci-Q transforms, and proposed a 
novel kind of non-linear transform to disturb image 
information [13, 14]. But their method is complicated. Sen Bai 
and Gui-Bin Zhu et al. reported a kind of image scrambling 
method based on affine transform [15, 16]. 
 
We suppose an original image is I whose size is NM × (in 
pixel), and then the image could be denoted as: 

)0;0(),(I NjMijiF ≤≤≤≤=        (3) 
Where ),( ji  denotes the position of a pixel point, 

),( jiF denotes the image data of the pixel point ),( ji .  
 
The process of scrambling the original image is: 
(1) Setting initial values of the chaotic systems in Eq. (1) to 

be 0x  and 0y , we can produce two chaotic sequences 
,1x  Mxx ,,2 and Nyyy ,,, 21 . Then we range two 

chaotic sequences by magnitude and get the sequences 
,, 21 xx ′′  Mx′, and Nyyy ′′′ ,,, 21 . Each ix ,2,1( =i  

),M is corresponding to a integer 
}),,2,1{( Mw

ix ∈ which is the order of ix  in the 

sequence ,, 21 xx ′′  Mx′, , at the same time, each jy  

),,2,1( Nj =  is corresponding to a 
integer }),,2,1{( Nw

jy ∈ , so each ),( ji yx  is 

corresponding to ),(
ji yx ww . 

(2) Disordering the original image data. 
Because each pixel point ),( ji of the original image is 
corresponding to ),( ji yx , and each ),( ji yx  is 

corresponding to ),(
ji yx ww , so each ),( ji is 

corresponding to ),(
ji yx ww . We replace the image 

data ),( jiF by the image data ),(
ji yx wwF , and then we 

get the scrambled   image I′ . 
In above-mentioned process, the initial values of the chaotic 
maps can be protected as the secret keys ( 0201 , yKxK == ).  
 
 
4. THE IMAGE CHAOTIC ENCRYPTION                                                              

MEHTOD IN DWT DOMAIN 
 
The DWT is identical to a hierarchical subband system, where 
the subbands are logarithmically spaced in frequency and 
represent an octave-band decomposition. By DWT, we have 
three parts of multiresolution representation (MRR) and a part 
of multiresolution approximation (MRA)[17]. The subbands 
labeled LH1, HL1, and HH1 of the MRR represent the finest 
scale wavelet coefficients. To obtain the next coarser scale of 

wavelet coefficients, the subband LL1 (that is, MRA) is further 
decomposed and critically subsampled.  
 
Giving an original image I whose size is NM × , we can get a 
scrambled image I′  whose size is also NM × based on the 
above method, and then we encrypt image I′ as follows: 
(1) If NM ×  isn’t an integer multiple of 8×8, we extend the 

boundaries of the image I′ (the value of the added pixel 
point is 0) and then we decompose the image I′  by DWT. 
As an example, Fig. 1 shows the image I′  decomposed 
into ten subbands for three scales: 

 

 
Fig.1. Octave decomposition of an image 

 
(2) We can divide the wavelet coefficients into four groups: 

low frequency zone LL3, horizontal zone(HL3, HL2,HL1), 
vertical zone(LH3, LH2, LH1) and diagonal zone(HH3, 
HH2,HH1) (Fig.1), and then arrange these wavelet 
coefficients to an one-dimension array )(kd ,,2,1( =k  

)n based on wavelet zero tree scanning method(Fig.2) as 
follows: 

 
Fig.2. The order of scanning the wavelet coefficients 

 
(3) We produce chaotic sequence ),,2,1)(( nkkx = by the 

following formula: 
)(1)1( 2 kxkx μ−=+           (4) 

Where )0(x  is a preset initial value, )1,1()( −∈kx  
),,2,1( nk = , μ  is a parameter. The maps can be chaotic 

if the parameter μ  is selected properly. 
(4) In order to make the wavelet coefficients change 

adaptively, we adopt the following formula to modify 
every wavelet coefficient of image: 

))(1)(()( kxkdkd ′+=′            (5) 
Where )(kx′ is derived from )(kx  when we set the 

number of significant figures of )(kx  be λ , )(kd is the 
original wavelet coefficient, )(kd ′ is the new wavelet 
coefficient ( nk ,2,1= ).  

(5) We transform the image I′ by IDWT based on coefficient 

HH1 

HL1 

LH1

LH2 HH2

HL2
LH3 HH3 

HL3 LL3 

HH1 

HL1 

LH1 

LH2 HH2 

HL2 
LH3 HH3 

HL3 LL3 



Image Double Encryption Method Based on Chaotic Map and DWT 542 

)(kd ′ ( nk ,2,1= ), then we receive the encrypted 
image II ′ . 

In above-mentioned process, we introduce three keys 
( λμ === 543 ),0(, KxKK ), then we get five keys 

),,,( 521 KKK . Because the ranges of these keys are very 
wide, the works searching them are very difficult. At the same 
time, the changes of the wavelet coefficients can bring 
influence on the whole image, so the effect of image 
encryption is well. 
The block diagram of the image encryption process is as 
follows: 

 
Fig.3. Scrambling image 

 
 
5. EXPERIMENTAL RESULTS 
 
To test our encryption technique for robustness and security, 
we conducted many experiments on a standard test image 
Lena.bmp (Fig.4), whose size is 256×256. We set 0x to be 

0.01 and 0y to be 0.101 in Eq. (1), then we received the 
chaotic pair )256,,2,1,)(,( =jiyx ji . We rearranged 

),( jiF  according to the method in step2 of section 3, and 
then we obtained the scrambled image I′ (Fig.5). After 
decomposing the image I′ in 3 levels using wavelet basis, we 
rearranged the wavelet coefficients and got a one-dimension 
array )65536,,2,1)(( =kkd . We set μ  to be 1.58 and set 

)0(x to be 0.1 in Eq. (4), received the chaotic sequence )(kx , 
)65536,,2,1( =k and then calculated ,,2,1)(( =′ kkd  

)3)(65536 =λ . We transformed the image I′  by IDWT 
according to coefficient )(kd ′ , and then we obtained the 
encrypted image II ′ (Fig.6). 

 
Fig.4 Original image I  

   
  Fig.5 Scrambled image I′   Fig.6 Encrypted image II ′  

 
Test 1. Image Decryption Test 
Firstly, we decomposed the encrypted image II ′ (Fig.6) in 3 
levels using wavelet basis and received the coefficient 
sequence )65536,,2,1)(( =′ kkd . Secondly, we set μ  to be 
1.58 and set )0(x  to be 0.1, obtained the sequence )(kx  
and )(kx′ based on the Eq.(4), and then received the 

coefficient )(kd ( 3=λ ) according to the Eq. (5). Finally, we 
transformed the image II ′ by IDWT according to the 
coefficient )(kd and received the image I′ . We processed the 
image I′ according to the inverse process of image scrambling, 
and then we got the decrypted image (Fig.7). 

 
Fig.7 Decrypted image 

 
Comparing the decrypted image (Fig.7) to the original image 
(Fig.4), we drew a conclusion that they are about the same if 
we adopt the right key when we decrypt the encrypted image, 
that is, the method is secure. 
 
Test 2. Security Test 
We conducted the encrypted image II ′ (Fig.6) when 
μ is 580001.1 and )0(x is 1.0 according to the process in 
test 1( 3=λ ), then we obtained decrypted image (Fig.8). 
According to the same process, we obtained another 
decryption image (Fig.9) when μ is 58.1 and )0(x  is 

100001.0  ( 3=λ ). 

 
Fig.8. Decrypted image ( 1.0)0(,580001.1 == xμ )  

 
Fig.9. Decrypted image ( 100001.0)0(,58.1 == xμ ) 

 
Comparing two decrypted images (Fig.8 and Fig.9) to the 
original image (Fig.4), we drew a conclusion that the 
decrypted images are very different from the original image if 
we used the error keys when we decrypted the encrypted 
image. That is, if we wanted to receive the right image 
information, we must find the right keys. Because the ranges 
of keys are very wide and the work of searching for keys is 
hard, the method is secure. 
 
Test 3. Compression Test 
After setting threshold T0 to be a proper value which ensures 
the compression effect, we carried out discrete wavelet 
compression to the encrypted image II ′ (Fig.6) by abandoning 
those coefficients whose value is smaller than T0 and reserving 
the left coefficients. We received the compression image and 
decrypted it, so we obtained the decrypted image (Fig.10). 
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image DWT 

Chaotic 
map 

Chaotic 
map 

Encryption
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Fig.10. Decrypted image after being compressed 

 
Test 4. Adding Noise 
We added Gauss noise whose variance is 4 to the encrypted 
image II ′ (Fig.6), and decrypted it. The decrypted image is as 
follows: 

 
Fig.11. Decrypted image after adding noise 

 
 
6. CONCLUSIONS 
 
The proposed method includes two key works: scrambling 
image and encrypting image, and uses three chaotic maps (two 
coupling chaotic maps and one chaotic map) and changes 
wavelet coefficients adaptively in DWT domain. It has five 
keys in the whole process which are found difficultly and the 
changes of the wavelet coefficients can bring influence on the 
whole image. So this image encryption method is secure, 
which is testified by many test results. 
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ABSTRACT 
 

Nowadays P2P file-sharing systems are short of effective 
security mechanism. In this paper, we design and implement a 
security access model of P2P file-sharing system. It uses trust 
mechanism to keep provider’s resources credible and security. 
And we select SPKI (Simple Public Key Infrastructure) to 
authorize the peers and to control access flexibly, moreover, 
we add degree of trust and contribution value together to 
control re-delegating authorizations that made up SPKI’s 
insufficiency .Besides these, we design incentive mechanism to 
the model that not only reduces free-riders, but also solves the 
asymmetry in the download and upload traffic. 

 
Keywords: Peer-to-Peer, Trust Model, Incentive Mechanism, 
Distributed Authorization, Free-Rider 
 
 
1. INTRODUCTION 
 
P2P becomes the focus of attentions for many researchers in 
the recent years. At the same time, P2P network is yet frail. 
Because it’s open and anonymous in P2P system, peers have 
no need to take responsibility for what they have done .So 
many security problems in P2P system need to be solved 
immediately.  
 
The main problems are the following four issues:  
1. Some hackers spread bad resources, i.e.: worms and viruses. 
2. Free-rider, many peers download files from others, while 
they don’t permit other peers to get access to their own files. 
As the consequence, the whole system's performance will 
degrade considerably, which makes everyone worse off .3. 
Traditional access control is no longer to fit P2P network. PKI 
can be used only to authenticate the clients of services, because 
they can't be used to properly authorize the peers and control 
access to services. 
 
In order to improve above problems, we put forwards a 
security access model of P2P file-sharing system that 
combined PGP Trust Model, incentive Mechanism and SPKI 
together. 
 
The rest of this paper is arranged as follows: Section Ⅱ: 
discusses the related work. Section :Ⅲ  presents the security 
access model. Section :Ⅳ  describes our method and 
implementation process. Section Ⅴ: draw a conclusion. 
 
 
2. RELATED WORK 
 
In order to solve the problem whether the files are credible and 
to avoid hacker from spreading bad resource, trust mechanism 
is put forwards. Two types of schemes based on trust 
mechanism were proposed recently: overall trust model and 
local trust model. The overall trust model also can be divided 
into two groups .One [1] [2] is that peers can get the feedbacks 
both good and bad, and then compute the degree of trust 
through simple algorithm. But this method can’t deal with the 

unfair feedback. So it’s easily suffered by attacks from some 
peers that tell a lie. The other [3] [4] is to form a trust chain 
and use iterated algorithm to compute the degree of trust. This 
method needs to maintain a larger table to record every peer’s 
trust information. Beth [5] is one of the people who researched 
distributed trust model in the early time. He proposed the 
concept that made the trust quantitative and divided the trust 
into two Parts: direct trust and recommended trust. And then 
Raman and Hailes [6] [7] proposed a trust management in P2P 
network based on Marsh [8] model.  
 
In order to reduce free-riders, many researches to propose their 
methods [9][10] . BT is depending on Tit-for-tat [11] to reduce 
free-riders. And this method is just for the same file: if you 
give me yours, I will give you mine too. But it doesn’t work in 
occasion when you are interested in my files, but I don’t care 
about your files. 
  
This thesis primarily discusses what I have done and practiced 
in security mechanism of P2P model. This model can properly 
authorize the peers and control the access to services 
appropriately. 
 
 
3. SYSTEM COMPONENTS 
 
3.1 Requirements of System 
The security access model we assumed consists of four kinds 
of requirements as follows: 
⑴ When peers want to transmit private information, they need 

security tunnel to do that. 
⑵ Before they communicate, they need each other’s identity.  
⑶ Most of peers want to offer service to peers that they trust 

or get the authorization certificate by themselves.  
⑷  Most of peers want to get service from peers that they 

trust .So it can prevent them from downloading files from 
hacker who spread worms and viruses. 

 
3.2 System Structure 
As illustrated in Fig.1, system structure is as follows. The top 
level: P2P file-sharing the applications. The middle level: 
Security access manager, which is consisted of Trust Model, 
Incentive Model, and Authorization Model. The bottom level: 
TLS used for encrypted transmission. 

 
Fig.1. System Structure 

 
3.3 Function Description 
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3.3.1Trust model 
To tradeoff the overhead and usability, we use PGP trust model, 
a scalable approach that makes peers as center. It is a 
cumulative trust model. Peers evaluate the other peer’s degree 
of trust using their own trust policies. There are two types of 
trust: direct trust and recommended trust. The degree of trust is 
in the [0, 1]. “0” denotes distrust; “1” denotes complete trust. 
 
When a peer wants to get a target peer’s degree of trust, he will 
send request to his trust peers. If his trust peers have the direct 
trust from the target peer, they will return the results. If not, 
they will continue sending the request to their trust peers, and 
the process goes on like that, all these recommended 
information will return to the requester. Finally, the requester 
will compute the degree of trust. As this process goes on, it 
establishes a web of trust. PGP uses digital signatures as its 
form of introduction.  
 
In our security model, the user’s ID is instead of user’s public 
key. The visitor using provider’s degree of trust determines 
whether his file is credible. The processing of computing the 
degree of trust as illustrated in Fig.2 (broken line denotes 
recommended trust, real line denotes direct trust) 

 
Fig.2. Computing the Degree of Trust 

 
The following abbreviations are used in the figures. 

XYT : X direct trust Y; 

'XYT : X recommended trust Y; 
Request: the request message; 
Response: the response message; 
SignX: X’s signature. 

XID  : X’s identifier. 
Supposed that A wants to download B’s file, he’ll first 
compute B’s degree of trust. 
The process is as follows： 

⑴ Because A hasn’t communicated with B, so he has to sent 
request to his neighbors for asking B’s degree of trust (as 
illustrated in Fig.2). 

, , : Re [ || ]A BA C E F quest ID ID→  
⑵ A’s neighbors will return the response with B’s degree of 

trust. 

si

si

si

si

: Re {[ || || ' ] }
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D C sponse IDK IDK T msg
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→ +

 

⑶ A will list all trust chain from A to B, and multiply every 
degree of trust in each trust chain and sum up all and then 
average them. 

( ' ' ' ' ) / 3AB AC CD DB AE EB AF FBT T T T T T T T= + +i i i i   

⑷ A decides whether to access B’s files according to ABT . 
3.3.2 Incentive Model 
In many P2P network, resources are free. Therefore, a lot of 
free-riders appear. They just download files from other peers, 
while do not share their own resources. It induces the whole 
P2P system to reduce the usability, besides adding up futile 
traffic. By sampling messages on the Gnutella network over a 
period of 24-hours, we found out that nearly 85% of Gnutella 
users share no files, and nearly 50% of all responses are 
returned by the top 1% of sharing hosts, in 2005. 
 
Incentive mechanism in this paper is very simple and 
effective. It does not only increase the usability of the system, 
but also solves the asymmetry in the download and upload 
traffic. This mechanism allocates the sharing space according 
to the peer’s contribution .It only holds two counters: one is 
for upload number, it is denoted as UpNum; the other is for 
download number, and it is denoted as DownNum. 
DownNum / UpNum denote Contribution value (C) using C 
to estimate whether the peer is a free-rider. The peer can 
access resource when DownNum / UpNum ≤ C（C=2 as a 
threshold and UpNum>0）if DownNum / UpNum>C(That is, 
download number is more than C times than upload number. 
They will be refused to access resources until they offer more 
files.)The processing is as follows: 

If ( T > ThresholdT ) 
    {  

If  ( DownNum/UpNum<C ) 
         Access resources; 

Else  refuse to access; 
     } 

Else refuse to access; 
  
This method can discard the free-riders from P2P system 
effectively and encourage the node sharing to have more 
storage so that it can earn more reward. 
 
In order to avoid hacker spreading bad resources, and free-
riders, we propose the method using degree of trust and 
contribution value together to control signing the SPKI cert.  
 
3.3.3 Authorization Model 
Because of the structure of PKI is more complicated and 
difficult to solve access control problems. We apply SPKI to 
access control. The whole idea of SPKI [13] certificates is 
based on public key cryptography. No matter whether in 
generating SPKI certificates, or in using them, private keys and 
public keys take main roles. It has many advantages: 
⑴ Freedom to generate. Everyone can freely issue certificates 

and delegate access rights to others. 
⑵ Rights can be transferred. A person can delegate his rights 

to his trust peers. 
⑶ Use the public keys of entities instead of their names. SPKI 

avoids using globally unique names for entities. 
 
Therefore, we can use it to define and distribute authorization 
freely. But it can’t control re-delegating authorizations very 
well. In our model, we use degree of trust and contribution 
value to control re-delegating authorizations. The processing is 
as follows: 
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Fig.3. The Processing of Authorization 

 
The following abbreviations are used in the figures. 

XYCert : X signs a SPKI cert for Y;  

XC :  X ‘s contribution value;  
signX :  using X’s private key to sign; 

XK : X’s public key;  

XDK : using
XK decrypt the message. 

Supposed that A is a visitor, B is a provider for files;  
The process is as follows： 
⑴ Because B is a provider for files, he can sign a SPKI cert for 

E that he trusts according to his policy. 
:

{ | | | | | | | | }
B E

B E B B E

B E C e r t
C e r t s ig n K K T r u e R ig h ts V a l id i ty D a y

→
=

    

As illustrated in Fig.4（a）. 
⑵ Because E obtain SPKI cert signed by B, he can re-delegate 

its certificates to he trust peer A. In addition, he can freely 
sign new certificates to A 

:
{ || || || || }

EA

EA E E A

E A C ert
C ert sign K K False Rights ValidityD ay

→
=

  

As illustrated in Fig.4（b）. 
⑶ When A obtains the SPKI cert signed by C and knows B’s 

degree of trust (the process is illustrated in 3.1), he can send 
an access request to B.  

: [ ] || [ ] || [ ] ||A E EA B BE AA B Sign msg Sign Cert Sign Cert C msg→ +  

⑷ When B receives the request, he will do as follows:  
If 

AC >
ThredholdC , A will be refused. If not, B will validate 

the cert as follows: 
s i

s i
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      if 'msg msg≠ ,A will be refused ,if not，B will merge the 
cert chain and compute the rights that A has(As illustrated 
in Fig.4（c）). 

⑸ B will return the result to A  

 
Fig.4 (a). B signs a SPKI cert for E; 
Fig.4(b). E signs a SPKI cert for A. 

Fig.4(c).After merged cert chain. It will create a new SPKI cert 
that B signs for A. 

 
 
4. SYSTEM IMPLENTATION 

We develop the system based on JXTA [13], and implement 
TLS on transmission level. Only if peer’s degree of trust and 
contribution value reach threshold and have SPKI certificate, it 
can access resources.  
 
In our P2P file-sharing system, each peer has two roles: server 
and client. A peer’s rights are separated into three levels: 
search, read online, download. Fig.5 shows system flow chart.  
 

 
Fig.5. System Flow Chat 

 
4.1 The Process of Peer Initialization： 
⑴   A newcomer has generated his own public key and private 

key, public key is used for identifier in the network, 
private key is used for proving identity during 
communicating with each other. Using identifier can 
relate trust information to a peer and accumulate history 
information for computing degree of trust. 

⑵ Because a newcomer doesn’t communicate with others, so 
it will be given an initialization degree T, usually in a low 
trust level. This value approves it to have a basic right, i.e. 
searching files. Only after he shares his resources, he 
might gain more rights.  

⑶ Arrange its trust policy. e.g.: set threshold. If a peer that 
never communicate with others before, he can set a 
threshold a little bit low (0.4).  

 
4.2 The Process of Peer’S Obtaining Files: 
⑴ To send search file request.  
⑵ Receive response from providers. 
⑶ If receive a lot of responses, select the peers that have the 

highest trust degree. 
⑷ Provider will validate the certificate, if yes turn to ⑤, if no, 

the peer will be refused to access. 
⑸ To access resources. 
⑹  If done, update the trust degree. 

 
4.3 The Process of Providing Resources  
① Provider will wait for other peer’s access requests. 
② Compare whether contribution value is less than threshold. 

If yes, turn to ③.If no, it will be refused to access. 
③ And then validate whether the SPKI certificate is available 

(including digital signature, validity data, and rights), if no, 
the peer will be refused to access. If yes, he will 
communicate with the requester according to the right that 
he has. If a lot of peers request at the same time, select 
peers whose contribution value is low to priority. 
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5. CONCLUSIONS 
 
In this paper, we proposed a security access model of P2P file-
sharing system. PGP Trust Model can solve the malice of peer 
spreading bad resources; The Incentive Model can reduce free-
riders; we use SPKI instead of using old ACL methods, it can 
be used more economically, through saving storage space and 
saving maintenance costs by distributing tasks to users. This 
model strengthens the security of P2P system. 
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ABSTRACT 
 

This paper introduces a cryptosystem model that conceals the 
information of time slices between the password characters. 
See the time-gap generated through the keystroke as cryptical 
information, we encrypt and decrypt it as invisible plaintext 
after been processed. So, in this paper there are two sets of 
plaintext, two sets of ciphertext, two sets of keys, two sets of 
encryption algorithm and decryption algorithm. It seems that 
the user had two locks to make the data protected more secure. 
And in this paper the author makes a particular analysis in 
extracting the time slices. 
 
Keywords: Cryptography, Encryption, Plaintext, Time Slices, 
Two Locks. 
 
 
1. INTRODUCTION 
 
Along with the rapid development of the network economy, the 
issue of information security already became an extremely 
important composition in the network, but as one of the 
essential technologies of information security technology, 
cryptological technology is one of the most important tools to 
protect data. In the real life, the people in use of the E-mail, 
ATM, tools of chatting, the mobile phone, the bank card, the 
credit card, and so on, each aspect all needs to use the password, 
the password has became a inseparable thing in modern society 
life. However, many hackers, droved by the money or other 
benefits, makes some kinds of violence software to crack for 
the password, causes these relatively simple password ease to 
be cracked in a short time. Subsequently, after obtained the 
password they carry on to destroy the data or steal the money 
and so on. Either, some careless people are in order to avoid 
forgetting the password, they write the password in the some 
casual place, such as in the notebook, which could be easily 
discovered by the peeper, and this will cause great threat to the 
victim. Hundreds of thousands of passwords are stolen by 
others every year which causes huge loss. 
 
Whether there is a way that even if anyone knows the other’s 
password is "232323" and he still can not access easily? The 
author has designed a method which conceals the time slices 
between the password characters. 
 
 
2. THE TIME SLICES INFORMATION 

CONCEALED CRYPTOSYSTEM MODEL 
 
The cryptosystem nowadays are composed of five parts: 
1) Plaintext domain M. 
2) Ciphertext domain C. 
3) Key domain K (Including Encryption Key Ke and 

Decryption Key Kd). 
4) Encryption algorithm E. 
5) Decryption algorithm D. 
 
And the Sequential Cryptosystem can be represented as 
follows: 

M = (m1, m2, …, mn)  (mi represents single character) 
Ke = (ke1, ke2, …, ken) 
C = (c1,c2, …, cn) 

Thereinto: 
 ci = E(mi , kei)  i = 1,2,…,n 
Now, we add the time information to the sequential characters 
of Plaintext domain M: 
The sequence of the characters is as Fig.1: 
 

 
Fig.1. The sequence of the characters 

 
Every character should have the information that contains the 
accurate time through striking the keyboard: 

T = (t1,t2, …, tn) 
 

 
Fig.2. The record of the time of every character when striking 

the keyboard. 
 
There should be a time gap yi between ti and ti+1 (1≤i≤n-1). 

Y = (y1,y2, …, yn-1) (Time slices domain) 
 

 
Fig.3. The time gap (time slice) 

generated between ti and ti+1 (1≤i≤n-1) 
 
So, we introduce the second set of Plaintext domain Y (The 
time slices ), the second set of Ciphertext domain P(p1, p2, …, 
pn-1), Key domain K’ (composed of Encryption Key Ke’ and 
Decryption Key Kd’ and used to encrypt and decrypt the time 
slices domain), Encryption algorithm E’, and Decryption 
algorithm D’. 
Thus, the time slices concealed sequential cryptosystem is 
composed of these five parts: 
1) Plaintext domain M + Plaintext domain Y 
2) Ciphertext domain C.+ Ciphertext domain P 
3) Key domain K + Key domain K’ 
4) Encryption algorithm E + Encryption algorithm E’ 
5)Decryption algorithm D + Decryption algorithm D’ 
 
And the new Sequential Cryptosystem can be represented as 
follows: 

M = (m1, m2, …, mn)  Y = (y1,y2, …, yn-1) 
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Ke = (ke1, ke2, …, ken)  K’e = (ke1’, ke2’, …, ke(n-1)’) 
C = (c1,c2, …, cn)  P = (p1, p2, …, pn-1) 

there: 
ci = E(mi , kei) 
pi = E’(yi , yei’)  i = 1,2,…,n 

It can also be represented by the Fig.4: 
 

 
Fig.4. The time slices concealed sequential cryptosystem 

 
In this way, we conceal the time slices information into the 
characters covertly according to our preestablished characters 
and the time information we know ourselves, and even if your 
password written in your notebook is peeped by someone, if he 
doesn’t know the time information, he still can not access and 
obtain his intent. It’s just looks like that we get two locks to 
make our data secure. 
 
 
3. THE REPRESENT OF THE TIME SLICES 

DATA 
 
step1 Search in the Y = (y1,y2, …, yn-1) and get the minimal 

value ymin . 
 
step2 Sort Y ascendingly and extract the difference Z = (z1, 

z2, …, zn-2) of the neighboring time slice. Then get the 
minimal difference of time slice zmin. 

 
step3 Compare ymin and zmin , if ymin≤zmin , then make Y’ = (y’1, 

y’2, …, y’n-1) , y’i = yi/ ymin  (y’i is a integer that rounded 
up or down); Or else, Y’ = (y’1, y’2, …, y’n-1), y’i = yi/ ymin 
(y’i is a integer that rounded up or down). 

 
step4 Use Y’ as the second Plaintext domain, and to encrypt 

and to decrypt. 
 
 
The flow chart of the presentation of the time slices is as Fig.5. 
 
 
4. THE TIME CONCEALED CRYPTOSYSTEM 

MODEL AND HUMAN BEHAVIOR  
 
(1) By this model, people could make use of the familiar and 

fond musical rhythm or some particular rhythm that they 
remember well to input the password so that they could 
keep their data more secure. 

(2) But it’s more precise when the computer calculates than 
people do, people cannot strike the keyboard at the very 
time they preestablished, so we need a stretch coefficient 
to process the settled time slice into an acceptable domain 
 

For example: 
Given a stretch coefficient k, for a time slice yi, we can 
extend the time slice yi to the domain [yi *(1-k), yi 
*(1+k)], if k = 10%, yi = 1.0 second, all the time points 
are valid in that domain. It is represented as shown in 
Fig.6. 

 
Fig.5. The flow chart of the presentation of the time slices 

 
 
 
 

Fig.6. The extension of yi . 
 
(3) As the time slices concealed sequential cryptosystem 

needs the user has a strong manipulative ability and has a 
good control ability to both space and time, it’s necessary 
for the user to have some tries before inputting the 
password.  

 
 
5. CONCLUSIONS 
 
The cryptosystem model that conceals the information of time 
slices between the password characters makes the data 
protected more security and hard to be cracked. The study of 
that model could give us more value of reference for our future 
study on cryptography. 
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ABSTRACT  
 

Trust negotiation provides a combination approach for 
authenticating and access control between strangers. But it is 
not suited for wireless network because it demands intensive 
cryptographic calculation and storage burden. In addition, trust 
negotiation is vulnerable to man-in-the-middle attacks leading 
to leakage of sensitive information. In this paper, we address 
wireless trust negotiation (WTN) to solve these problems. 
Credentials in wireless trust negotiation is exchanged only once, 
and then two parties exchanges secret key iteratively until trust 
negotiation succeeds or fails. WTN can avoid the heavy 
computational demands arising from the public key 
cryptography operations and needs less memory space to save 
credentials than those in traditional trust negotiation. 
 
Keywords: Trust, Trust negotiation, Access control 
 
 
1. INTRODUCTION 
 
Trust negotiation[1-8] is a process of the iterative disclosure of 
credentials and the requests for credentials between two parties, 
whose goal is to establish sufficient trust so that the parties can 
complete a transaction. Trust negotiation relies on access 
control policies that govern protected sensitive resources by 
specifying credentials that must be submitted to obtain 
authorization. Credentials contain one or more attributes. 
Digital credentials are usually issued by the third party, and are 
signed by a credential issuer using its private key to testify 
what attributes a credential owner has. So a credential chain 
can be created, in which the owner of one credential is the 
issuer of the next credential.  Access control policies govern 
the sensitive resources. The policy specifies which credential a 
party must release in order to access a specific resource. There 
may be some sensitive information in credentials, so one 
credential can be disclosed only when the access policy 
associated with sensitive credentials is satisfied. Each party 
controls the content of the message by the negotiation strategy, 
such as determining which credentials are disclosed, when they 
are disclosed and when the negotiation is halted.  

Trust negotiation is not suited for wireless network 
because of its some weaknesses. In trust negotiation, each party 
must save many credentials to negotiation. If credentials don’t 
find in the local area, searching for credentials increases 
excessively burdensome. Also verifying credentials and 
checking policy compliance is implemented by the public key 
which needs heavy computational demands. Man-in-the-middle 
attacks may occur in the process of negotiation. 
 
 
2. WIRELESS TRUST NEGOTIATION 
 
In wireless trust negotiation, each party only saves a credential 
including encrypted attributes. Only one credential exchanges 
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between two parties, then iteratively disclose of secret keys to 
decrypt attributes and the requests for secret keys.  

Digital credential in wireless trust negotiation can be 
implemented by using X.509 certificate. X.509v3 expands to 
provide binding many attributes to a credential .But attributes 
contained in the credential for wireless trust negotiation are 
encrypted. Sensitive attributes iA in the credential are encrypted 
by symmetric secret key iK , namely, )( ii AEK . Digital 
credentials are signed by a credential issuer using its private 
key and are verified by the credential issuer’s public key. In 
order to ensure the integrity of encrypted attributes which the 
owner of the credential provides, the credential issuer needs to 
make verification process within credential as follows: 

a. The credential owner use one-way function on 
)( ii AEK , and create fixed size digest, namely, 

))(( ii AEKoneway ; 

The credential owner sends )( ii AEK  to the credential 
issuer; 

The credential issuer uses the same one-way function on 
)( ii AEK  to generate a digest. 

The credential issuer compares the digest to the 
corresponding digest within the credential. If they match, the 
credential issuer accepts the attributes digest as the credential 
owner’s legitimate attributes digest. 

To avoid man-in-the-middle attacks, a session key must be 
created to encrypt message between two parties. In wireless 
trust negotiation, a session key is generated by oval curve 
secret key exchange algorithm. But the public numbers 
exchanging between two parties have the vulnerability of 
man-in-the-middle attacks. In order to prevent public numbers 
being instead by the third part. The secret key exchange 
algorithm is altered as follows: 

 1. A→B: C(PKA) 
2. B→A: MAC(pB) PKA 
3. B→A: C(PKB) 
4. A→B: MAC(pA) PKB 
5. B→A: (pB) PKA 
6. A→B: (pA) PKB 

Session key K is generated by using the secret key 
exchange algorithm. 

7. A→B: MAC(k, 1,2,3,4,5,6)K 
8. B→A: MAC(k, 1,2,3,4,5,6)K 

Among them, PKA is public key of A, and C(PKA) 
represents credential that contains public key of A. PKB is 
public key of B, and C(PKB) represents credential that contains 
public key of B. pB and pA are respectively public numbers of B 
and A generated by using the secret key exchanging algorithm. 
The number of 1,2,3,4,5,6 respectively represent messages that 
send out by step 1 to step 6. 

Step 1 and step 3 send credentials that contain public key 
to the other party. Step 2 sends MAC for pB, and step 4 sends 
MAC for pA.  Step 5 and step 6 respectively send public 
numbers encrypted by using public key. Because of the 
sequence of protocol, receiving MAC(pA) PKB and MAC(pB) PKA  
is earlier than receiving (pA) PKB and (pB) PKA, so attackers 
can’t modify pA and pB ,otherwise MAC can’t match. Therefore 
man-in-the-middle can’t generate a secret key which can 
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communicate between A and B by using public numbers. Step 7 
and step 8 contain MAC values which are all receiving and 
sending messages, and encrypted by new generated secret key 
K. If MAC values match, it can make secure communication by 
using new generated session key K. 

A simple wireless trust negotiation process is as follows:  
1. A→B: A sends a message to B to request service 
2. Two parties generate session key Ks by using the secret 

key exchange algorithm 
3. B→A: Disclose credential and service access control 

policy encrypted by session key Ks to A. 
4. A→B: Disclose credential and service access control 

policy encrypted by session key Ks to B 
5. B→A: Disclose secret key for a certain attribute 

encrypted by session key Ks to A, and A can decrypt the 
attribute value in credential by the secret key. 

6. A→B: Disclose secret key for a certain attribute 
encrypted by session key Ks to B, and B can decrypt the 
attribute value in credential by the secret key. 

… 
n. B→A: Services 

 
 
3. PERFORMANCES ANALYSIS 
 
In wireless trust negotiation, the confidentiality and the 
integrity of attributes in credential are accomplished. Privacy of 
attributes can be protected and man-in-the-middle attacks are 
prevented in the WTN. The one-way hash function is unique 
because of its mathematical nature only being computable in a 
single direction, so attributes are integrity. Attributes in 
credential are encrypted by symmetric encryption, so attributes 
are confidential. After disclosing a symmetric secret key which 
can decrypt the first attribute to the other party, the other party 
can’t know the other attribute values. The two parties can 
completely control the disclosure of their own attributes in 
credential by sending a symmetric encryption which can 
decrypt attributes to the other party. Thus each party can protect 
its sensitive attributes. In addition, during generating session 
key process, man-in-the-middle can’t attack efficiently. WTN 
can prevent the vulnerability of man-in-the-middle attacks 
which the traditional trust negotiation has. In traditional trust 
negotiation, though the sensitive resources gradually disclose to 
the other party under protect of the access control policy, it is 
transparent for man-in-the-middle. At present, protecting 
sensitive information by trust negotiation technology is 
restricted in the two parties, but attackers are not restricted. 

WTN needs less memory space than that of traditional 
trust negotiation. In the WTN, two parties save only one 
credential, but every party saves many credentials in the 
tradition trust negotiation. If credentials don’t find in the local 
area, searching for credentials increases excessively 
burdensome. The difference between the size of credentials in 
WTN and in traditional trust negotiation is not obvious. Two 
kinds of credentials are implemented by using X.509v3 
certificate. Generally, X.509v3 certificate is about 1000 bytes. 
The number of encrypted attributes in credential for WTN is 
possible more than that in common credential, but one 
credential is obviously less than several credentials.  

The calculation tasks in traditional trust negotiation 
mainly contain verifying credentials and checking policy 
compliance, and probably contain searching for credentials. 
Verifying process is implemented by the public key which has 
the heavy computational demands. There exists a secret key 
distribution phase is in WTN, but not in traditional trust 
negotiation. Therefore computational demands of the WTN are 
more than those in traditional trust negotiation at the beginning. 

The overall computational demands depend on the negotiation 
strategy. Table 1 and table 2 give Crypto++ 5.2.1 benchmarks 
(Pentium 4, 2.1 GHz processor under Windows XP) timing 
information of several relevant cryptographic operations. From 
the two tables we can infer that if a eager negotiation strategy is 
selected, the negotiation between two parties is finished quickly. 
Computational demands of the traditional trust negotiation are 
probably less than those of the wireless trust negotiation. If 
using cautious negotiation strategy, computational demands of 
the wireless trust negotiation are usually less than those of the 
traditional trust negotiation. In addition, the size of message 
transferred between two parties in wireless trust negotiation is 
obviously less than that of the traditional negotiation trust. 
 

Table 1. Crypto++ 5.2.1 cryptographic algorithm speed 
benchmarks 

Algorithm MB/s Algorithm MB/s 
MD2 3.994 HAVAL (pass=3) 108.544 
Md5 216.674 HAVAL (pass=4) 69.283 

SHA-1 67.977 HAVAL (pass=5) 67.439 
SHA-256 44.460 Rijndael (128-bit key) 61.010 
SHA-512 11.392 Rijndael (192-bit key) 53.145 

DES 21.340 Rijndael (256-bit key) 48.229 
RC6 37.814 IDEA 18.963 

 
Table 2. Crypto++ 5.2.1 cryptographic operation time 

benchmarks 
Operation Time/ms 

RSA 1024 Encryption 
RSA 1024 Decryption 
RSA 1024 Signature 
RSA 1024 Verification 

0.18 
4.77 
4.75 
0.18 

LUC 1024 Encryption 
LUC 1024 Decryption 
LUC 1024 Signature 
LUC 1024 Verification 

0.21 
7.90 
7.77 
0.21 

XTR-DH 171 Key-Pair Generation 
XTR-DH 171 Key Agreement 

1.79 
3.68 

Rabin 1024 Encryption 
Rabin 1024 Decryption 
Rabin 1024 Signature 
Rabin 1024 Verification 

1.66 
6.30 
6.14 
1.61 

ECDHC over GF(p) 168 Key-Pair Generation 
ECDHC over GF(p) 168 Key Agreement 

3.26 
3.40 

DH 1024 Key-Pair Generation 
DH 1024 Key Agreement 

2.19 
3.86 

 
 
4. IMPLEMENTATION 
 
TrustBuilder[1] can be used to implement traditional trust 
negotiation. It is a middleware trust agent written with Java, 
which can manage keys, credentials, and access policy, and can 
decide which credential and access policy are shown in one 
negotiation. In TrustBuilder, first a client sends an applying 
resource message to the server to request accessing resource R. 
This request triggers the trust negotiation, so the server uses a 
negotiation protocol named 
TrustBuilder_handle_disclosure_message to negotiate. Then 
the client can exchange message with the server till the 
resource R is transferred to the client or one party in the 
communication sends a failed message to terminate the 
protocol. In the structure of TrustBuilder, every party will 
communicate with a security agent who is in charge of the 
negotiation. The structure of TrustBuilder security agent 
comprises three parts. The first one is the credential checking 
module which is used to validate every received credential, 
verify the sign in every credential, check the credentials which 
may be recalled, and detect the credential chain. The second is 
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the policy consistency checker that will ensure the local 
resource can be displayed to others only when its security 
policy is satisfied, and can decide which local policy will be 
satisfied when a credential is shown. The aims of the policy 
consistency checker contain checking which credential from 
the other party can satisfy with the local policy and deciding 
which local credential can satisfy with the policy of the other 
party. The last one, the negotiation policy module can dedicate 
the status of the current negotiation which includes the local 
credential and policy, all the credentials and access polices 
shown in former negotiation, and the next message that will be 
sent to others.  

To implement wireless trust negotiation, some changes 
must be made in the TrustBuilder. 
(1) Symmetric cipher are used to encrypt the attributes of 

X.509v3 certification. 
(2) The policy consistency checker is used to inspect if the 

attributes could satisfy the security policy.  
(3) The access control policy should be related with the 

attribute level.  
(4) The negotiation strategy provides access control on the 

attribute levels. It decides which attribute could be shown, 
when it will be shown and when it will be terminated. 

 
 
5. CONCLUSIONS 
 
In this paper we present wireless trust negotiation method, in 
which the two strangers exchange credential just only once, and 
then iteratively disclose the secret key. One-way function is 
used to verify the attributes in credential. To avoid the heavy 
computational demands the public key cryptography operations 
bring about and the vulnerability of man-in-the-middle attacks, 
WTN is well-suited to use resource-constrained device to 
secure transaction. 
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ABSTRACT  
 

Trust management and trustworthy computing are becoming 
increasingly significant at present. Over the recent years there 
have been several research works that have addressed the issue 
of trust management in distributed systems. However a clear 
and comprehensive definition that can be used to capture a 
range of commonly understood notions of trust is still lacking. 
In this paper, we give a formal definition of trust relationship 
with a strict mathematical structure that can not only reflect 
many of the commonly used extreme notions of trust but also 
provides a taxonomy framework where a range of useful trust 
relationships can be expressed and compared. Then we show 
how the proposed structure can be used to analyze both 
commonly used and some unique trust notions that arise in 
distributed environments. This proposed trust structure is 
currently being used in the development of the overall 
methodology of life cycle of trust relationships in distributed 
information systems. 
 
Keywords: Distributed Environment, Trust Management, 
Trust Relationship. 
 
 
1. INTRODUCTION 
 
The concept of trust has been used and studied in social 
science for a long time [1, 2]. Trust was originally used in 
human and social issues in day-life relationships, laws, 
regulations and policies. In the computing world, the trust was 
originally used in the context of trusted computing such as 
trusted system, trusted hardware and trusted soft-ware [3]. 
Recently, trust has been used in the context of trust 
management in distributed computing [4–7]. When the Internet 
and web technologies are broadly and increasingly used in 
daily life for electronic commerce, trust becomes a very hot 
topic [8, 9]. The trust between customers and e-vendors 
includes not only technical aspects but also social aspects. In 
this paper, we will provide our definition of trust relationship. 
Most of the issues relating to social aspects of trust is beyond 
the scope of this paper, but we hope that our general definition 
of trust relationship can cover both aspects. The trust 
relationships of involved entities or computing components in 
distributed computing are our major concern.  
 
XML-based Web Services technologies have been rapidly 
evolving since 1999. Web Services technologies address the 
challenges of distributed computing and B2B integration. 
There are huge number of service oriented applications on the 
Internet and they are coupled loosely. Web Services 
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technologies target at loosely-coupled, language-neutral and 
platform-independent way of linking applications for business 
process automation within organizations, across enterprises, 
and across the Internet. There is no centralized control and the 
users are not all predetermined. Normally, the computing 
components involved in an e-service can belong to different 
security domains and there is no common trusted authority for 
the involved entities. How to define/model trust relationships 
between computing components is an important and 
challenging issue in the design of web services. The draft of 
WS-Trust was proposed in 2002 [10]. Unfortunately, the cur-
rent WS-Trust only touches the issue of trusted message 
exchange and has not provided more details for dealing with 
trust relationships.  
 
In all these trust management systems, trust and its related 
concepts are assumed in a specific way relating to the specific 
topics. There is no consensus on the definition of trust. In 
PolicyMaker and KeyNote, M. Blaze et al provided clear 
definition of trust management system and there are many 
clues to understand what trust is but they did not comment on 
the concept of trust directly. In REFEREE, Y. H. Chu et al 
described trust as “to trust is to undertake a potentially 
dangerous operation knowing that it is potentially dangerous”. 
Tyrone et al [11] gave a definition of trust as “the firm belief in 
the competence of an entity to act dependably, securely, and 
reliably within a specified context”. Y. H. Chu et al and 
Tyrone et al talked about trust in a kind of general terms, 
however trust is difficult to express without a strict 
mathematical structure. In Policy-Maker, KeyNote and 
REFEREE, a new trust management layer has been 
successfully built but the concept of trust and how to model 
trust has not been considered carefully. It is necessary to have 
a solid understanding of the concept of trust relationship and to 
develop a powerful set of tools to model the trust relationships 
for trust management in distributed information systems.  
 
The starting point of this research is trust in the context of 
distributed environments. Here we have not separated the 
traditional distributed computing and the Web Services. Web 
Services are included when we talk about distributed 
computing for the consideration of trust issues. The rest of the 
paper is structured as follows. In section 2, we give the 
definition of trust relationship and discuss some extreme cases. 
In section 3, we give a series of definitions, propositions and 
operations about trust relationships. The mathematical 
properties of trust relationships are embedded in these 
definitions, propositions and operations. In section 4, we 
provide two scenario examples of trust relationships and we 
give some analysis of trust relationships using the definitions, 
propositions and operations in section 3.  
 
 
2. DEFINITION OF TRUST RELATIONSHIP 
 
Most of the researchers agree that a trust relationship is the 
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relationship between a set of thrusters and a set of trustees in a 
specified context, but it is not clear enough, especially when it 
is used in the computing world. There is a need to convert the 
generally used terms into strict mathematical structure in 
algorithms of real systems. In this paper, we will provide our 
definition of trust relationship with a strict mathematical 
structure.  
 
In trust management of distributed information systems, we 
believe that the definition of trust should have the following 
characteristics:  
(1) The definition of trust is unique and can be used for 

different computing purposes.  
(2) The definition of trust has strong expressive power and 

makes the system as simple as possible.  
(3) The definition of trust has a strict mathematical structure.  
(4) The definition of trust provides the solid foundation for 

discussing the properties of trust relationships.  
(5) The definition of trust follows hard security mechanisms.  
Hard security assumes complete certainty and it allows 
complete access or no access at all. Here we only model the 
static status of trust in distributed environments.  
 
We believe that it is not enough to understand trust as a simple 
bilateral relation between trusters and trustees. The whole 
syntax of trust relationship should be “under a set of specified 
conditions, a set of trusters trust that a set of trustees have a set 
of specified properties (the set of trustees will/can perform a 
set of actions or have a set of attributes)”. The definition is 
expressed as follows:  
 
Definition 1 A trust relationship is a four-tuple T=<R,E,C,P> 
where:  
(1) R is the set of trusters. It contains all the involved 

thrusters. It can not be empty.  
(2) E is the set of trustees. It contains all the involved 

trustees. It can not be empty.  
(3) C is the set of conditions. It contains all conditions 

(requirements) for the current trust relationship. 
Normally, trust relationship has some specified 
conditions. If there is no condition, the condition set is 
empty.  

(4) P is the set of properties. The property set describes the 
actions or attributes of the trustees. It can not be empty. 
The property set can be divided into two sub sets: Action 
set: the set of actions what trusters trust that trustees 
will/can perform. Attribute set: the set of attributes what 
trusters trust that trustees have. Anywhere, a trust 
relationship must be used with full syntax (four-tuple 
<R,E,C,P >. Trust relationship T means that under the 
condition set C, trustier set R trust that trustee set Ehave 
property set P. There are some extreme cases of the trust 
relationship when some involved sets included 
nothing(empty set) or anything(whole set of possible 
entities).  

 
The extreme cases have special meanings and are crucial in the 
understanding of the definition of trust relationship. These 
extreme cases will play important roles in the real world. The 
followings are the five extreme cases of trust relationship:  
(1) R is ANY. Truster set includes all possible entities. All 

possible entities trust that the set of trustees Ehave the set 
of properties Pender the set of conditions C.  

(2) E is ANY. Trustee set includes all possible entities. All 
possible entities can be trusted to have the set of 
properties P by the set of trusters R under the set of 

conditions C.  
(3) C is EMPTY. There is no condition in the trust 

relationship. The set of thrusters R trust that the set of 
trustees E have the set of properties P without any 
condition.  

(4) P is ANY. The property of the trustee can be anything. 
The set of trusters Rtrust that the set of trustees E have 
all possible properties under the set of conditions C.  

(5) C is EMPTY and P is ANY. The set of trusters R trust   
that the set of trustees E have all possible properties 
without any condition. This case happens when the set 
of trusters R trust the set of trustees E by default.  

 
When the full syntax of the trust relationship is not used, trust 
relationship is easily misunderstood. Normally, there are many 
implicit assumptions and some parts of full syntax are usually 
omitted. When we analyze the true meaning of a trust 
relationship, the full syntax must be recovered. Our definition 
of the trust relationship has strict mathematical structure with 
the full syntax in any case. There is no confusion when the full 
syntax trust relationship is used in any information system.  
 
It is straightforward to use the set of conditions in the 
definition of trust relationship. When a trust relationship is 
used, trusters, trustees and properties are normally involved 
individually. The trust relationship can always be evaluated 
based on one truster, one trustee and one property. In our 
definition of trust relationship, the trusters, trustees and 
properties turn up as sets are based on the following concerns  
 
(1)The concept of security domain is broadly used and related 
technologies are quite mature. The role-based access control is 
broadly used and well understood by programmers and 
business people. When a set of trusters, a set of trustees and a 
set of properties are used in the definition of trust relationship, 
the similar ideas in security domain and role-based access 
control can be employed easily. It is convenient to define some 
abstraction characteristics based on a group of trusters, a group 
of trustees and a group of properties. We hope that a set of 
trusters, a set of trustees and a set of properties in the definition 
of the trust relationship have better abstraction and it is easier 
to use the definition. (2) The set theory can provide formal 
mathematical notion and handy tools to discuss the 
relationships of sets. (3) An individual truster (or trustee, or 
property) is a special case of the set of trusters (or trustees, or 
properties). (4) It is convenient to discuss special cases of trust 
relationship when truster (or trustee, or property) is anyone. 
 
 
3. MATHEMATICAL PROPERTIES 
 
In this paper, we will discuss the mathematical properties of 
trust relationship based on our strict definition of trust 
relationship. The trust relationship has a full syntax with truster 
set, trustee set, condition set and property set. It is incorrect to 
only talk about the trust relationship between trusters and 
trustees without mention of the condition set and property set. 
The discussions of properties of trust relationship should be 
based on the full syntax of trust relationship in its definition. In 
the following part of this section, we will give some definitions, 
propositions and operations related to trust relationships. The 
mathematical properties of trust relationships are embedded in 
these definitions, propositions and operations. These 
mathematical properties focus on some relations of trust 
relationships and they will be used as tools in the analysis and 
design of trust relationships in real systems.  
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From the nature of trust relationship and its mathematical 
structure, some new trust relationships can be derived based on 
the existing trust relationships. In the follows, we will define 
the operations of using two existing trust relationships to 
generate a new trust relationship under specific constraints and 
operations of decomposing one existing trust relationship into 
two new trust relationships under specific constraints. 
 
In the following part of this section, we will focus on the 
relation of trust relation-ships, especially we will discuss and 
define the equivalent, primitive, derived, direct redundant and 
alternate trust relationships. We will classify the direct 
redundant trust relationships into different types as well.  
Definition 2 Let T1 =<R1,E1,C1,P1 >and T2 =<R2,E2,C2, P2 
>. If and only if R1 = R2 and E1 = E2 and C1 = C2 and P1 = 
P2,then T1 and T2 are equivalent, in symbols:  
T1 = T2  R1 = R2 andE1 = E2 and C1 = C2 and P1 = P2  
Definition 3 If a trust relationship can not be derived from 
other existing trust relationships, the trust relationship is a 
primitive trust relationship.  
Definition 4 If a trust relationship can be derived from other 
existing trust relation-ships, the trust relationship is a derived 
trust relationship.  
 
Note: Trust relationships are predefined in information systems. 
A derived trust relationship is always related to one or more 
other trust relationships. For an independent trust relationship, 
it is meaningless to judge it as a derived trust relationship or 
not. Proposition 1 If a derived trust relationship exists, there is 
information redundancy. Proof. When the derived trust 
relationship is moved out of the system, the information of the 
derived trust relationship has not been lost. The derived trust 
relationship can be built when it is necessary. From the view 
point of information, there is redundancy. A DMC-redundant 
trust relationship may have multiple alternate trust 
relationships with different sets of non-redundant conditions. 
 
 
4. TRUST RELATIONSHIPS 
 
In this section, we make up two scenarios for discussing trust 
relationships in the real world. We hope that these examples 
can be helpful in understanding the definition of trust 
relationship and mathematical properties of trust relationships 
expressed in section 2and section3.  
 
Scenario 1: When people want to change their names, they 
need to apply to a spe-cific organization (In Australia, the 
organization is the Registry of Birth Deaths & Mar-riages). 
The officers in the organization and the requesters are involved 
in this scenario. 
 
Scenario 2: An online e-commerce service is called FlightServ 
which can provide flight booking and travel deals. FlightServ 
is designed based on the new technologies of web services. 
FlightServ connects with customers, airlines, hotels and credit 
card services (some of them maybe web services). The whole 
system could be very complicated, but we only consider some 
of trust relationships in the system. In the system, customers 
are classified into normal flyers and frequent flyers. Originally, 
some trust relationships are modeled as:  
TS2-1 Airlines trust normal flyers if they have address details 
& confirmed credit card information that normal flyers can 
make their airline bookings.  
TS2-2 Airlines trust frequent flyers with no condition that 
frequent flyers can make their airline bookings.  

TS2-3 Hotels trust normal flyers if they have address details & 
confirmed credit card information that normal flyers can make 
their hotels booking.  
TS2-4 Hotels trust frequent fllyers if they have address details 
& confirmed credit card information that frequent flyers can 
make their hotels booking.  
TS2-5 Credit card services are trusted by all possible entities 
without any condition that the credit card services will give the 
correct evaluation of credit card information.  
TS2-6 Credit card services are trusted by all possible entities 
without any condition that the credit card services will keep the 
privacy of credit card information.  
 
For the above trust relationships in the system, based on 
definitions and operations in section 3, we have the following 
analysis:  
(1) All above trust relationships are primitive.  

Using the Operation 3A, trust relationships TS2-3 and 
TS2-4 can be merged to a new trust relationship TS2-
(3)(4): “Hotels trust customers if they have address details 
& confirmed credit card information that customers can 
make their hotels booking”. If TS2-(3)(4) has been 
defined in the system, TS2-3 and TS2-4 becomes DLE-
redundant trust relationships and will be removed out of 
the system.  

(2) Using the Operation 1B, trust relationships TS2-5 and 
TS2-6 can be merged to a new trust relationship TS2-
(5)(6): “Credit card services are trusted by all possible 
entities without any condition that the credit card 
services will give the correct evaluation of credit card 
information & the credit card services will keep the 
privacy of credit card information”. If TS2-(5)(6) has 
been defined in the system, TS2-5 and TS2-6 becomes 
DLP-redundant trust relationships and will be removed 
out of the system.  

 
Obviously, the definition of trust relationship in section 2 and 
the mathematical properties of trust relationships in section 3 
provide terminologies and helpful tools in the analysis of the 
two scenarios. In the analysis of the two scenarios, we only 
employ some definitions, propositions and operations 
expressed in section 3. We hope that these examples can 
provide a general picture for the usage of the definitions, 
propositions and operations. In these two scenarios, we only 
choose some trust relationships as examples and there are more 
trust relationships. The systematic methodologies and 
strategies for modeling trust relationships are beyond the scope 
of this paper as well and will be discussed elsewhere. 
 
 
5. CONCLUSIONS 
 
The definition of the trust relationship provided in this paper 
has a strict mathematical structure and broad expressive power. 
The definition is suitable for any computing purpose. The 
mathematical properties of trust relationships are shown in a 
series of definitions, propositions and operations. We believe 
that these definitions and mathematical properties of trust 
relationships provide useful tools for enabling the analysis, 
design and implementation of trust in distributed environments. 
This research only provides a starting point for the analysis and 
design of trust relationships in distributed information systems. 
How to model trust relationships in distributed information 
systems and how to merge the trust relationships into the over-
all distributed information systems provides lots of challenges 
for further research. We believe that our definition of trust 
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relationship and the associated mathematical proper-ties 
described in section 3 could be used as helpful tools to model 
the trust relationships. The definitions and operations in section 
3 provide some starting points and tools for the analysis and 
design of the trust relationships in a system. We are currently 
working on using the proposed definition of trust relationship 
and mathematical properties of trust relationships to develop a 
methodology for modeling trust in distributed systems. This 
involves several stages such as extracting trust requirements in 
system, identifying possible trust relationships from trust 
requirements, choosing the whole set of trust relationships 
from possible trust relationships and implementing and 
maintaining trust relationships in systems. We will describe 
them in details in a separate paper. 
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ABSTRACT 
 

A very important reason of hostility attack flooding in internet 
is that there is little traceability mechanism. In most cases the 
person who have behave maliciously will not be found and to 
be punished, so the network attack is coming in thick and 
fast.The traceability technology is very important to improve 
the network security. If the attacker is easy to be found, the 
insecurity will prevent him from attacking network to a certain 
degree. For example, there is few DDoS attack in PSTN 
because its traceability mechanism. The key technology is to 
realize the physical location of attacker and traceability on 
different layer. This paper introduces some methods of 
traceability and discussed the implementation of traceability 
scheme. 
 
Keywords: Switch User-Identification DHCP PPPoE VLAN 
 
 
1. INTRODUCTION 
 
IP network is generated for military affairs and research, 
which is aimed to unreliable transmitting path and to realize 
end to end packet transmitting. The application of the packet 
switch network is nonprofit. Based on it, some eidos, just as 
simple, open, end-to-end transparent character, 
user-self-discipline, fairness, are the core character of packet 
switch network. 
 
On one hand, because of these eidos, the network has spread 
all of the world and applied widely .But because of these eidos 
at the other hand, it is negative for network security. Even to 
be said, the security challenge of current IP network is leaded 
by these eidos  
 
The IP network is for research at the beginning, so the user is 
reliable to each other. The design of network security 
guarantee is based on user-self-discipline. The main task of IP 
network is to improve performance and work in new 
application and not is the security. Because presuming the user 
is reliable, there is not any check scheme in network or 
protocol design. No authentication, no traceability, no award 
and no punishment. When the IP network is extended to be 
internet, and used for business, the user is not reliable, so the 
network security becomes a great problem. 
 
A very important reason of hostility attack flooding in internet 
is that there is little Traceability mechanism. In most cases the 
person who has behaved maliciously will not be found and to 
be punished, so the network attack is coming in thick and fast. 
The traceability technology is very important to improve the 
network security. If the attacker is easy to be found, the 
insecurity will prevent him from attacking network to a certain 
degree. For example, there is few DDoS attack in PSTN 
because its traceability mechanism. The key technology is to 
realize the physical location of attacker and traceability on 
different layer. 
 

 
So the methods to implement user- identification and 
traceability are very important to the high speed IP switch 
network. Some methods of traceability are in dire need to get 
user information.  
 
The section2 will introduce some methods of traceability. The 
implementation is discussed in section 3.Section 4 is the 
conclusion of this paper. 
 
 
2. METHODS Of USER IDENTIFICATION  
 
On the development of broadband network, there are some 
traceability methods such as DHCP Option82, VBAS, 
PPPoE+, Stack VLAN. In the main, when the user logins in 
the system, the DSLAM report the user physical information 
to BRAS according to the pre-determined. protocol format.  
 
DHCP option82 is a method to implement user identification 
and traceability by adding special user-identification field in 
the DHCP packet via DHCP agent. PPPoE+ is the 
abbreviation of PPPoE Intermediate agent. The method is put 
forward in DSL forum firstly. It is defined just as RFC 3046. 
The two methods is the supplement of original protocol and 
can be conveniently implemented to realize bind of user name, 
IP address, user port. It can improve user management to mark 
user but not mark service.  
 
Beside of these methods, VLAN(stacking VLAN), VBAS, 
VMAC are the often-used methods to implement traceability.  
 
2.1 PPPoE Plus 
PPPoE+ is recommended by DSL forum as a solution to 
DSLAM user- identification and traceability aimed to standard 
PPPoE protocol. The core thought is to extend the PPPoE 
protocol, use the “Tag Type” field to mark user’s physical port 
information, which is ignored in standard PPPoE protocol. 
The PPPoE+ is easy to implemented .Only by upgrading 
software, can implement it and can protect current device 
investment. 
 
For the PPPoE discovery packet, there is one or more Tag in 
the payload. The Tag type field in PPPoE is not defined in 
detail as in PPP. So it can be used in PPPoE+.The format of 
the tag type is like the Table 1: 
 

Table 1.Tag of PPPoE 
type lenth 

data 

 
Fig.1 is the PPPoE+ protocol. On the PPPoE discovery stage, 
when host send unicast request to server(PADR packet),it add 
line ID information to PADRpacket by fill Tag Type fiel



DCABES 2007 PROCEEDINGS 559

 

 
Fig.1. PPPoE+ Protocol 

 
2.2 DHCP OPTION82 
DHCP Option82(RFC3046) is recommended by DSL forum, 
which is aimed to DHCP+WEB authentication way to 
implement traceability. The main problem of DHCP 
authentication is to assure DCHP access security. On the 
DHCP setup stage, DSLAM insert the user physical port 
information to DHCP discovery message and transmit it to 
BRAS.DHCP option82 is a the supplement of original 
protocol based on DHCP. The access node (DSLAM) captures 
the DHCP protocol packets on both upstream and downstream 
direction as a layer2 DHCP relay agent. DHCP option82 
inserts the user port information to Option82 field in upstream 
direction and peels off it in downstream direction. DHCP 
server implement IP designate policy or other policy by 
recognizing the Option82 filed. 
Figure2 is DHCP Option82 protocol. 
 

 
Fig.2. DHCP Option82 Protocol. 

 
2.3. VLAN Stacking 
In fact, for packet switch network device like IP DSLAM, the 
basal user-identification and traceability method is to assign 
different VLAN ID to different user. As long as every user has 
a exclusive VLAN ID, the user-identification and traceability 
is easy to be done. But the limit of VLAN ID limits the 
methods at the same. When the user amount of a BRAS port is 
exceed 4096, it is impossible to mark user by VLAN 
ID.VLAN stacking can extend VLAN, support 4096*4096 
VLAN ID. The amount is so big to assure every user has a 
exclusive VLAN ID. DSLAM , LAN switch and MSTP device 
add internal VLAN tag for user and converge switch which 
connect to BRAS use VLAN stacking, and add an external 
VLAN ID to different DSLAM device,LAN switch or MSTP 
device. 
 
2.4 VBAS  
VBAS is not a BAS device, but only a protocol standard. It 

defines a method to exchange broadband user access port 
information between BRAS and IP DSLAM. When the user 
logins in the system to authentication, VBAS add a exchange 
process between BRAS and DSLAM to request user 
identification. When PPPoE authentication is used, the MAC 
address will be known by BAS. It is not sufficient for MAC 
address to mark a user because the MAC can be changed. For 
IP DSLAM, since it is Ethernet switch, it is easy to get ADSL 
port information by fdb, so BAS can get the user identification 
by request DSLAM. The figure3 is the protocol:  
 

 
Fig.3. VBAS Protocol 

 
2.5 VMAC 
The main principle of VMAC is to transfer the MAC in 
Ethernet packet to a virtual MAC address and exchange user 
information between DSLAM and BRAS by virtual MAC 
address. The VMAC only exist between DSLAM and BRAS 
and have not influence on layer2 protocol and multicast 
protocol. VMAC transfer the source MAC address of 
upstream frame to be a frame whose source address is a 
VMAC. The VMAC brings the port information to BAS and 
RADIUS. On the downstream direction, VMAC transfer the 
virtual destination MAC address to original MAC address. 
From these steps, we can see that the RADIUS can get user 
information by the VMAC and can traceability easily.   
 
 
3. IMPLEMENT SCHEME 
 
The current IP DSLAM is the master-slave device, which is 
composed of core card which is responsible for core switch 
and the service card(line card), which is responsible for 
service access. The main structure is like Figure 4:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.4. IP DSLAM Structure 
 
It is obviously that it can not support user-identification and 
traceability function efficiently only by core card, core card 
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and service card must collaborative work to realize these 
methods. The scheme is like these: 

 Service card must set filter rule to trap the special packet 
to CPU, such as PPPoE packet and DHCP packet. 

 When service card received the authentication packet, it 
put it to buffer for future process instead of sending it to 
core card. 

 Edit a special packet to core card, which include the user 
MAC address, slot ID, and port ID. 

 Send the authentication packet which have been  put to 
buffer to core card ； 

 Core card receive the special packet and trap it to CPU. 
 Core card parse the packet and extract the information to 

maintain the CPU address table. 
 Core card to do the user-identification and traceability 

process as described in section2 (DHCP Option82, 
PPPoE+ or VBAS,VMAC). 

 The processed packet is sent to upstream device 
(BRAS/RADIUS) to finish the authentication process. 
Table 2 is the format of the special packet. 
 

Table 2. special packet between core card and service 
card 

Destination 
MAC 

Source 
MAC  

Protocol 
type 

payload 

6 bytes 6bytes 2 bytes 8 bytes 
 
Destination MAC(６bytes）：MAC address of core card； 
Souce MAC (6 bytes):MAC address of service card. 
Protocol type(6 bytes): a fixed value 
Payload(8bytes): the user MAC 
address(6tytes)+slot(1byte)+port(1byte) 
 
 
4. CONCLUSIONS  
 
Broadband user-identification and traceability is a important 
question in high speed packet switch network. The technology 
is not applied for ADSL ,but also for LAN and VDSL. Now 
the telecommunication service provider Appreciate different 
kinds of user-identification and traceability methods and test 
access device for several times. It is a hot question of 
broadband network security. On the conclusion the final 
method will be the stacking VLAN to solve the problem ,but 
the other methods is now more practical to protect the current 
device investment. 
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ABSTRACT 
 

With the development of application systems, the burden on the 
single authentication server becomes heavier than ever before 
and the security of the system becomes worse. Distributed 
authentication can not only deal with this problem, but also 
assemble the existing application systems. In order to assemble 
the existing multi-authentication systems and achieve Single 
Sign-On (SSO) on them, it’s necessary to combine the 
distributed authentication and SSO technology. This article has 
improved a cross-domain SSO system based on distributed 
authentication. 
 
Keywords: Distributed Authentication, Single Sign-On 
(SSO), SAML, Cross-Domain, Web Service 
 
 
1. INTRODUCTION 
 
Authentication plays an important role in the requirements of 
information security. The traditional system based on single 
identity authentication server has advantages of low design and 
administration cost. However with the rapid development of 
information technology, application systems become more and 
more complex, the burden on the single identity authentication 
server becomes heavier, and the system’s security becomes 
worse. Once the authentication server was attacked, the entire 
system would be collapsed. Distributed authentication server 
system consists of a number of authentication servers which 
work together to complete the whole authentication task, and 
improve the performance and security of the authentication 
system [1]. 
 
 
2. AUTHENTICATION AND DISTRIBUTED 

AUTHENTICATION1 
 
Encryption and authentication are two key technologies to 
achieve information security. Authentication technology is 
mainly for information certification, confirming the identity of 
senders, preventing invaders from faking legal status, and 
verifying the integrity of the information, which means the 
information isn’t altered in the process of transmission and 
store. Authentication is also known as the identification 
technology which is an important technology preventing illegal 
persons from attacking the system. Certification includes two 
main aspects: 
 
1) Entity certification: verifying whether the sender of the 

information is true and preventing impersonation, 
including the authentication and identification on the 
receiving party and sending party of the message. 
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Intranet”(MZY00005), Sponsored by the Fund of Natural Science, 
The State Ethnic Affairs Commission of PR China 
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2) Message certification: verifying the integrity of the 
message, validating the data isn’t altered, replaced or 
delayed in the process of transmission and store.  

 
Authentication technology mainly includes two aspects, 
information and identity authentication. Information 
authentication ensures the integrity and undeniable feature of 
the information (the undeniable feature means user can’t deny 
his behavior later). Identity authentication is to verify the 
identity of the user, limit illegal access to network resources. 
Common identity authentication technologies include password, 
PKI, Kerberos and so on. 
 
There are many security risks in the single authentication server. 
In a distributed authentication mechanism the process of 
authentication which is different from that of single 
authentication is carried out not only by single authentication 
server, but a number of cooperative servers. 
 
There are two or more authentication servers in the distributed 
authentication architecture. These servers may be in the same 
domain or may belong to different domains and may have 
different product architecture. The authentication servers 
through standard communication protocols exchange 
authentication information and achieve a higher level SSO. 
 

 
Fig. 1.Distributed authentication system 

 
Fig.1 is a common distributed authentication architecture. A 
user has signed on the authentication system I when he wanted 
to visit the application system A in domain I (①,②). He got a 
related key(③). When he wants to visit application system D in 
domain II later (④), the authentication system II in domain II 
should identify the user’s identity and authority by the user’s 
key got in Domain I(⑤). 
 
 
3. OVERVIEW OF SINGLE SIGN-ON 
 
Single Sign-On (SSO) assembles management of users’ 
information for all unified application systems in order to 
achieve unified identity authentication. Once the user has 
signed on an authentication server, he can access all the needed 
application systems. 
 
In common SSO model a single authentication server serves 
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several application systems. A trusted platform is built for the 
application servers. Users need to sign on just for one time and 
then could visit all the mutual trusted application servers 
seamlessly. The security of this module is good and visit 
among servers of different domains can be achieved. But this 
model isn’t suitable for complicated multi-authentication 
systems. A model of cross-domain SSO based on distributed 
authentication system is proposed in this paper. The 
combination of distributed authentication system and SSO can 
deal with the complex cross-domain SSO and assemble the 
existing SSO systems, lighten the burden on single 
authentication server. 
 
Generally speaking, there are two forms of SSO: SSO based on 
ticket and SSO based on Web Service. 
 
3.1 Distributed Authentication SSO Based on Ticket 
The principle of authentication model based on ticket lies in 
that the server sends the ticket to legitimate users. Traditional 
application of this model is Kerberos system. The key to realize 
distributed authentication system based on Kerberos is to 
establish an authentication mechanism among the domains. A 
specific method is that each pair of interpretational Kerberos 
servers shares one secret key and registers mutually. 
 
But the expense of Kerberos system under B/S architecture is 
too high. It’s required that all the J2EE application systems and 
authentication servers to be designed according to Kerberos 
architecture. Further more ticket distributors are to be installed 
and maintained. What’s more, the expansibility of this model of 
multi-domain is not good. The number of times of interaction 
of the secure secret keys will increase rapidly while the number 
of domains is increasing. If there are N domains, the secure 
secret keys must be interacted N(N-1)/2 times [2]. 
 
3.2 Distributed Authentication SSO Based on Web Service 
Authentication model based on Web Service uses a Web 
Service as a portal, verifying the identity of all the applications. 
A user has only one user name and password. The key to 
achieve distributed authentication is to establish trusted 
mechanism among multiple Web Services. Commonly used 
Web Services include WebLogic, Apache, and Tomcat. 
 
2.3 Cross-Domain SSO 
With the increase of applications, application servers may 
belong to the same domain or different domains. Cross-domain 
is necessary for the implementation of SSO. The common 
model of cross-domain SSO consists of a single SSO 
authentication server and multiple application servers which 
belong to different domains. Authentication server can be 
located in a domain which any one of application servers 
belongs to. Application servers in different domains need to 
establish a trusted platform so that a user can visit the 
application systems seamlessly after he signed on. 
 
In fact the situation is that the existing systems have their own 
authentications, how to assemble these systems and implement 
SSO? The key is to establish a distributed authentication 
structure from these authentication systems which are in 
different domains. Research and implementation of such 
structure are given below. 
 
 
4. THE IMPLEMENTATION OF A 

DISTRIBUTED AUTHENTICATION SSO 
SYSTEM BASED ON SAML 

Security Assertion Marking Language (SAML) as a description 
language based on XML is good for cross-domain [3]. SAML 
provides only standard authentication and authorization 
decision-making mechanism. There are no common rules about 
how to authenticate and authorize. SAML has multiple flexible 
interfaces for expansibility. As the security feature SAML takes 
some secure policies to cope with common attacking measures, 
such as Artifact theft, denial of service attacks, eavesdropping, 
tampering with the news, replay attacks, middleman attacks 
and so on. At present, the open standard SAML 2.0 has 
provided an entire cross-domain framework for SSO and secure 
authentication in Web module. 
  
4.1 Research and Implementation of Cross-Domain SSO 
Based on Distributed Authentication  
In order to bring about cross-domain SSO a big trusted 
platform of secure domains from different DNS is established. 
The secure domains located in this trusted platform use secret 
keys to establish trust relationship. Each secure domain has its 
own authentication server and several application servers. A 
user owns a corresponding identity in his own domain, but 
must have a unified identity in federation environment. This 
identity is called federation identity, which can be identified by 
each cooperative domain. 
 
A SAML authentication agent module is added, which is 
responsible for verifying the requests of assertion carried by 
users in current domain. The model judges and deals with the 
requests of assertion carried by users in other domains, then 
sends them to the authentication system of their own domain 
for certification. This module can distinguish the assertions 
whether from the current domain or from other domains, 
achieve SSO in current domain, avoid sending all the requests 
to authentication system, and lighten the burden on 
authentication system. 
 
The main idea of the module lies in the following: an identity 
federation module is established in each domain, the 
authentication policy mechanism is based on federation, the 
SAML assertions can be transferred among domains which 
have established the trusted mechanism, including identity and 
authorization. The Web Service responsible for authentication 
is WebLogic 8.0.   
 
The system includes the following components: 
1) Authentication system for identity: SSO Authentication 

Module for Identity (SSOAMI), Authentication and 
Authorization Module (AAM), Identity Federation 
Module (IFM), Storage Module for User Information 
(SMUI). 

2) Web application system: Sign-On Control and 
Authorization Module (SOCAM), SAML Authentication 
Agent Module (SAAM). 

3) Storage system for user information: Database Server. 
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Fig.2. Cross-domain SSO based on distributed authentication 

 
SOCAM: Sign-On Control and Authentication Module 
SAAM: SAML Authentication Agent Module 
SSOAMI: Single Sign-On Authentication Module for Identigy 
AAM: Authentication and Authorization Module 
SMUI: Storage Module for User Information 
IFM: Identity Federation Module 
 
4.2 SSO Process Based on Distributed Authentication 
1) The user signs on initially in current domain 
a. The user visits the Web page of application system I. The 

request is intercepted by SOCAM. 
b. SOCAM judges whether the user has signed on or not, 

sends a sign-on Web page to the user if he hasn’t signed on. 
c. Authentication information sending by the user is intercepted 

by SSOAMI which sends the request to AAM. 
d. AAM verifies user’s identity by the database information and 

sends the result to SSOAMI. 
e. SSOAMI judges the result, redirects the initial application 

Web page with assertion to the user if the authentication  
succeeded. 

h. Application system I verifies the validity of the assertion (f, 
g), responds to the requested page of the user if succeeded. 

2) The user has signed on in current domain  
f. The user visits the Web page of application system I. The 

request is intercepted by SOCAM. The module sends the 
authentication assertion to SAAM after it has confirmed the 
user has signed on already. 

g. SAAM verifies the validity of the assertion, sends the result 
to SOCAM. 

h. If the result implies the authentication is successful, the user 
can visit the Web page. 

3) The user has signed on in other domains  
i. The user in domain A wants to visit the Web page of 

application III in domain B. 
j. The request is intercepted by SOCAM. The module sends the 

authentication assertion to SAAM after it has confirmed the 
user has signed on. 

k. SAAM verifies the validity of the assertion. After verifying 
SAAM knows the user is from authentication system I in 
domain A and sends the assertion to IFM in domain B. 

l. IFM in domain B sends the assertion to SSOAMI of 
authentication system I for certification. If the authentication 
is succeeded, IFM in domain B inquiries the attributes of 
users in domain B. If there is a user in domain B who has the 
same attributes as the current user in domain A has, the latter 
obtains the same assertion as the former. Conversely the 
latter can obtain an assertion of identity of an anonymous 
user in domain B. The initial application Web page the user 

wants to visit will be redirected to the user along with an 
assertion of successful authentication. 
m. Application III judges the validity of the assertion and 
responds to the requested Web page if the assertion is valid. 

 
 
5. CONCLUSIONS 
 
The combination of distributed authentication and SSO 
technology can deal with the problem of multi-authentication 
system on cross-domain SSO, achieve sharing resources, and 
lighten the burden on authentication system. The key of 
distributed authentication system is security. SAML is a secure 
descriptive language based on XML, and well suit for 
cross-domain. A cross-domain SSO mechanism is implemented 
on distributed authentication system based on SAML and 
identity federation in this paper. 
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ABSTRACT 
 

On account of the current problem of application localization in 
micro-environment which is based on Privilege Management 
Infrastructure. This paper provides an authorization model 
named AAT which adapt to distributed application 
environment, and explains how to establish credential chain 
with maintenance at the same time, and then illustrates the 
credential issuing mechanism based on the credential chain. In 
the end, the paper gives a simulation for the model and the 
result shows its better practicability. 
 
Keywords: Attribute Authority, Application, Credential Chain, 
Attribute Certificate 
 
 
1. INTRODUCTION 
 
At present, PMI (Privilege Management Infrastructure) has 
been put to use in E-government successfully, but there is more 
obstacle when it is carried into execution for common 
applications such as E-commerce. Although many company 
engineers throw themselves into the research of PKI/PMI and 
indeed they have implemented some applications, the 
ubiquitous problem is that most of the applications can only 
work in microenvironment but can not communicate each other 
securely. 
 
The “YiZhengTong” technology scheme is pushed in China 
nowadays, but it is limited in expression of user’s privilege 
information and hardly achieves safe communication among 
different applications[1], so the role of attribute authority in 
PMI can’t be fully acted by CA. This paper just about aim at 
the safe communication among different applications which 
have been successfully applied in microenvironment and 
provides an authorization model named AAT based on the 
privilege management infrastructure. It presents the method of 
establishing and maintenance of the credential chain, and 
provides a useful scenario for distributed applications such as 
E-commerce. 
 
 
2. AA AND APPLICATION 
 
AA（Attribute Authority）is the pivotal role in PMI, and it 
affords applications’ security via issuing and managing 
AC(attribute certificate), so it is trustee for applications’ 
security problem. Strictly speaking, AA must completely 
comprehend the demands of security and access controlling of 
the applications which it answers for, and sometimes the 
securer of AA comes from inner application environment[2]. 
 
As a rule, one AA takes charge of one or several applications 
simultaneously, and one application’s security is controlled by 
one or a few AAs, the relation shows in Fig.1. If an AA works 
for a few applications, it is essential that there is few sensitive 
content among the applications, otherwise there maybe 
engender a strict security problem because of AA securer’s 
oversight. A number of applications may need several AAs 

work for it, because such application is duty-apart and often 
need some attribute certificates which are interrelated. For 
example, one application need two different AAs issuing 
ACs(attribute certificates) for it, but it can’t be played by only 
one AA because of the AA securer’s morality. Generally, one 
application only needs one AA acted as its security trustee. 
 

 
Fig.1. Relation between AA and application 

 
There is a great demand of communication among different 
applications, such as the following case of E-commerce: a user 
in a company who has legal bank accounts (expressed with AC) 
can receive a discount when he makes a purchase order at an 
online shop which possesses a business license (expressed with 
AC), namely it is inevitable that the bank’s application and 
shop’s application will communicate each other. However, the 
shop doesn’t always know the user’s authenticity before the 
order is made, and the user doesn’t know the shop’s reliability, 
so it is essential for them to make a trust chain. The following 
passage will illustrate a trust chain model named AAT and 
describe how to establish accreditation. 
 
 
3. CREDENTIAL CHAIN MODEL OF AA  
 
3.1 Signification of Credential Chain 
The types and amount of applications grow rapidly along with 
time goes on, when a new application is produced, sometimes 
the security is considered firstly. To avoid implementing the 
security module repeatedly for such application, we can adopt 
PKI/PMI scheme which is the security standard on Internet. As 
we known, a new application’s security problem can be 
relegated to a believable third part AA, but if the AA securer 
does not know all details of the application or even can not 
know it as soon as quickly, how does the application realize its 
security? 
 
As a matter of fact, in any application environment, there must 
be a organization such as some supervisors or securers which 
understand every security demand and know how to divide 
company staff into several different roles each of which should 
have a certain privilege, so it can act as the role of AA. Such 
AA only works in a microenvironment just for the application 
before it establish another trust relationship. For example, 
application 1 environment has its own AA(assume AA1) 
working for it, and another application 2 environment has its 
own AA(assume AA2) too; one day, there is a requirement that 
application 2 invite a certain role user from application 1 
environment to have a discussion in application 2 environment. 
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Obviously application 2 doesn’t assure whether a user from 
application 1 environment is just the proper user or not. At the 
time, they can solve this problem via an AC which can prove 
the user’s role in application 1 environment, certainly it is just 
AA1 can do it. But how does AA1 know why or when to create 
an AC for the user? Perhaps there is only one probability that 
application 2 let AA1 know its desire. As a rule, AA1 does not 
know or even not believe application 2 but AA2, so only AA2 
can do such job, it will tell AA1 what to do someway. We 
define such process as trust chain or credential chain, with 
example in Fig.2. 

 
Fig.2. Credential chain 

 
The bold line between AA1 and AA2 denotes the trust chain, it 
is mainly made up of four factors as follow:  
formula 1:  Trust_Chain =(source，target，value，session)         
The source denotes the subject of trust chain, target denotes the 
object, value indicates the accreditation degree, and session 
includes some negotiating channels. With an idealized 
consideration, if AA2 believe AA1 completely, AA1 will fully 
believe AA2. The current theory and application about PMI are 
based upon it. However, the trust about two unfamiliar domains 
often doesn’t reach a hundred percent. This is the primary 
reason of PMI applications localized in a microenvironment. 
 
3.2 Means to Establish Credential Chain 
This paper provides an integrated method of “bottom-to-top” 
and “top-to-bottom”, for security of distributed environment 
applications, so as to form a larger believable domain. 
 
The means of “top-to-bottom” similar to administration 
management, firstly an attribute authority named SOA will 
come into being, and later other AA who completely believe 
SOA will come from it, and even there can be more AA 
produced by its mother AA. These AAs build a 
trust-relationship tree shown in Fig.3, every AA take charge of 
one or two applications’ access control. SOA is the root, and its 
son AA can be treated as its especial application, other AA 
works alike. Generally speaking, a son AA’s privilege will be 
less than its mother AA and the son will believe its mother 
wholly, at the same time, the mother believe her son at the 
same accreditation degree. For example, a company is made up 
of a few subsidiary company, their parted applications maybe 
need to conform like real life. 

  
 
Fig.3. “Top-to-bottom”        Fig.4. “Bottom-to-top” 

The means of “top-to-bottom” suit to principal and subordinate 
logic relation environment, but not adapt to equal logic relation 
environment. So another method “bottom-to-top” will work for 
the latter. When two unfamiliar applications want to have a 
secure communication through their own third party AA, it is 
essential that the two third party AA create their own credential 
chain like the section 3.1. We call it “bottom-to-top” with an 
example of Fig.4. 
 
There are three basic already existed applications environment 
whose SOA are SOA1, SOA2, SOA3 respectively. All of the 
thin line show the complete accreditation which is usually 
created beforehand through the means of “top-to-bottom”, and 
all of the bold line denote the credential chains which are 
created through the means of “bottom-to-top”. As a rule, the 
former usually adapt to complete trust environment and the 
latter usually adapt to not complete trust environment. The 
latter case can happen randomly in the whole environment. So 
the AA credential chain topology will be very complicated. But 
if there are some controlling measures when a trust chain is 
established, the trust chain topology can be kept as a tree such 
as e-government, such topology is similar to CA topology. 
However numerous applications is more complex than 
e-government, when many new applications appear, the 
topology will vary rapidly. 
 
3.3 Attribute Authority Topology 
Because of the complexity of practical applications, we can 
hardly find the efficient measure to keep AA credential as a 
tree so as to hold a simple hiberarchy, what’s more, even 
though we can do it, there will be more and more limits in 
applications. So we should not control the number of AA’s 
credential chain or the level that AA belongs to, and so on. We 
should let it wholly meet the real life demand. And then AA 
topology can evolve from a tree to a net, for instance as shown 
in Fig.5. Apparently, SOA1, SOA2, SOA3, SOA4 denote four 
already existed applications environment, they can work 
normally at their own environment, each of them may be 
established through means of “top-to-bottom” or 
“bottom-to-top”. 
 
On the other hand, the credential chain shown in the front is too 
idealized. Actually, the value of credential chain can’t reach a 
hundred percent and the chain often shows dissymmetrical. 
That is to say, A completely believe B, but perhaps B not 
completely or even completely not believe A, Furthermore, as 
time goes on, the degree of A believing B maybe descend. This 
is more frequent in distributed environment. So this paper use 
thick broken line with arrowhead to express such incomplete 
and dissymmetrical trust chain, and call such credential chain 
topology AAT(Attribute Authority Topology), for example 
with Fig.6. 

 
 

Fig.5. Tree-net shape topology  Fig.6. Attribute Authority Topology 
 

A thin line expresses the complete accreditation with each other, 
it is idealized and  explicit in a microenvironment, once 
created, it will keep itself for long. So it is easy to establish and 



Research of Credential Chain Based on Attribute Authority 566 

maintain. A thick broken line with arrowhead express the 
unilateral and incomplete trust chain, but such trust chain 
usually change to another one in a little while. So we can find 
out In Fig.6 that, SOA4 directly believes SOA1 to some extent 
but SOA1 completely doesn’t believe SOA4, SOA3 and SOA1 
directly believe each other while the degree not always is the 
same. 
 
In order to describe the dissymmetrical trust chain, a vector for 
the value of trust chain is introduced into this paper. It can 
easily indicate the variable AA topology. Assumed that AAi’s 
trust value vector is Ci, it is expressed as formula 2. 
 
Formula2: Ci=（Ci1,Ci2,...,Cij,…,Cin）   0≤Cij≤1,1≤j≤n    
 
Cij denotes the value of AAi believing AAj, apparently, Cii=1. 
If Cij=1, it says that AAi completely believe AAj; and if Cij=0, 
that denotes AAi completely doesn’t believe AAj, otherwise if 
0<Cij<1, it shows AAi doesn’t completely believe AAj and the 
value is larger, AAj will be more worthy of confidence. 
 
The algorithm of this trust chain value is pivotal in AAT. 
Along with the development of technology, an intelligent study 
module can be designed to calculate and update the vector. On 
the other hand, we can consider two factors including the 
current AA topology and the AA securer. The trust chain value 
can be calculated as formula 3. 
Definition 1: Si={k | AAi directly believe AAk, that is, there is 
an edge <AAi,AAk>}. 

formula 3:  Cij= ∑
∈

××+×
Sik

Ckj)(Cik
||

1Wi)-(1Wij)E(i,
Si

 

In formula 3, E(i,j) denotes the evaluated value of subject AAi 
for object AAj, it can be fixed by the securer through some 
means. Wi denotes the coefficient of such factor, |Si| denotes 
the element number of set Si, Cik×Ckj denotes the product of 
two trust chain value, and AAi directly believe AAk. E(i,j) and 
Cik×Ckj are variable, so Cij is variable. The communication 
among different applications will base on their AA’s trust chain, 
if the value is too little, the communication will fail. That is to 
say, this model correlates communication with their credit 
standing. For example, if a website of E-commerce lose credit 
to users, it will become isolated from other AA for that, soon 
all users in the whole secure domain will not believe the 
website once more. 
 
In a general way, if AAi has never communicated with AAj, 
the trust chain is null or keeps initial state with Cij=0. When 
two unfamiliar domains want to communicate, they will 
establish trust chain in virtue of the existed AA topology. When 
they have finished communication, they can keep their trust 
chain or let it descend along with time goes on. Any adjustment 
on trust chain maybe influence other trust chains, especially for 
the prestigious AA. The adjustment by a prestigious AA can 
bring snowball-rolling effect. So the interval of two times 
adjustment could neither be too short nor be too long. If too 
short, the cost of system resources can’t be neglected; and if 
too long, there will be a hidden security trouble, that is, many 
innocent users may be cheated by a certain application which 
loses its credit for a long time. The author make an eclectic 
conclusion with eight seconds in simulation, and the result 
indicates that, when one AA loses its credit, eighty percent of 
all AA entities descend the value for it in two seconds, and 
others will react between two seconds and six seconds.  
 
The establishment and dynamic updating can change the AA 
topology at any moment. If two domains break the trust chain 

drastically, they come back to their initial state. And if most 
domains break the trust chain drastically, they come back to the 
whole environment initial state. In addition, one AA may be 
revoked or removed from the application environment, it can 
also change the AA topology. All of these will lead to a new 
conformity, since it is complicated, it must evolve into a new 
topology that is more practical and close to real life. 
 
3.4 Issue and Use of AC Based on AAT 
Here we can use the example of section 3.1, supposing that the 
credential chain is established beforehand shown in Fig.7. That 
is to say, the certain role user from application 1 must get an 
AC that can prove his especial role and then the accessing to 
application 2 can be successful. There are two issuing AC 
manners as follows: 

 
Fig.7. AC issue manners 

 
(1) commission issue, This is an indirect manner that AA2 

trusts AA1 with issuing the certificate. As a result of AA1 
completely knows every one in the application 1 
environment but AA2 not, and AA2 establish a credential 
chain with AA1, it can create an AC for AA1 and then 
AA1 may use it to create another AC for the application 1 
users. So here AA1 is an especial application for the AA1. 
When the user put forward the AC to application 2, the 
certificate can be verified. When it was accepted the 
discussion will be done.  

 
(2) direct issue, this is an direct manner for AA2 to issue AC, 

firstly the role user should get an AC which can prove his 
role from AA1(this step perhaps has been done before)，
and then the user put forward the certificate to AA2 and 
apply a new AC for the discussion. Since AA2 believe 
AA1 to some extent, so it can accept the certificate and 
create a new AC for the user to let him join their 
discussion even AA2 know little about the user.  

 
The two manners also accord with two AA when their trust 
chain is indirect (there are some other AA connecting them), 
the difference is just the length of credential chain in AC.  The 
first manner can avoid system bottleneck on AA2 because of 
the AC issue, however it will increase the time of AC verifying 
because of the credential chain. The second manner can make 
the AC verifying and managing more simple, but the creation 
of AC is more complicated than the former and easily result in 
bottleneck. 
 
 
4. SIMULATION 
 
In the interest of security and usability of AAT model, a test 
and simulation was designed as follows: create 100 random AA, 
and initialize some credential chain whose value stored in an 
array C[100][100], the default is 0, and set C[i][j] calculated 
again every other eight seconds in the program, in addition, let 
Wi=0 in the formula 3 to calculate C[i][j], it means that take no 
account of securer factor for the moment, every other second it 
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select two different AA via random function that mean to 
communicate with each other.  
 
As a result of the simulation, as time goes on, more trust chain 
appears. About 2 minutes later, the trust chain goes into a wide 
range of trust chain closure[3]. Because the element of array 
C[100][100] never change for long. Within the experiment, if 
we add some other trust chain, we can find out about 40 
seconds later, the topology reach another closure state. On the 
other hand, when the program call a function which randomly 
select a trust chain AAi, AAj, and then let C[i][j] equal 0. We 
can find out about two seconds later eighty percent of AA 
descend the trust value C[k][j] (1≤k≤100) and others react in 
six seconds. For real applications, blacklist technology can be 
added, it can make an application which lose credit standing 
and its third party completely insulated. 
 
Additionally, the author of this paper make another test to 
simulate the process of AC issue, and the result mostly accord 
with expectation. 
 
 
5. CONCLUSIONS 
 
In this paper, we expatiated the AAT trust model which adapt 
to distributed environment, especially for the E-commerce 
applications and make a simulation for the trust model through 
a program, the result shows its better practicability and 
flexibility.  
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ABSTRACT  
 

It is becoming more and more important how to protect the 
research result of the developer from being made copy the 
applied universality of the embedded system. Considering the 
application of the AES (Advanced Encryption Standard) in the 
AVR embedded system，the function, characteristic and the 
basic working principium of the AES are introduced, and the 
particular procedure of the application of the AES encryption 
arithmetic in the Bootloader of the AVR embedded system is 
discussed in detail. 
 
Keywords: Bootloader, AVR Microcontroller, Advanced 
Encryption Standard, Encryption 
 
 
1. INTRODUCTION 
 
The efficiency and security of encryption have the relation with 
the length of grouping. The DES (Data Encryption Standard) 
encrypt the grouping data of 64 bits with the cipher of 56 bits, 
and the 3DES encrypt a plaintext to cryptograph by repeating 
arithmetic of DES three times with two or three times of the 
cipher. But the main shortcoming of the DES or 3DES is that 
the realization speed is slow at first, and that the security cannot 
be guaranteed secondly. The AES is the encryption standard by 
using the safety code, its length of grouping is 128 bits, and it 
can provide the enough safety. 
 
 
2. REVIEW OF THE CRYPTOGRAPHY 
 
2.1 Review of the AVR Microcontroller Encryption 
Many AVR microcontrollers are configured such that it is 
possible to implement a bootloader able to receive firmware 
updates and to reprogram the flash memory on demand. The 
program memory space is divided into two sections: the 
Bootloader Section (BLS) and the application section. Both 
sections have dedicated lock bits for reading and writing 
protection so that the bootloader code can be secured in the 
BLS while still being able to update the code in the application 
area. Hence, the update algorithm in the BLS can easily be 
secured against outside access. This typically is not secure 
before it has been programmed into flash memory and lock bits 
have been set. This means that if the firmware needs to be 
updated in the field, it will be open for unauthorized access 
from the moment it leaves the programming bench or 
manufacturer’s premises. The method that uses the AES to 
encrypt the firmware is to encrypt the data before it leaves the 
programming bench and decrypt it only after it has been 
downloaded to the target AVR. This procedure does not prevent 
unauthorized copying of the firmware, but the encrypted 
information is virtually useless without the proper decryption 
keys. Decryption keys are only stored in one location outside 
the programming environment: inside the AVR. The keys 
cannot be regenerated from the encrypted data. The only way to 
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gain access to the data is by using the proper keys. 
Such as in Fig. 1, the programmer or data is encrypted to be an 
outside plaintext; the microcontroller is first equipped with 
bootloader, decryption keys and application firmware. The 
bootloader receives the actual application and programs it into 
flash memory, while the keys are required for decrypting the 
incoming data. Lock bits are set to secure the firmware inside 
the AVR. A new release of the firmware is completed and there 
is a need to update products, which already have been 
distributed. The firmware is therefore encrypted and shipped to 
the distributor. The encrypted firmware is useless without 
decryption keys and therefore even local copies of the software 
do not pose a security hazard. The distributor upgrades all units 
in stock and those returned by customers. The encrypted 
firmware is downloaded to the AVR and decrypted once inside 
the microcontroller. Lock bit settings continue to keep the 
updated firmware secured inside the AVR [1]. 

 
Fig.1. Overview of the AVR eneryption 

 
2.2 Encryption 
Encryption is the method of encoding a message or data so that 
its contents are hidden from outsiders. The plaintext message or 
data in its original form may contain information the author or 
distributor wants to keep secret, such as the firmware for a 
microcontroller. 
 
2.3 Decryption 
Decryption is the method of retrieving the original message or 
data and typically cannot be performed without knowing the 
proper key. Keys can be stored in the bootloader of a 
microcontroller so that the device can receive encrypted data, 
decrypt it and reprogram selected parts of the flash or 
EEPROM memory. Decryption keys cannot be retrieved from 
the encrypted data and cannot be read from AVR 
microcontrollers if lock bits have been programmed 
accordingly. 
 
 
3. AES ENCRYPTION 
 
The flowchart of the AES encryption process is shown in Fig.2. 
In the encryption process, most block ciphers consist of a few 
operations that are executed in a loop a number of times. Each 
loop iteration uses a different encryption key. At least one of 
the operations in each iteration depends on the key. The loop 
iterations are referred to as encryption rounds, and the series of 
keys used for the rounds is called the key schedule. The number 
of rounds depends on the key size. Each step is implemented as 
a subroutine for convenience. Using an optimizing compiler 
remove the unnecessary function calls to save code memory
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Fig.2. Encryption flowchart 

 
 

4. THE APPLICATION METHOD OF AES IN 
THE BOOTLOADER OF AVR 
MICROCONTROLLER 

 
The bootloader must reside in the target AVR before the 
device can be updated with encrypted firmware. The 
bootloader communicates with the PC and is capable of 
programming the EEPROM and the application area of the 
flash memory. 
This and the following subsections describe how to use and 
configure. the applications. The process is illustrated in Fig. 3, 
the main steps are as follow: 
(1) Create an application for the target AVR, if required, and 

create an EEPROM layout in a separate file; 
(2) Create a configuration file with project dependent 

information. The application called gentemp can be used 
for creating a file frame; 

(3) Run the application files. This will create the header file, 
key file and the encrypted file; using IAR EW 
(Embedded Workbench), configure. and build the 
bootloader for the target AVR;  

 
Fig.3. Overview of project flow 

 
(4) Download bootloader to target AVR and set lock and 

fuse bits;  
(5) The encrypted firmware may be downloaded to the AVR 

at any time. [2] The detailed steps are as follows. 
 
At first, download the file of the “AVR_AES.zip” from 
http://www.ouravr.cn/bbs/bbs_upload1892/files_5/armok0193
046.zip, after decompression，two folders (IAR and PC) are 
produced; The IAR folder contains the update firmware, and 
the PC folder contains the update programmer of PC. The 
following is the process: 
(1) Run the file“..\ PC Sample\Gen_Key.bat” and the 

provisional file “config.txt” is produced. The format of 
command “Gen_Key.bat” is:   
Gentemp Config.txt  
The following is the example of the file “config.txt” 
produced: 

PAGE_SIZE= [FILL IN: Target AVR page size in bytes] 
MEM_SIZE= [FILL IN: Application Section size in 
bytes] 

CRC_ENABLE= [FILL IN: YES/NO] 
KEY1 =5F8669C385D366FAF49FEA4F23D983D34616 
KEY2=F3F6340CEC9B0B4B0C 
KEY3=972CEE3391BC6C5F93 
ITIAL_VECTOR=39D392DFD0259A0EAE85C9D4A11
DF1CC 

SIGNATURE=A87DB128 
Run the “Gen_Key.bat” every time, and the interrelated 
parameters such as：KEY, INITIAL_VECTOR and 
SIGNATURE are obtained; but their results are not the 
same. But the same item must use the parameters of 
KEY, INITIAL_VECTOR and SIGNATURE by 
running the command”Gen_Key.bat”produced at one 
time. 

(2) According to the chosen MCU ， modify the file 
“config.txt”, and set rightly the parameters such as 
PAGE_SIZE, MEM_SIZE and CRC_ENABLE. 
Regarding the ATMEGA32 as the example (such as in 
Fig.4), its interrelated parameter can be installed as 
follows: 
PAGE_SIZE=128 
MEM_SIZE=28672 
 

 
Fig.4. the windows of setting parameters 

 
CRC_ENABLE=YES 
KEY1=5F8669C385D366FAF49FEA4F23D983D346
16KEY2=F3F6340CEC9B0B4B0C 
KEY3=972CEE3391BC6C5F93 
NITIAL_VECTOR=39D392DFD0259A0EAE85C9D4A
11F1CC 
SIGNATURE=A87DB128 
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(3) Run the file”..\ PC Sample \Create_Header.bat”, and the 
provisional file “BootLdr.h”and “AESKeys.inc” is 
produced. The format of command “Create_Header.bat” 
is:  
Create -c config.txt -h bootLdr.h -k AESKeys.inc  

(4) Copying the file”BootLdr.h” and”AESKeys.inc” to the 
folder…\AVR_AES\IAR, and compile them again. Be 
sure to set rightly the UBRRL according to the actual 
circumstance, such as the setting of the communication 
parameter following：[3] 
Void busInit (void)  
{  
// 115200 baud @ 3.6864MHz 
UBRRL=1; 
// 9600 baud @ 3.6864MHz 
// UBRRL=23; 
// Enable Rx and Tx. 
UCSRB= (1 << RXEN) | (1 << TXEN); 
} 

(5) Such as in Fig. 5,Read-in the bootloader of the Atmega32 
MCU with the hex file, and set right the Lock Bits. 

(6) Run the file “..\PC Sample\ Encoding Firmware. Bat”, 
the encrypted the source file will be updated, and then 
the encryption file “NewFlash.ext” which will be 
produced. The format of command “Encoding 
Firmware.bat” is: 
Create -c Config.txt -f main. hex -o NewFlash.ext -l  
BLB11 BLB12  
 

The encryption file “NewFlash.ext” in the file "main. hex" is 
produced according to the file "Config.txt", and set right the 
lock bits “BLB11 BLB12”. If the file "eeprom.hex" is 
encrypted, it will be realized by modifying the file “Encoding 
Firmware.bat”, and then the encryption file “NewFlash.ext” is 
produced. The format of command “Encoding Firmware.bat” 
is： 

Create -c Config.txt –e EEPROM.HEX -f main. hex -o 
NewFlash.ext -l  
BLB11 BLB12  

(7) Turning on power, and run the file”..\PC Sample\ 
Updated.bat”. The format of command “Updated. bat” 
is：Update NewFlash.ext -COM1 -115200 

 
The command mentioned above means that it would send the 
encryption file “NewFlash.ext” from the COM1of the PC to 
MCU，and set the baud rate as 115200. 
Download the program to the chosen MCU finally, and then 
restart and run it. 
 
 
5. SOME POINTS OF NOTICE IN THE AES 

BOOTLOADER 
 

Before running the bootloader, the bootloader must be 
compiled and then downloaded to the target AVR Studio 
being used. The following fuse bits must be configured: 
(1) Size of the bootloader section. Set fuse bits so that the 

section size matches to the BOOT_SIZE setting. 
(2) Boot reset vector. The boot reset vector must be enabled. 
(3) Oscillator options. The oscillator fuse bits are device 

dependent. They may require configuration. 
(4) The bootloader supports downloading in an encrypted 

form. When the bootloader is first installed it must be 
equipped with decryption keys, required for future 
firmware updates. The firmware can then be distributed 
in an encrypted form, securing the contents from 

outsiders. 
(5) It is recommended to program lock bits to protect both 

application memory and the bootloader, but only after 
fuse bits have been set. Lock bits which can be 
programmed using AVR Studio.BLS lock bits will also 
be set during firmware updates, provided that they have 
been defined as command line arguments when the 
firmware is encrypted [4]- [7]. 

 
Fig.5. setting of the read-in Bootloader of the embedded 

system with the hex file 
 
 

6. CONCLUSIONS  
 
This paper has presented a method for transferring data 
securely to an AVR microcontroller with bootloader 
capabilities by using the AES, and has also highlighted 
techniques that should be implemented when building a 
secured system. The bootloader may also be used to erase the 
application section, if required. Many attack attempts include 
removing the device from its normal working environment and 
powering it up in a hacking bench. 
In applications where it is not feasible or possible to use an 
external communications channel for updates, the firmware 
can be stored in one of Atmel’s Crypto Memory devices. The 
memory can be packaged as a removable smart card, which 
can easily be inserted in a slot of the device when an upgrade is 
needed. The microcontroller can check for the presence of a 
Crypto Memory upon startup and retrieve a firmware upgrade 
as needed. 
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ABSTRACT  
 

AOP (Aspect-Oriented Programming) offers us a new 
perspective analysis and systems design, with which problems 
involved in crosscutting concerns and software design can be 
approached well. In process of developing a practical website, 
system designers and programmers usually strive for some 
similar security needs which can be met by employing 
available and mature security patterns or by using AOP 
concepts to redesign programming patterns. The purpose of 
the paper is to discuss a strong method for web security 
architecture and then provide a method to design and 
implement the web security pattern by using AOP paradigm. 
 
Keywords: Aspect-Oriented Programming, Aspect-Oriented 
Design, Security Patterns, Secure Logger Pattern, Web 
Service 
 
 
1. INTRODUTION 
 
Web-based software development has become prevalent 
nowadays. Web security, as guarantee in web service, is 
carried out by an array of characters, each of which serves as 
defense or solution of potential risks and flaws in systems. In 
different kinds of web service development life cycles, 
security, as one of nonfunctional requirements, is applied to 
different levels of software systems, normally in the last 
period of the software development. Experience demonstrates 
this is not proper. We should adopt and implement end-to-end 
security in the beginning of practical design and development; 
otherwise, once systems are confronted with security attack, 
available remedy which can work afterwards cannot repair 
flaws made in design period. 
 
Among the existing solutions, many researchers have talked 
about security pattern[1, 2], employing a secure unified 
procedure to regulate the process of software development, 
including security requirements, security architecture, security 
implementation, White-box Testing, black-box Testing, 
monitoring, security auditing, and so on. It is obvious that 
these activities are related to different periods in software 
development life cycle, with security architecture as core in 
the process. Software designers should follow compulsory 
security requirements demanded by system analyst and create 
security architecture draft as backup, which decides a series of 
security patterns to implement known security requirements 
and attack potential flaws in systems. Many web security 
pattern focused on approaching and applying common 
information security involved in basic security equipments can 
be found in existing data resources. The common in these 
security patterns, most of which stem from design patterns 
presented by the Gang of Four, is the idea based on 
object-oriented design. 
 
Conventional object-oriented software development can attack 
single programming problem in business logic layer, but with 
intrinsic limitation when it comes to crosscutting concerns and 
problem that how to respond to variable requirements. The 

same limitation exists in conventional security patterns based 
on OO techniques. Aspect-oriented programming (AOP) [3, 4] 
is one of paradigms created by Xerox Palo Alto Research 
Center in 1990s. It enables programmer to separate tasks 
(crosscutting concerns) that should not be tangled better and 
then provide program with better encapsulation and 
interoperability. The central idea of AOP is to consider 
complex system as a combination of several concerns. Under 
the help of AOP tools, software designers can improve the 
existing web security patterns. 
 
 
2. THE CONCEPTS OF AOP 
 
AOP, the same as OOP, is not a programming language itself, 
but a kind of software design idea, a paradigm. Look back to 
the history of software design, program design has developed 
from machine-oriented programming to process-oriented 
programming, to object-oriented programming, and to 
component-oriented programming. Each of these software 
methodologies provides increasingly natural method to 
convert system requirements into program designs. With the 
advancement of the software methodologies, it becomes easier 
for program designers to understand and create more complex 
systems. However, AOP is not born to replace OOP. It is a 
sort of complement or improvement for OOP which changes 
perspective and paradigm of software development solves 
problems overlooked by OOP and unsettled issues, and 
enables programmers to land separation of tangled 
responsibilities, such as core business logic and authentication 
handling.  

 
Fig.1. Crosscutting Concerns and Business Logic 

 
To comprehend the essential idea of AOP, we should have a 
better understanding of concerns. Simply put, a concern is a 
specific goal or an area of interest [5]. Concerns fall into two 
categories: core concerns and system concerns. The former 
includes business logic while the latter includes logging, 
authentication, security, performance, persistence and so forth. 
Because system concerns are related to implementation of 
separate modules, system concerns are called crosscutting 
concerns. 
 

Business logic 

Business logic 

Business logic 

Logger Function… Authentication handling… 

Crosscutting 

Software Module 1

Software Module 2

 Software Module 3 
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Fig.1 show that, by employing its implementation, AOP 
allows us to program crosscutting concerns directly [6], which 
cannot be reached by employing OOP. Obliviousness and 
quantification are two major characters in AOP. The former 
indicates that programmers cannot make it clear whether 
aspect code will be executed by checking basic code in 
programs. That is the main advantage of AOP, which allows 
programmers to separate concerns as much as possible in the 
process of system design. Systems created under the idea of 
AOP can demonstrate quantification (such as Composition 
Filters [7] and synchronous advice [8]) by the way 
components are encapsulated by employing aspects. AOP 
implementation with lower-level granularity, such as 
programming language AspectJ[10] designed for common 
goals, allows for quantification in component inner 
mechanism. Quantification, to great extent, can help 
programmer avoid redundancy in process of design and code 
repetition. 
 
Security can be viewed as a crosscutting concern in web 
application security [11] and the conventional nonfunctional 
application can be achieved under the help of Aspect-Oriented 
Software Development (AOSD). Also, it can be achieved by 
improving the existing security patterns with AOP concepts. 
 
 
3. THE EXISTING WEB SECURITY PATTERN 
 
According to Trusted Computer System Evaluation Criteria, 
all trusted applications need secure logging function. Logging, 
which can be used to debug and used as evidence in many web 
application environments, must be guaranteed as security in 
order for it to be protected from being purloining or operation 
by attackers. All events happening in period of web system 
operation should be logged selectively and correctly. Without 
log files, administrators will not be able to obtain evidence of 
attackers’ activities or make sure consistency and validity of 
system data. The limitations of using logging function are the 
need of logging sensitive information which is not accessible 
for unauthorized users, the need of keeping consistency of log 
files, the need of unified system administration and necessary 
data encryption policy for confidentiality. 
 
3.1 A conventional web-based Secure Logger Pattern 

 
Fig.2. Normal Secure Logger Pattern 

 
Fig.2 presents a normal secure logger pattern, in which request 
send by the Client to the server. The server responds 
relevantly after making authorization decision and logging 

Client operations selectively. Secure Logger class guarantees 
the data security, while Log Manger class takes the 
responsibility of writing data into log. 
 
3.2 Limitation of the existing patterns 
While conventional Server is making security log, code is 
spread selectively across several modules and specific 
components. That server depends heavily on Secure Logger 
brings about following limitations of web system created 
under such pattern [11, 12]. 
 
1) Codes for implementation of system businesses (here is 

log) are redundant among several components. That 
means, once programmers want to modify these 
businesses, they have to go to each of relevant modules. 

2) Some components in Server are strongly coupled with 
Secure Logger, which increases difficulty in test [13]. 

3) Components in Server will become tangled because of 
codes unrelated to core businesses. For example, 
function of deleting log should only focus on how to 
find the right place of the log and then delete it, but 
rather focus on how to log the Client calling this 
function. 

4) It is difficult to modify, maintain, and update the Logger. 
For example, Logger has to be modified constantly due 
to the changing application. 

 
 
4. IMPROVEMENT OF PATTERN 
 
The limitations of conventional Web Secure Logger Pattern 
mentioned above can be eliminated by employing efficacious 
implementation of AOP and the two characters (obliviousness 
and quantification) of AOP Concepts. 
 
4.1 Add aspect to pattern 
In the period of web-based application design, system security 
functions unrelated to specific application can be separated, 
according to security requirements from Requirement 
Analysis. Fig.3 shows the improved security pattern. 
 

 
Fig.3. Improved Secure Logger Pattern 
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The limitations in web-based security pattern, to some extent, 
can be eliminated by employing new pattern [14]. Convert 
Secure Logger into an aspect component in the period of 
system design. The process of analysis and implementation of 
basic business logic can leave alone log aspect, which 
demonstrates better application modularity and obliviousness 
of AOP. Implementation of modularization of logging 
functions commonly concerned in several business logics in 
system brings about convenience in analysis, design, 
implementation, and maintenance. Also, it enhances 
robustness and flexibility which reflect multidimensionality of 
AOP. 
 
4.2 Realization 
Many tools of AOP can be used to construct the mentioned 
aspect-oriented web security pattern. The following two 
methods are commonly and effectively used to realize it. 
 
1) Based on Spring: Spring AOP is part of the Spring 

Framework Open Source project [15], which purposes to 
simplify the development of J2EE applications. AOP 
modules in Spring, as basis of developing aspect-oriented 
programs for application system of Spring, provide full 
support to compatible AOP aspect-oriented programming. 
Programmers are allowed to define interceptor and 
pointcut for clear decoupling of function implementation 
codes which should be logically separated. Different 
operation information can be combined into codes by 
employing source-level metadata. 

 
Spring AOP is realized by pure Java, which does not need 
particular compilation (unlike to AspectJ providing special    
compilation environment, with lower level of granularity). 
Spring can support intercepting method calls, but member 
variable interceptor has not been realized yet. Although 
adding term interceptor lend support (rather than destroy) 
to the central API of Spring AOP (To someone, term 
interceptor is of potential danger, pointing out that 
encapsulation in OOP requires using method calls to 
access certain filed and encapsulation will be destroyed if 
the filed is accessed directly by employing AOP 
implementation), intercepting method calls are enough for 
common application. 

 
In Spring, the way to create AOP proxy is employing 
ProxyFactoryBean class provided by framework which 
enables programmers fully control the pointcut, enhanced 
issues that should be controlled, and the order of them. 
Declare necessary pointcut or issues needed enhancement, 
in the form of object. Then, declare an object that will be 
enhanced, and create a ProxyFactoryBean case which will 
replace the object and used by user. 

 
import java.lang.reflect.Method; 
import org.springframework.aop.MethodBeforeAdvice; 

 
public class SecureLoggerAspect extends 

MethodBeforeAdvice { 
 …… 

public void before(Method m, Object[] args, Object 
target)throws Throwable { 

  // obtain needed log class, write log 
} 
…… 

} 
Fig.4. Improved Secure Logger Class 

 

While employing AOP techniques of Spring for realization 
of secure log pattern, SecureLogger class should be 
rewritten into SecureLoggerAspect class, inheriting 
MethodBeforeAdvice interface from Spring framework, 
realizing “before” method.  Thus method calls in Sever 
can be intercepted, as Fig. 4 shows. 

 
XML files take the responsibility to implant aspects (Secure 
Logger class) into Server methods calls indicated, so 
dependence of Server on Secure Logger class can be 
eliminated in the old pattern. Fig.5 shows a segment of 
relevant XML configuration file. 

 
<?xml version="1.0" encoding="UTF-8"?> 
<!DOCTYPE beans PUBLIC "-//SPRING//DTD 
BEAN//EN" 
"http://www.springframework.org/dtd/spring-beans.dtd"> 

 
<beans> 
<bean id="SecureLogger" class=" SecureLoggerAspect "/>  

  <bean id="bean" class= 
"org.springframework.aop.framework.ProxyFactoryBean">  

      <property name="proxyInterfaces"> 
<list> 

<value> here are classes in Sever </value> 
<value>……</value> 
<value>……</value> 

</list> 
      </property> 
      <property name="interceptorNames">  
        <list>  
           <value> SecureLogger </value>  
       </list>  
      </property> 

  </bean> 
…… 
</beans> 

Fig.5. XML file for weaving 
 
2) Based on AspectJ: The first versions of AspectJ were 

released in 1998 and, as of December 2002, the AspectJ 
project has left Palo Alto Research Center and joined the 
open-source Eclipse community [16]. Today, AspectJ is 
the most widely used aspect-oriented language which can 
weave methods calls, filed accesses, object construction, 
and exception. It is the implementation of AOP of 
lowest-level granularity, and makes the lowest loss of 
performance. Also, when it comes to a crosscutting 
problem, codes created under AspectJ are as effective as 
codes written by programmers but with much better 
modularity.  

 
import java.util.logging.*; 

 
public aspect SecureLoggerAspect{ 

  pointcut outputLog() : call(public void method*()); 
  before() : outputLog() { 

 Logger theLogger = Logger. getAnonymousLogger(); 
    theLogger.info("Calling method ! "); 

  } 
  pointcut uniqueLog(String s) : 

call(public void mothed3(String))&&args(s); 
  before(String s) : uniqueLog(s) { 

 Logger theLogger = Logger. getAnonymousLogger(); 
    theLogger.info(s+" is Calling method3 "); 
  } 

  …… 
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} 
Fig.6. Aspect Realization Based on AspectJ 

 
Because AspectJ provides aspects of language-level and 
language that can define pointcuts [17], SecureLogger can 
be rewritten into SecureLoggerAspect in order to eliminate 
dependence of Server on SecrueLogger while programmers 
are employing AOP techniques provided by AspectJ to 
realize secure log pattern, as Fig. 6 shows. 

 
4.3 Brief evaluation 
The basic purpose is to separate system concerns and 
eliminate the dependence between specific business logic and 
security concerns, no matter which AOP tool is used to 
improve web secure patterns. For some common applications, 
no compiler is needed while using AOP in XML files, and it 
becomes more convenient for implantation. AspectJ can server 
as a backup if “crosscutting” of low-level granularity objects 
is needed in the process of improving pattern. 
 
 
5. CONCLUSIONS 
 
With the rapid advancement of web application, it becomes 
increasingly urgent to construct systems with good 
maintainability and modularity. Almost all the existing web 
security patterns are designed based on OOP which brings 
about complication of application, strong coupling in system, 
disappointing reusability and maintenance, and has a negative 
impact on fast software development and implantation. 
We have described improvement of a common web secure 
pattern and the process of using it, which has demonstrated its 
advantage. Using AOP concepts and techniques properly and 
adopting the improved OOP patterns in the period of analysis 
and design of web application make development of web 
application system more effective and stronger. It is can be 
predicted that AOP-based ASOD will pervade through every 
period and layer of software development and become 
influential. 
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ABSTRACT 
 

Grids support dynamically evolving collections of 
resources and users, usually spanning multiple 
administrative domains. However, how to establish trust 
among strange domains without prior relationship and 
common security domain posed much difficulty for 
these resource sharing.  Automated trust negotiation 
(ATN) is an approach which establishes trust between 
strangers through the bilateral, iterative disclosure of 
digital credentials. In this paper, an ATN model in Grid 
Environment, policy sets, negotiation strategy and 
negotiation protocol are presented. The main process of 
ATN includes: establishment of policy sets, converting 
policy sets into disclosure graph which improves 
Method Yu, reducing disclosure graph to disclosure tree, 
converting disclosure tree into disclosure sequence, and 
establishment of negotiation protocol. 
 
Keywords: Automated Negotiation Trust, Disclosure Tree, 
Disclosure Graph, Disclosure Sequence, Grid Computing, 
Autonomic Domain 
 
 
1. INTRODUCTION 
 
Grids support dynamically evolving collections of 
resources and users, usually spanning multiple 
administrative domains. The Grid Computing 
environment provides its users with seamless access to 
every resource that they are authorized to access, 
enabling transparent sharing of computational resources 
across organizational boundaries. As a Grid grows larger 
and as jobs become more complex, seamless 
authorization and authentication becomes harder to 
provide [1]. The proliferation of the Grid Computing 
has given opportunities on different entities to share 
resources or conduct business transactions. However, 
how to establish trust among strangers without prior 
relationship and common security domain posed much 
difficulty for these activities. Automated trust 
negotiation is an approach which establishes trust 
between strangers through the bilateral, iterative 
disclosure of digital credentials [2]. Since credentials 
may be sensitive, access control policies can be used to 
control the disclosure of the credentials themselves.  
There are a number of open research projects such as 
TrustBuilder[3] and PeerTrust[4] in this area. 
 
 
2. NEGOTIATION MODEL 
 
Fig.1 is an ATN (Automated Negotiation Trust) model 
based on peer-to-peer collaboration pattern in Grid 
environment. This model mainly includes three modules: 
Trust Credential and Policy Sets, Negotiation Strategy 
and Negotiation Protocol. The ATN Service module 
mainly manages the above three modules. Trust credential 
is a kind of digital assertion signed by certificate authority. 

Trust credential encompasses attribute information of owner. 
The purpose of trust credential is to protect sensitive 
information resources. Policy sets define trust sets required by 
protective resource, and they are the basis of ATN. Negotiation 
Strategy is a mutual collaborative process of the grid service 
demander and grid service provider, and it is a constructive 
process of trust credential disclosure sequence. Negotiation 
protocol defines how to interact and exchange trust credential 
between grid service demander and grid service provider. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. An ATN model in Grid Environment 
 
 
3. TRUST CREDENTIAL AND POLICY SETS 
 
Policy Sets includes the following basic expressions: 
(1) AC ← : If one side wants to obtain trust credential 

C from the other side, it must provide trust 
credential A for the other side first.  

(2) TRUEC ← : If one side wants to obtain trust 
credential C from the other side, it needn’t any 
preconditions. 

(3) BAC ∧← : If one side wants to obtain trust 
credential C from the other side, it must provide 
trust credential A and B for the other side first. 

(4) BAC ∨← : If one side wants to obtain trust 
credential C from the other side, it must provide 
trust credential A or B for the other side first. 

 
In Fig.2, suppose that the following expressions are 
ATN Policy Sets from Autonomic Domain A and B. A is 
a grid service demander, while B is a grid service 
provider. If A want to obtain grid service, A must get 
hold of Trust Credential B0 from B. 
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Fig.2 Example of Policy Sets 
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4. NEGOTIATION STRATEGY 
 
Negotiation Strategy is a disclosure sequence 
constructed of trust credentials which are applied to 
mutual automated trust establishment of grid service 
demander and grid service provider. The following 
several steps are necessary for establishment of 
disclosure sequence: (1)To convert policy sets into 
disclosure graph.(2)To reduce disclosure graph into 
disclosure tree, which improves Method Yu [5].(3)To 
convert disclosure tree into disclosure sequence. 
 
Fig. 3 illustrates how to convert negotiation strategy 
into disclosure graph. According to conversion method 
from Figure 3, rules of Policy Sets of Autonomic 
Domain A and B from Figure 1 will convert to 
disclosure graph from Figure 4. Because Autonomic 
Domain A doesn’t encompass trust credential A5, we 
can insert a temporary and non-infective 
rule FALSEA ←5  into the above example of Policy Sets. 
 
 
 
 
 
 
 
 

 
Fig.3. Conversion from Rules of Policy Setsto denotations of 

Disclosure Graph 
 
However, there exist many redundant nodes and lines in 
disclosure graph. So we can reduce disclosure graph in 
term of the following redundant rules (Suppose that A 
represents grid service demander and B represents grid 
service provider). 
(1) Rule 1: In the process of mutual negotiation 

interaction between A and B,B has a final objective 
credential which symbols the end of disclosure 
process. This trust credential is also named 
objective node. The out degree of the objective 
node is zero, which is means that the objective node 
doesn’t point to any other nodes. 

(2) Rule 2: If any nodes TRUE are existed in disclosure 
graph, then nodes TRUE and their linked lines can 
be erased. 

(3) Rule 3: If any nodes FALSE are existed in 
disclosure graph, then all nodes and linked line 
along the path from node FALSE to the objective 
node can be got grid of except the objective node. 

(4) Rule 4: If there existing any other nodes which out 
degree are zero except the objective node, then they 
can be erased, and their linked lines can be deleted. 

(5) Rule 5: If existing a ring in disclosure graph, then 
erasing some lines to wipe off the ring. 

 
After the above processing of redundant rules, 
disclosure graph can be reduced to a disclosure tree. In 
term of the above rules, disclosure graph from Fig.4 can 
be reduced to disclosure tree from Fig.5. The following 
contents are the redundant rules: 
(1) According to Rule 1, B0 is the final objective node. 
(2) According to Rule 2, it is necessary to wipe off 

TRUE nodes, and linked lines TRUE A4 and 
TRUE B3. 

(3) There is no trust credential A5 in domain A. 

According to Rule 3, nodes FALSE and A5 can be 
erased, and the linked lines FALSE A5 and 
A5 B0 can be deleted. 

(4) Node A3 is a node which is out degree is zero. 
According to Rule 4, A3 could be deleted, and the 
linked line B1 A3 and B2 A3 can be deleted. 

(5) Nodes A1, B1, A2 and (A1 ∧A2) have formed a 
ring in Figure 4. According to Rule 5, the linked 
line A2 B1 can be got rid of. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig.4. Example of Disclosure Graph 
 
 
 

 

 
 

 
 
 
 
 

 
 

Fig.5. Example of Disclosure Tree 
 
The conversion process from disclosure tree to 
disclosure sequence is a bottom-up process. From 
example of Fig.5, trust credential interaction sequence 
(disclosure sequence) of A and B is 
{A4,(B2,B3),A2,B1,A1,B0}.Disclosure sequence can 
arrive at root node B0 via bottom-up converse process 
of disclosure tree. If disclosure sequence can achieve B0, 
then it means that trust interaction process of two sides 
is successful. In fact, different disclosure sequences may be 
mapped to the same disclosure tree. For example, disclosure 
tree in Fig.5 has another disclosure sequence 
{A4,(B1,B2,B3),(A1,A2),B0}. 
 
 
5. NEGOTIATION PROTOCOL 
 
Suppose that A represents grid service demander, B 
represents grid service provider. A and B are mutual 
unknown before. ATN protocol comprises the following 
specific steps: 
(1) A asks for B to request grid service. 
(2) B suggests automated trust negotiation. B 
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promulgates grid service precondition to A; then A 
promulgates the precondition of this grid service 
precondition to A. Then A and B interact and 
exchange trust credential until A and B both 
satisfies the mutual trust credential requirement. If 
A or B can not satisfy the mutual trust credential 
requirement, then the process of ATN is failure. 

(3) In term of required trust credentials and policy sets, 
the disclosure graph is generated, and then the 
redundant disclosure tree is constructed. 

(4) According to the redundant disclosure tree, two 
sides negotiate a disclosure sequence. 

(5) In term of the sequences of disclosure sequence, 
one side of A and B sends mutual required trust 
credentials to the other side alternately. Then A and 
B enter into mutual trust state. 

(6) After mutual trust between A and B, B agrees to 
grid service request from A, then two sides enter 
into grid service interaction phase. 

 
According to this negotiation protocol, the specific 
interactive steps of the above example are described: 
(1) A asks for B to request grid service. 
(2) B promulgates grid service precondition 

5)21(0 AAAB ∨∧←  to A. 
(3) There is no trust credential A5, but A1 and A2 in 

domain A. Then B promulgates preconditions 
211 BBA ∧←  and 32 BA ←  to A. 

(4) Domain B encompasses rules 21 AB ← , 42 AB ←  
and TRUEB ←3 .Because the preconditions of B 
encompass credential A2, B promulgates 
precondition 42 AB ←  to A. 

(5) B brings forward Disclosure Sequence 
{A4,(B2,B3),A2,B1,A1,B0} to A. 

(6) A sends credential A4 to B. 
(7) B sends credential B2 and B3 to A. 
(8) A sends credential A2 to B. 
(9) B sends credential B1 to A. 
(10) A sends credential A1 to B. 
(11) B sends credential B0 to A, which means that B has 

agreed to grid service request from A. 
(12) A and B enter into grid service interaction phase. 
 
 
6. CONCLUSIONS 
 
Automated trust negotiation (ATN) is an approach 
which establishes trust between strangers through the 
bilateral, iterative disclosure of digital credentials. In 
this paper, we mainly discuss how to extend the grid 
security function to provide better support for the 
dynamic and cross-organizational aspects of Grid 
activities, by adding facilities for dynamic 
establishment of trust between parties. We advance the 
concept of disclosure graph, linking many 
non-redundant disclosure trees into a single graph, 
which improve Method Yu. 
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ABSTRACT 
 

An EPON.which is going on standardization in IEEE 802.3ah, 
consists of a OLT and multiple ONU using passive optical 
components. So this network is susceptible to variable security 
threats such as eavesdropping, masquerading, denial of service 
and so on .In this paper we propose the security model of 
triple churning o support date encryption and decryption to 
avoid other onu receives other onu’s information in EPON 
based optical access network. We analyze security models in 
EPON reference model. This paper introduce the churning and 
de-Churning scheme, include the single churning and the triple 
churning, the detail of the key message mutual process and the 
key update process. 
 
Keywords: EPON, Security,Churing, Encryption, Optical 
Access Network.  
 
 
1. INTRODUCTION 
 
Several alternatives based either on wired or wireless 
infrastructure is considered for the provision of broadcast 
services in the local loops. In the field of wired solutions, 
Passive Optical Networks (PON) looks very promising one 
due to their bandwidth capacity. 
 
There are several kinds of PONs, such as ATM-PON, EPON, 
GPON, WDM-PON, and etc. These PONs are based on 
shared-medium network. So, they have several security 
threats.  
 
The EPON consists of an Optical Line Termination (OLT), 
multiple Optical Network Units (ONUs) and an Optical 
distribution Network (ODN) with passive optical components. 
The EPON is a tree topology connecting an OLT with multiple 
ONUs via an optical link. All transmissions in the EPON are 
performed between an OLT and ONUS. In the downstream 
direction, the EPON is a point-to-multipoint network and in 
the upstream direction, it is multipoint-to-point network. 
On the downstream direction, an OLT broadcasts the 
information to all ONUs. Every ONU can drop downstream 
traffic unnoticed. ONUs share the upstream channel capacity 
and network resources. Therefore, the EPON is exposed some 
threats about data security. In this paper, we analyze security 
vulnerability and position of security service in the EPON 
reference model. We discuss the key problems of the security 
of EPONs , then introduce the churning scheme, include single 
churning and triple churning. The key message mutual process 
and the key update process is introduced in detail. 
The rest of this paper is organized as follows. In section 2, we 
analyze security problems of the EPONs, point out that the 
downstream broadcast is a great security problem. We present 
the churning and de-churning scheme in section 3. In section 4, 
we describe the key mutual message. Section 5 discussed the 
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key update process and the section 6 conclusion the paper. 
 
 
2. SECURITY OF EPONs 
 
On the downstream direction, an OLT broadcasts the 
information to all ONUs in EPON system. It is easy for hacker 
to capture other user’s information, just as the Fig. 1 showing. 
On one hand, the hacker can wiretap the personal information 
of others .On the other hand, he can intercept and capture the 
downstream control frame and OAM frame to get the 
authentication and network management information. The 
security of EPON is one of the most noticeable problems for 
service supplier. 
 
churning provides the necessary function of data scrambling 
and to offer protection for data confidentiality .Deploying 
downstream churning and de-churning, EPON system can 
assure isolating user’s information, the downstream 
information only can be received by destination ONU. 
Deploying upstream OAM frame or MAC control frame, 
EPON system can prevent hacker fabricating OAM frame or 
MAC control frame and to modify system configuration and 
even to destroy the system.  
 
Moreover China Telecommunication advise to deploy triple 
churning. On downstream direction, the churning will be done 
to each LLID’s data. Each LLID has its own key. The OLT 
starts the key refresh demand, the ONU supplies the key and 
OLT finished churning function by the key. After start 
churning, all the downstream data and the OAM frame will be 
churninged. The key refresh and synchronization process will 
deploy the extended OAM PDU frame which is open to all the 
device corporation. 
 

 
 Fig.1. EPON security 
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3. CHURNING AND DECHURNING 
 
To improving data security, EPON system should use the triple 
churning method .The triple churning method is a extension of 
single churning and increase the data time relevance to 
improve the security of user’s data. 
 
3.1 Single Churning 
The churning algorithm regulated by G.983 is: use the 3 
bytes(X1-X8,P1-P16) random number as churning code, then 
use the algorithm to generate the assistant churning parameter 
K1-K10.The 34 bits consist of a group churning keys. At the 
churning side, make churning with 18bits (P1-P8 and K1-K10) 
to 8bits width data. At the De-churning side, make 
de-churning with the 18bits to the 8bits width data. 
 
As the cryptography principia, the encryption algorithm is 
public and the key is secretive. Encryption and decryption 
uses the same key. OLT and ONU assure key synchronization 
by handshake. The key is requested by OLT and generated by 
ONU.  
 
The churning start from the destination MAC filed of Ethernet 
frame, and end at the FCS filed. After finishing MPCP 
discovery and OAM discovery, the switch of churning key 
begins. Then all the downstream data frame, MAC control and 
OAM frame should be churninged. 
 
The Key K1-K10 generated as the logic: 
K1 = (X1*P13*P14) + (X2*P13*not P14) + (X7*not P13*P14) 
+ (X8*not P13*not P14) 
K2 = (X3*P15*P16) + (X4*P15*not P16) + (X5*not P15*P16) 
+ (X6*not P15*not P16) 
K3 = (K1*P9) + (K2*not P9) 
K4 = (K1*not P9) + (K2*P9) 
K5 = (K1*P10) + (K2*not P10) 
K6 = (K1*not P10) + (K2*P10) 
K7 = (K1*P11) + (K2*not P11) 
K8 = (K1*not P11) + (K2*P11) 
K9 = (K1*P12) + (K2*not P12) 
K10 = (K1*not P12) + (K2*P12) 
 
3.2 Triple Churning 
Triple churning uses three cascade connected churning. Each 
churning implement the churning function as 3.1.The key of 
each churning is different. The first churning uses the 
primordial 24bits key(P16-P1,X8-X1), the second churning 
uses the key which is right shifted 1 byte  by  primordial 
key(X8-X1,P16-P1), The third churning uses the key which is 
right shifted 2 bytes by primordial key 
(P8-P1,X8-X1,P16-P9).The first churning_1’s output bit XOR 
the two 8bits vectors .The first vector is the previous input 
encryption byte, when the byte is the first encryption byte of 
the data frame, the vector is the lowest bit of the key. The 
second vector is the former four bytes’s triple churning output. 
The method can make the current churning output have some 
relation with the former churning output, so the shortage of 
single churning that some figure appears repeatedly will not be 
detected by triple churning. 
 
The XOR result XOR1 bit shift as some rules to input 
churning2.The rule is like the following: the bit2 and bit4 
swaps, bit3 and bit5 swaps, bit0,1,6,7 is remain with no 
changes. As the following figure: 

Fig.2. Triple churning 
 
The second churning engine churning_2’s output bit XOR two 
vectors too. The first vector is the former two bytes input 
encryption byte. When the byte is the first encryption byte, the 
vector is the second low byte. When the byte is the second 
encryption byte of a frame, the vector is the lowest byte of the 
key. The second vector is the triple churning output of the 
former 5 bytes. 
 
The output of XOR_2 still bit shift and input to the third 
churning engine. The shift rule is like the former.  
 
 
4. KEY MUTUAL MESSAGE 
 
The key mutual message for churning include four types: 

 New key request frame 
 New churning key frame 
 New churning key update frame 
 New key active frame 

 
The four messages can be transmitted by OAM frame. The 
OAM frame must be extension to add the 
organization-specific information. 
 
The ordinary OAM PDU is as the following: 
 

Table 1. Ordinary OAM PDU 
 

Preamble 2 
DA 6 
SA 6 
Length/Type 2(0x8809) 
SubType 1(0x03) 
Flags 2 
code 1 
Data/Pad 42-1096 
FCS 4 

 
By means of setting the code field to be a specific value to 
indicate that the frame is the organization-specific extension 
PDU. Then the part of payload is just like table2: 
 

Table 2. Ordinary OAM PDU 
3 OUI 
1 Message type(churning) 
1 -Churning message, New key request 

-Churning message, New churning key 
-Churning message, New churning key update 
-Churning message, New key active frame 
Reserved 
Ignored 
reception 
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5. KEY UPDATE PROCESS 
 
The key refresh process includes new key request frame and 
new churning key frame. OLT send new key request frame to 
ONU.ONU send a new churning key frame back to OLT. 
The key synchronization is implemented by churning key 
update frame and the churning key active frame. When the 
OLT receives the new churning key frame, it sends churning 
key update frame to ONU. The churning key update frame 
includes two parameters: key id and new key take effective 
time. The key-take-effective time means the time of new key 
to take effective. The relation time interval between the time 
and the sending time of the frame is time shift(Tshift). The key 
ID means the current mutual key ID. Since the churning key 
update frame brings the time tag and the key ID, when the 
ONU receives the frame, it will know the time at which OLT 
starts to use the new key. Because the local time register of 
ONU is in step with the frame time mark, so the time is also 
the start time at which ONU starts to use the new key to 
decrypt. 
 
When ONU receives the churning key update frame, it sends 
the churning key active frame to OLT to indicate it accept the 
key refreshing.If the OLT receives the churning key update 
frame from ONU, it will use the new key at the delay of Tshift 
after sending the churning key update frame and indicate that 
the data is encrypted and the key ID. 
 
Considered the time drift, ONU will start delay Tshift-8TQ 
after receiving the first churning key update frame .If the 
received frame is a encryption frame and the Key_Index is 
equal to the key ID in the churning key update frame, the 
ONU decrypt by new key, or by old key. If the OLT does not 
received churning key active frame at the Tshift after send 
churning key update frame, it will consider the key mutual 
failed. OLT send new key request frame again. Before succeed 
in new key mutual, the OLT still uses the old key and send the 
information to network manager. 
 
The new key take effective time in new key request frame and 
the Tshift  and the key refresh time Tkey  can be configured. 
The key refresh and synchronization is like Fig.3: 
 

 
Fig.3. Key refresh and synchronization 

6. CONCLUSIONS 
 
The transmission characteristics of EPON where downstream 
traffics are broadcasted from an OLT introduces security 
vulnerabilities and threats such as eavesdropping, 
impersonation and denial of service. In this paper we 
introduce the triple churning to avoid the security problem. 
Churning and de-churning of EPON downstream data frame 
and the upstream OAM frame has advantages to protect 
against traffic analyzing, OAM traffic hacking, and MPCP 
message eavesdropping. A full scheme of the security, include 
the message format, message mutual process and the key 
update process is introduced in detail. Except for this, the 
security of EPON also come down to MAC address amount 
limit, broadcast and multicast frame control, user uniqueness 
and etc. For cosmically applied and spread, the security of 
EPON will be more attractive attentions. 
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ABSTRCT 
 

With the development of Virus technology, more and more 
Virus realized polymorph by the encryption and deformation 
techniques which make the traditional scan technology feature 
codes lost its function and improve their survival ability in 
infected OS. 
 
Keywords: Win32 PE Virus, Encrypt, Polymorph Engine 
 
 
1. INTRODUCTION 
 
Of all the viruses, win32 PE virus is the most numerous and 
devastating one. At the earlier time, the scanning technology 
based on attribute code was quite effective in defending 
against this virus .however, more and more viruses have 
adopted distorting encoding technology to improve their 
surviving chances in infected computers. The traditional 
attribute code scanning technology is powerless towards them. 
Usually, the viruses that would not be detected by ordinary 
attribute code scanning technology are called polymorphism. 
The detection-proof technology adopted by polymorphism 
mainly includes two aspects: making use of unfixed codes or 
random encrypting codes, or changing the virus codes while it 
is functioning. 
 
 
2. PRINCIPLES OF THE WIN32 PE VIRUS 
 
The common way of PE virus to infected other documents is 
to add the new code and the codes which returns to the host 
procedure after the viral execution, and revises the enter code 
which carry out the position (Address of Entry point) to point 
to the new added new byte, in order to carry out the new code 
after the procedure movement. Here is the analysis of the 
general process of the document infection below [1]: 
1) Check the start two bytes are the “MZ” of the object 

document.  
2) Check the document PE signed “PE”. 
3) Checks the infection sign, if it has been infected, exit from 

continue the HOST system, if not, continue. 
4) Try to get the number (each data catalog has eight bytes) 

of the Directory (data catalog). 
5) Obtains the start place of section table (offset address of 

Directory+ the number of bytes which are occupied by the 
data catalog=the start position of byte). 

6) Obtains the foot offset of the present final section table’s. 
7) Start to read in the section table:a.read in the section 

name(eight bytes);b. the achieved byte number read in 
section(four bytes);c. read in the start offset address in 
EMS memory of new section(four bytes),also calculates 
the entrance position of the virus. The up section start 
offset address in memory+ (the magnitude of up 
section/align at section+1) align at section=the start 
skewing address of section in memory; d. read in this 
section (virus byte) magnitude after align at the byte; 
reads the start position of this section in file. the up 

section start address in files+ the magnitude of up section 
align at in files=this section (virus) start position in 
document; f. revamp the number of section table in 
reflection of begin-of –file; g. while revamp the Address 
of Entry point (the procedure entrance point to the virus 
entrance position), save the old Address of Entry point, 
convenient for return the HOST continue to carry out; h. 
update the Size of image (the whole PE reflection 
dimension=former  

8) Size of image+ the magnitude of virus section after 
memory justification); i. read in the infection sign (the 
follow example is put in front of the PE); J. read the virus 
code into the new section: ECX=virus length;ESI=virus 
code position(it is not equal with the start position if virus 
carry out code);EDI=virus section position(the follow 
example is the correspond position in memory reflection 
document);k. setting the current document position for the 
end document. 
 

These kind viruses which can easily insert to the PE document 
commonly have root feature code, it based on the static state 
scanning technique of feature code can resist this kind of virus 
effectively. 
 
 
3. ENCRYPTION OF VIRUS AND ANALYSIS 

OF POLYMORPHISM TECHNOLOGY 
 
3.1 The Analysis of Encrypted Virus 
In order to confront the scanning technology of static state 
code, some virus will first encrypt the code of virus and 
carrying on the process of decipher. The features of these 
viruses are: there is a decryptor at the entrance; and the code 
of virus is encrypted. When running the application the 
decipher code which get the masterdom will decipher the virus 
in circulation and then transmit the masterdom to the virus. 
When infecting a document, the virus will write the decryptor 
together with virus which be encrypted stochastically by the 
key and the key which be kept or embed in decryptor into the 
infected document. Following is a simply encrypted virus 
diagram. See Fig. 1: 
 

 
Fig.1. A simply encrypted virus diagram 

 

MOV ECX,VIRUS_SIZE

MOV ECX,VIRUS_SIZE

DecrptLoop:

XOR byte ptr [EDI], key

INC EDI 

LOOP DecrptLoop 

VIRUS_SIZE is the length of 
the encrypted code。 
 
offset EncrptStart is the 
original address of 
encrypted code 。 
 
key is the  key。 
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As for the same virus in different infection cases, it is 
encrypted by different keys, so it is impossible to find an only 
section of code string and offset of the virus to represent the 
features. But in different infection cases, the decryptor has the 
same definite orders of machine code. So, when dealing with 
the viruses of this kind the traditional technology of static state 
code scanning can still do. 
 
3.2 The Analysis of Deformed Polymorph Virus 
As the encrypted virus can not escape thoroughly from 
scanning of characteristic code in static state, the writer could 
improve the virus on the base of the encrypted one to make the 
code of decryptor presenting multiplicity in different infection 
cases, so there comes encrypted polymorph virus [2]. It is very 
similar with the encrypted virus. The only improvement of it 
lies in when infecting different documents the virus could 
structured different coded decryptor with the same function, 
that is to say, in different cases, the decryptors have the same 
deciphering function but a totally different code. The codes 
which help realizing the polymorph deformation of decryptor 
is called polymorph engine. A polymorph engine should  
consist of modules as follows: module of stochastic register 
choice, module of stochastic value choice, module of 
instruction generation, module of trash code generation. The 
following is a frame of polymorph engine generated by the 
combined employing of those modules. See Fig. 2. 
 

 
Fig.2. A frame of polymorph engine 

 
Under the instruction of the diagram, we could write a section 
of concept polymorph virus which could first decipher the 
encrypted virus and then jump into the function of infecting 
and destructing the virus code. See Fig. 3. 
 
This section of decipher code and encrypted virus are both 
generated stochastically when infected. The register, key, the 
length of encrypted data and even the instructions are 
stochastic. So the whole virus data have no fixed virus 
characteristic code. The traditional technology of static state 
characteristic codes scanning lose its effect when dealing with 
those encrypted polymorph virus. But after being deciphered, 
the definite orders of virus become stable. As long as getting 
the deciphered virus, we could scan by using the characteristic 
code. If we want get definite orders of virus, we should first 
employ virtual machine to explain the decipher of the virus. 
 
 
 
 

code Explanatory notes 
MOV reg_1,count 
MOV reg_2,key 
MOV reg_3,offset 
LOOP 
XXX byte ptr[reg_3],reg_2 
DEC reg_1 
JXX LOOP 
Code of encrypted virus 

Among those codes, reg_1 is a 
register chosen stochastically from 
AX, BX, CX, DX, which was 
infected by different documents. 
Decipher code employ the 
stochastic register. Count is the 
length of encrypted data. Key is 
the encrypted cipher code. Offset 
is the offset of the encrypted data. 
When effected, those data are 
generated by stochastic data. XXX 
is general designation of many 
different operation instructions 
like XOR, ADD, SUB, etc. JXX is 
the general designation of those 
jumping instructions such as JA, 
JNC, which is generated 
stochastically by generation 
modules when operating. 

Fig.3. The virus code 
 
 
4. CONCLUSIONS 
  
The thesis analyzes the infection process of the simple 
win32PE virus. These viruses generally written by win32 
assembly language which has its own advantages such as 
using nimbly, could controlling  the low layer of the system, 
and the volume of the generated code s small and easy to hide. 
Only after analysis the mechanism, key technology and 
infection process of the virus, we could explain and control it. 
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ABSTRACT  
 

With the characteristics of high speed, large information, and 
complex running parameters, the ATM network needs the 
support of intelligent management system to analyze network 
faults. It’s proposed that we can use the ideas of neural network 
expert system to manage the faults of ATM network in this 
paper. We make use of BP neural network model whose 
performance is comparably stable in order to improve the 
convergence speed of fault diagnosis. On the other hand, we 
build up the expert system using production rule knowledge 
form which is widely popular, so that we can diagnose the 
ATM network faults intelligently and mange them effectively. 
 
Keywords: Fault Diagnosis, Neural Network, Expert System, 
ATM Network 
 
 
1. INTRODUCTION 
 
Fault management is an important part of ATM network system 
management, and fault diagnosis is the basis of fault 
management. For the management of ATM network, the data is 
large, the correlation is complex, the demand of real-time on 
line is high, the structure and arrangement are also complex, 
and the same network fault maybe has different predictions, or 
the same prediction may result in different faults. This brings 
difficulties for analyzing and locating network faults. It’s fit for 
fulfilling intelligent management using expert system [1]. 
Moreover, the network watching needs to deal with large data, 
and these data is always incomplete, discontinuous and 
irregular in ATM network. The parallel processing is suitable 
for this. In this paper, we bind the expert system and neural 
network together to diagnose the ATM network intelligently, so 
that we can make artificial intelligence more useful in ATM 
network fault diagnosis. 
 
 
2. IMPROVEMENT OF NEURAL NETWORK 

MODEL 
 
2.1 Multi-layered Feed-forward Neural Network 
There are many kinds of neural network models at present and 
each one has its own practice field. It’s showed in many 
experiments that the performance of fault diagnosis in BP 
neural network is better [2][3]. 
 
BP neural network model is a kind of multi-layered 
feed-forward network [4][5]. It employs error back propagation 
algorithm to make the network study convergent. There are 
three kinds of nodes in BP network: input layer nodes, hidden 
layer nodes and output layer nodes. The input signal is first 
propagated to the hidden layer nodes and handled by the 
function, and then the output of hidden node is propagated to 
the output node or next hidden node. In the end, the output 
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node produces the results. If the output isn’t desired, the error 
back propagation process will run. The error signal will be 
propagated back, and it will get smaller via modifying the 
weights and thresholds of neurons in each layer. With the 
alternation processes of “forward propagation” and “error back 
propagation” over and over again, the actual output of network 
is approaching the desired output, implying that the correctness 
rate of network responding to input is rising. 
 
BP network can be regarded as a nonlinear function mapping 
input onto output [6].   H:  any given continuous function,   
f: Un->Rm, f(X)=Y, U is [0,1]. f can be realized with a 
three-layered feed-forward network accurately, in which the 
first layer has n process units, the second layer has 2n+1 , and 
the third layer(output layer) has m ones. 
 
The three-layered neural network model used in this paper is 
depicted as Fig.1. 

 
X1 S1
X2 S2

Xn 

S
m

Input nodes    hidden nodes   output node 
Fig.1. three-layered neural network model 

 
2.2 BP Neural Network Algorithm and the Improved Model 
The main idea of BP algorithm is modifying the errors when 
propagating them back to adjust the network parameters 
(weights, thresholds), so that it can realize or approach the 
desired mapping input onto output. It does two transmitting 
calculations in each training.  
(1) Initialize the weights vector W and threshold θ 

determining the state of network with the smallest 
random number. 

(2) Input a sample vector X as the input signal of the 
network. 

(3) Consider the input vector X as the output vector I of the 
input layer, and calculate the sum of input and output 
signals of each node in the middle layer. For example, 
node j of the middle layer will calculate: 

Uj = ∑iWji·Ii –θj    (1) 
Hj = f(Uj)     (2) 

(4) Calculate the sum of input and output signals of each 
node in the output layer as before. For example, node K 
will calculate: 

Sk = ∑jWkj·Hj-θk    (3) 
Ok = f（Sk）    (4) 

(5) Calculate the error δ of each node in the output layer 
employing the input sample vector X and the 
corresponding teacher vector T. For example, the δK of 
node K is: 
δK =（OK–TK）·OK·（1–OK） (5) 
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(6) Calculate the error vector δj of each node in the middle 
layer employing error vector δ and the weight vector W 
from the middle layer to the output layer. 
δj =（∑K δK Wkj）× Hj·（1–Hj）  (6) 

(7) Correct the weight vector W of the output layer and the 
middle layer, and the threshold vector θof nodes in the 
output layer using the result error vector δ of (5). For 
example, the Wkj connecting the nodes K and J, and the 
threshold of K, θK are corrected: 

Wkj = Wkj + α·δK·Hj    (7) 
θK = θK + β·δK     (8) 

(8) Correct the weight vector W of the middle layer and the 
input layer, and the threshold vector θ of the nodes in the 
middle layer using the result error vector δ of (6). For 
example, the Wkj connecting the nodes J and K, and the 
threshold of J are corrected: 

Wji = Wji + α·δJ·Ii     (9) 
θj = θj + β·δj      (10) 

(9) If the error vector is below the given vector, store the 
latest weight value and threshold. Setting a minimum of 
error is to prevent from librating. 

(10) If there is study sample not being taken, take the next 
study sample as the input vector and return. 

(11) If all of the study samples are taken, update the times of 
study. If it is in the limit of study times, return. 

(12) It’s up to the study times, and the study process ends. 
 
BP algorithm has many advantages such as clear reasoning and 
high study precision. But in BP algorithm, the convergence 
speed is so slow as several thousand or even more steps, and 
what’s more, it’s probably not convergent. The cause of slow 
convergence is that error is nonlinear function of the time, 
while BP algorithm is employing maximum gradient reducing 
algorithm, and the weights are modified in the smaller direction 
of partial derivatives of error to weight. When approaching 
convergence, f’(x)=0, and the convergence is slow. The 
initialization value is a small random number, and weight 
increment: 

W△ ij =ηδiX’i      (11) 
In this formula, each coefficient has different corrective degree. 
But η is keep constant, which maybe lead to over correctness. 
So only when η is small it will convergent. 
In order to improve the convergence speed of BP algorithm, we 
take measures as follows: 
1) Use variable step size. Adjust the study coefficient 

automatically and gradually. After a cycle of study 
sample, we calculate error increment: 

E = E(i)△ –E(i–1)     (12) 
step size increment: 
η =△  -β E△      (13) 

here, 

    /m}]Oki))-(Tk(i)[  { E(i) 
1

∑
=

=
m

k

•N (14) 

N is the number of study samples 
β<1, and is a constant. When E>0, reduce the step size; △
when E<0, increase the step size.△  

2) Modify stimulant function f(X): 
f(x)=(1+2α)／(1+exp(-x))   (15) 
αis a constant whose value is below 1. When f(x)=0, x≠0, 
and the convergence is speeded up. Obviously, the larger α 
is, the faster convergence is, but it’s easy to result in 
librating. So, αneeds to be chosen suitable. 

3) Add momentum value 
Wkj = α·Wkj + η·δk·Hj    (16) 
α is called momentum value, and is a positive number. It 

can play the role of stabilizing and adjusting. 

After the three steps above, the BP algorithm is improved 
and the convergence speed is higher. 

 
 
3. PRACTICE OF FAULT DIAGNOSIS 
 
In order to realize fault diagnosis of neural network expert 
system, at first, we extract data from ATM switchboard, and 
then diagnose. In the process of diagnosis, search the 
corresponding premise in the rule base of the expert system. If 
find, output the result of diagnosis directly; or else, diagnose 
the result employing the self-study function of neural network. 
After the user affirms the diagnosis result, it begins self-study 
and adjusts the weights and threshold of the system to make 
diagnosis more accurate. 
 
3.1 Data Extraction 
Extract the data from ATM switchboard, mainly the port of 
ATM switchboard, the data rate of input and output and sum 
from this port, the error rate and loss rate of data packages 
input and output from this port, record time and so on. 
 
3.2 Build up the Expert System Knowledge Base 
We represent expert knowledge using rule-based production 
method. Production rule consists of premise and conclusion, 
and is easy to realize with the table structure RULE in database. 
In RULE table, the premise of rule contains 4 fields, which are 
the error rate of input and output data packages, the loss rate of 
input and output data packages; while the conclusion contains 7 
fields, which represent the reasons of network faults naming 
diagnosis results now. 
 
In our system, we make use of forward reasoning with data 
driver to diagnose the fault type directly through the input data. 
What’s more, we employ the self-study of neural network. In 
the process of running, the network is gradually expanding its 
knowledge base in each diagnosis. Before the system runs, 
there is some expert knowledge stored in the rule base in order 
to be used in neural network training. 
 
3.3 Network Training 
In our system, we need to initialize the weights and thresholds, 
and then train to adjust them as to ensure the result correct. The 
flow of program is as Fig.2. 
 

Fig.2. Network Training flow of program 
 
We use the improved BP neural network model, in which the 
characteristic curve of neuron is a sigmoidal nonlinearity 
function: f = 1/(1+exp(x)); the study rule is error-correcting 
rule, that is altering the weights based on the outward response 
from the output nodes; while the reasoning process is number 
calculation. 
 
Take the premise in the RULE table as input signal of the input 
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nodes, and the possible causes of each fault as the output value. 
Then the input layer has 4 neurons, according to Kolmogorov 
theorem, the hidden layer has 9 neurons and the output layer 
has 7 ones. 
 
The network training plays an import part in the whole system 
because study process is built up with the building of 
knowledge base. When choosing the study samples, we should 
pay attention to the use of typical samples and actual samples. 
The former can stand out the characteristics of the network 
faults, and can make concepts and extract characteristics more 
quickly. The latter can show the personal characteristics of the 
equipment more clearly, and improve the fault-tolerating 
capability employing the information it takes. 
 
In the process of training, the main task is altering the weights 
and threshold on the base of the original values to ensure the 
network keep balance and the diagnosis result be correct. 
According to the study samples above, in the usual algorithm, 
the times of network training is more than 3500. While in the 
improved BP algorithm, we can get better network model in 
which with the times increasing, the mean error of the network 
is reducing gradually at high speed. In other words, the 
improved algorithm has higher convergence speed and 
precision. 
 
3.4 Fault Prediction and Determination 
Once finishing training, the neural network can not only 
diagnose the faults found before, but can also diagnose the 
analogous faults never found. In the process of diagnosing, 
according to the extracted data (the input variable embodying 
the fault prediction), at first search the rule base of the expert 
system, if find the corresponding rule, output the result directly; 
or else, use the diagnosis of the neural network. The diagnosis 
process is as Fig.3. 
 
For example, the kinds of faults and the probable causes are as 
table 1. 
 
According to the above table, after getting the fault conclusion, 
through referencing the probable cause, we can get rid of the 
fault quickly 
 
 

 
Fig.3. diagnosis process flow 

 
 
 

Table 1. Kinds of faults and the probable causes 
Fault 
kind 

Fault 
conclusions Probable cause 

Fault 1
Network 
circuitry is 
abnormal 

The circuitry is seriously 
disturbed by  
electromagnetism 

Fault 2
Ethernet 
repeaters is 
abnormal 

Repeater is broken 

Fault 3 Router interface 
is broken 

CPU of router is 
over-loaded， and EMS 
memory has little free 

Fault 4
Physical 
circuitry 
problem 

The equipment of 
circuitry is broken, the 
pin is loose 

Fault 5 Network 
running problem 

The data buffer overflow, 
or receive unsupported 
protocol packages 

Fault 6 Software of 
logic problem 

Important process or port 
is shut down 

Fault 7 Route fail 
The router port 
parameter is error 
route mask is error 

 
 
4. CONCLUSIONS 
 
This paper is a result of an important technique development 
project of Ministry of Information Industry. It is also a 
production of ATM network maintenance and prevent-control 
expert system. Meanwhile, it’s a successful attempting of using 
neural network expert system in ATM network fault diagnosis. 
The characteristics of ATM network determine that its fault 
diagnosis should be real-time. The data gathered in this system 
is extracted from MIB base of ATM switchboard, and after 
several improvements of BP algorithm, the convergence speed 
is very high, implying that the fault diagnosis is more 
practicable and intelligent. 
 
In order to find the network faults in time and reduce the loss 
due to faults, we add the functions of real-time watching and 
warning in this system. When there is serious mistake, sound 
the bell to alert the network manager. When the mistake rate of 
data packages reaches the threshold, the warning is going on, 
until someone deals with it, and then the work will continue. 
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ABSTRACT 
 

According to experimental record of bridges in use, more and 
more damage bridges have appeared, and the most common 
and severe defect is the bridge damage and cracking problem, 
which has seriously affected the normal usage of bridges. 
Analyzing the disease cause of defective bridges more 
effectively and deeply, in order to optimize the design and 
construction of bridges becomes the urgent problem in the 
engineering field. The study is based on Zhongxiang Hanjiang 
River (ZHR) Bridge which is destructed as the largest span 
bridge in China. According to the design, construction data and 
experimental record of the bridge, a non-linear mapping 
function from multiple input data (the deck elevation of each 
element in destructing) to multiple output data (the change of 
pre-stress) is constructed within BP neural networks. Based on 
the theory of continuous function, the convergence is 
disadvantageous between 0 and 1. The study shows the 
expected output data between 0.05 and 0.95 are better for 
convergence. According to the real data of bridge floor line 
change in process of destruction, the released pre-stresses are 
recognized, and the real pre-stresses in existence are calculated 
by scheme of cable design. The study not only offers reliable 
scientific basis for analyzing the disease cause in the bridges, 
but also is helpful to design of the bridges having same 
structural style. 
 
Keywords: Neural Network, Damage Bridge, Pre-stress 
Identification. 
 
 
1. INTRODUCTION 
 
Just as other structures, bridges have their own lifespan. If the 
bridges are not managed and protected well, the lifespan will be 
reduced, even damage suddenly, which is related with over loss 
of pre-stress. Many scientists from home and abroad have made 
wide researches on the relationship between the cause of the 
damage and the loss of pre-stress [1-3]. However, most of the 
researches are based on the experience or half-experience, and 
the thory is not mature because of the randomness and 
uncertainty of pre-stress loss. So the research and analysis of 
pre-stress loss can offer the effective evidence to analyze the 
disease causes and give good advices for design and 
construction of the same bridge styles. 
 
The study takes the ZHR bridge as an example. By FEM 
analysis of destruction, the training samples of BP neural 
network are designed. The input data of BP neural network are 
the values of line shape change of each stage of destruction 
calculated by FEM, and the the output data are the released 
values of pre-stresses. In this way, by the real change of each 
stage, released values of each cable pre-stress are identified. 
According to the disposition of steel cables, we can calculate 
                                                        
*This work was supported by Traffic Technology Foundation of Hubei 
Province (No: [2003]570、[2006]392) 

remaining pre-stress of each cable. 
 
 
2. BASIC IDEA OF FEM ANALYSIS OF BRIDGE 

DESTRUCTION 
 
Based on the completion state of the bridge, we can get the 
stress, displacement and coordinates values. From this state, we 
can simulate the destruction of all elements of the bridges one 
by one in the contrary turn of the construction. 
 
In calculation, if a element is destructed, we can simulate that 
the forces of the element acts on the remaining structure in the 
opposite direction in fig.1, which can eliminate the action of 
the element to the whole structure [1-4]. 

 
Fig.1. Destruction analysis 
 

Because the calculation of some state is based on the forces and 
displacements of the previous ending state, to ensure the 
continuity of the change of forces and displacement and avoid 
repeated loads, if the loads of previous state do not change in 
location and value in current state, it will not be reckoned again 
in this state. While if not, it has to compensate for the changes, 
and the changes should be added as load increment. 
 
System shift in long-span cantilever construction companies 
with changing the connecting style, changing the bearing 
characteristics and canceling or setting up temporary bearing, 
etc. In order to simplify the input of original data and ensure 
the continuous process of back-analysis, the bearing, temporary 
bearing and juncture of elements are simulated as virtual 
elements in the analysis program. 
 
 
3. APPROACH TO PRE-STRESS 

IDENTIFICATION BASED ON BP NEURAL 
NETWORK 

 
(1) Setting up sample sets. For the researched structure, the 

sample sets of neural network is made up of the floor line 
shape change of each element, which is acquired through 
FEM analysis by considering different remaining pre-stress 
and real concrete intensity of each element; 

(2) Analyzing and selecting sample. According to the line 
shape response in the process of destruction, effective 

①

③②④⑤
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training sample is gotten by orthogonal experiment [5]; 
(3)  Pretreating data. Data normalization pretreatment is 

necessary for the different number level and avoiding the 
influence to the network study;                                             

(4)  Setting up neural network structure for identification of 
remaining pre-stress and study parameter;  

(5)  Neural network should be studied until constringency, by 
taking line shape changes as input data and released 
pre-stress corresponding to the line shape changes as 
expected output data; 

(6)  After successful network study, the effect and spreading 
capability should be tested by real sample. If error is in a 
small range, the network study is successful; otherwise it 
has to be restudied. 

(7)  For the real structure which is going to be identified, the 
real line shape changes can be input to the network and 
the result of which can be real released values of 
pre-stress in current stage. 

(8)  By the disposition of pre-stress cables, the remaining 
pre-stress of each cable can be calculated by adding each 
value in different procedures step by step. 

 
 
4. DATA NORMALIZATION OF BP NEURAL 

NETWORK 
 
Because input data of each joint of BP neural work is quite 
different, input data normalization has to be done in order to 
avoid small values submerged by large ones. 
 
According to the continuous function theorem [6-7], the range 
of input value in network should be in [0, 1].  And for nerve 
cell which is transferred by the form of Sigmoid function, the 
range of input value in network should be (0, 1). The 
experience shows that the function of Sigmoid is bad near 0 
and 1, which is disadvantageous to the convergence of network 
study. So it is good that the expected output data after disposal 
should be (0.05,0.95) and then input data normalization and 
output data inverse normalization should be done. 
 
We assume that the sample data is xp(p=1,2…,n) and define 
that xmax=max{xp}, xmin=min{xp}, so the sample can be 
transferred to the data which is from 0.05 to 0.95 by disposing 
according to the formula below. 
 

m in

m a x m in

x px x
x x

∗ −
=

−
                （1） 

 
If the transferred function is the form of Purelin[8-9] or 
Tan-Sigmoid[10] ,the range of function is (-1,1),the disposal of 
normalization can be done according to the formula below. 
                 

12
minmax

min* −
−

−
=

xx
xx

X p                  （2） 

Accordingly, output data normalization in network should be 
done to avoid calculation overflow of the network. 
 
After network study, the output data in network should be 
reverted, namely verse-transform of normalization. The 
formulae of verse-transform are formula (3)、(4), respectively 
for Sigmoid form, Purelin or Tan-Sigmoid form: 
 

min
*

minmax X)( xxxx p +−=                 （3） 

minminmax
* ))(X1(

2
1 xxxx p +−+=              （4） 

 

 

5. RECURRENCE FORMULA OF REMAINING 
PRE-STRESS OF CABLES  

 
Fig.2 shows the release of the top plate cable. we get the 
analysis process of remaining pre-stress calculation (element K 
as an example) as follows. 
 

Fig.2. Analysis of Released Pre-Stress of Top Plate Cables 
 
1st procedure (jacking temporary pier): 

1st released value of cable S11-S01 can be calculated as 
S△ 1

k  (k=1-11) by the method above. 
 

2nd procedure (cutting closure segment, the largest cantilever 
state): 

2nd release value of cable S11-S01 can be calculated as 
△S2

k (k=1-11). 
 

3rd procedure (cutting element 11): 
3rd release value of cable S11-S1 can be calculated as △

S3
k (k=1-11). 

 
The remaining pre-stress of S11 can be calculated by recurrence 
as 
        S11=△S1

11+△S2
11+△S3

11 
The remaining pre-stress of cable S10 can be calculated: 
           S10=△S1

10+△S2
10+△S3

10+△S4
10
 

By analogy, the remaining pre-stress of cable S9 to S1 can be 
calculated as formula （5）: 

∑
−

=

Δ=
k

i

k
ik SS

14

1

                        （5） 

(k=11-1) 
 

 

6. ANALYSIS OF THE ENGINEERING 
 
Fig.3 shows FEM model of the 2nd span of the ZHR 
continuous beam bridge, which has inclined 45 degrees crack 
along the webs plate in the location of 1/4 of 2nd span, and 
there is subsidence on the bridge floor.  
           

                Fig.3. FEM Model  
 
6.1 Process of Calculation 
(1) The samples can be made through orthogonal experiment 

by the line shape changes of the procedures: jacking 
temporary pier (1st procedure), cutting closure element 
(2nd procedure) and cutting element 11(3rd procedure) so 

K 
I 
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that the samples are represented widely. And the remaining 
pre-stress are taken as 95%, 90%, 85%and 80% of the 
control stress. 

 
According to the FEM analysis of 12 sample orthogonal 
design in table 1, which is L24(31×41×23), namely 3 level 1 
factor×4 level 1 factor×2 level 3 factor, the line shape 
changes of element 1-11  can be calculated as input data 
and output data as released pre-stress of cables in each stage, 
and then BP neural network can be trained. 
 

Table 1. Orthogonal Experiment (training samples)  
Number stage pre-stress 

(%) 
Number stage pre-stress

(%) 
1 1 95 7 2 85 
2 1 90 8 2 80 
3 1 85 9 3 95 
4 1 80 10 3 90 
5 2 95 11 3 85 
6 2 90 12 3 80 

 
(2) After the samples are trained, the released values of 

pre-stress in each stage can be identified by choosing line 
shape changes in the destruction as input data, if we 
choose the released values of pre-stresses of cable S1-S11 
fixed on the top plate and the web as research object, the 
results of identification are as table 2. 

 
6.2 Comparison of Remaining Pre-Stress and Control 

Stress 
Comparison of remaining pre-stress and control stress is 

showed in fig. 4. 
 
By comparison, we find that the remaining pre-stress of most 
cables is small, and the loss of pre-stress is over 30%, in which 
the biggest loss is 47.58%, and load carrying capacity is 
reduced very much. 
 
 
7. CONCLUSIONS 
 
According to the analysis above, we set up the nonlinear 
mapping relationship by using BP neural network from the real 
line shape changes in destruction to the released values of the 
destructed cables. In this way, the released values of pre-stress 
of cables in each stage are identified, and the remaining 
pre-stress of each cable can be calculated by recurrence. We 
can draw the conclusions as follows: 
 
(1) It is suggested that the expected input/output of BP neural 

network after disposal between (0.05, 0.95) be taken to 
improve the efficiency and convergence rate if the input 
data is dealt with by normalization, while output data is 
done by inverse normalization. 

(2) Remaining pre-stress has been identified by BP neural 
network, and according to disposition of the cables, the loss 
of pre-stress can be calculated, and the real disease cause of 
this kind of bridge is estimated. The result of identification 
indicates the method is effective. Not only does the method 
offer reliable scientific basis for analyzing the disease 
causes in the bridge, but also it can be realized by designer 
to avoid the disease causes of the same kind of bridges. 

                      Table 2. Results of Identification of Released Pre-Stress in Each Stage 

 
 
 

Number Stage/ released values of pre-stress of cables in the stage（MPa） 

 
jacking 
temporary 
pier 

cutting 
closure 
element 

cutting 
element  
11 

cutting 
element 
10 

cutting 
element 
09 

cutting 
element 
08 

cutting 
element 
07 

cutting 
elemen
t 06 

cutting 
element 
05 

cutting 
element 
04 

cutting 
element 
03 

cutting 
element 
02 

cutting 
element 
01 

S11 118.25 275.32 511.47 — — — — — — — — — — 

S10 144.12 145.23 149.23 482.84 — — — — — — — — — 

S9 129.18 161.32 171.12 187.12 278.38 — — — — — — — — 

S8 62.15 62.35 84.25 98.14 1.0.45 492.42 — — — — — — — 

S7 73.16 76.25 78.14 80.26 75.01 138.63 479.98 — — — — — — 

S6 72.58 72.64 75.12 75.26 75.88 85.62 99.25 131.32 — — — — — 

S5 82.04 85.45 87.65 93.45 93.65 118.65 117.26 139.88 168.15 — — — — 

S4 61.95 61.65 62.98 63.04 64.01 64.98 65.02 65.62 72.30 149.07 — — — 

S3 61.96 64.36 65.68 60.98 61.32 62.65 66.98 63.62 68.12 75.99 250.12 — — 

S2 71.02 71.92 72.01 72.96 73.65 74.02 74.32 74.96 76.25 79.36 93.15 97.08 — 

S1 61.00 61.62 62.00 62.95 63.95 64.17 65.32 65.00 68.15 60.14 60.14 63.15 167.84 
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Fig.4. Comparison of remaining pre-stress and control stress 
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ABSTRACT 
 

In this paper, a supervised fuzzy clustering RBF neural network 
(SFC-RBFNN) is introduced for constructing the seam pucker 
evaluation system. Our experimental results demonstrate that 
the proposed system could efficiently be used as an objective 
seam pucker evaluation system with high accuracy and is 
robust for various structures and mechanical properties of 
middle-thickness woolen fabric. 
 
Keywords: Seam Pucker Grade, Radial Basis Function Neural 
Network, Supervised Fuzzy Clustering, Principal Factor 
 
 
1. INTRODUCTION 
 
AATCC Method 88B-1992 has been commonly used for the 
subjective evaluation of seam pucker. According to this method, 
the appearance of seams are compared with photographic 
standards and the severity of seam pucker is graded into five 
classes, Class 5 being little or no pucker, and Class 1 severe 
pucker. Normally, Class 5 and 4 are acceptable, Class 3 is 
critical or borderline, and Class 2 and 1 are unacceptable. The 
merit of this method is directness, simple, low investment and 
easy to master, but it is influenced by uncertain factors of 
evaluating people and loses its objectivity easily. 
 
Recently, many methods have been developed for objective 
evaluation of seam pucker. Among these methods, the 
relatively matured are listed as follows: J. Amirbayat uses 
strain of sewing thickness to evaluate seam pucker objectively 
[1]. A. M. Manich applies multi-regression to establish the 
sewing index prediction model for pure wool and blend fabric 
[2]. G. Stylios uses image processing technology to evaluate 
seam pucker of fabric quantitatively by extracting the sewing 
factors of fabric gray images [3]. C. K. Park employs three 
dimensional imaging analysis technology and artificial 
intelligence technology to evaluate seam pucker through five 
wrinkle shape parameters [4]. J. Fan proposes an objective 
evaluation system with tridimensional laser scanning 
technology to evaluate seam pucker [5]. 
 
Due to the sensitivity of small load area of fabric sewability, 
the spread, bending, sewing of small load area will cause the 
quality problem in the course of fabric spreading, cutting, 
sewing. Thus, mechanical properties of fabric under low stress 
are closely related to the production process of garments. By 
analyzing the correlation between the mechanical properties of 
middle thickness fabric which is measured by FAST (Fabric 
Assurance by Simple Testing) system and fabric sewability, we 
propose an objective evaluation method based on improved 
SFC-RBFNN (supervised fuzzy clustering RBF neural 
network). 
 
The paper is organized as follows. Section 2 presents the 
individual steps of our approach for SFC-RBF neural network. 
Section 3 discusses the experiment results. In the final section 
conclusions are given. 

2. SFC-RBF NEURAL NETWORK 
 
2.1 RBF Neural Network 
The topology of the RBFNN is shown in Fig. 1. Each hidden 
node evaluates a kernel function (receptive field) ( )xiφ  on the 
incoming input, and the output )(xy  is simply a weighted 
linear summation of the output of the kernel functions [6,7]: 

∑
=

=
c

i
iiwy

0

)()( xx φ                    (1) 

In the case of the Gaussian basis functions, for example, we 
have  

)
2

exp()( 2

2

σ
φ i

i

vx
x

−
−=              (2) 

Where x  is the n–dimensional input vector, and iv  is the 
vector determining the center of basis function ( )xiφ . Each 
kernel function gives its higher output when the input is closer 
to its center, and value decreases monotonically as the distance 
from the different forms, but the Euclidean distance is the most 
popular one, and is also used by us. The training phase of RBF 
neural network is accomplished in two separated steps: (1) 
training of the first layer weights (i.e. the kernel functions 
centers) by means of a clustering procedure and (2) calculation 
of the hidden to output weights by solving a system of linear 
equations. 

1φ cφ

1
kx

1
ky q

ky

p
kx

outputs
−−−

−−−

−−−−−− functionsbasis−

inputs

 
Fig.1. Topology of RBFNN 

 
In our network, the RBF kernels do not assume any explicit 
functional form such as Gaussian, ellipsoidal, etc., but directly 
rely on the computation of the relevant distances. Let us 
suppose to have already determined the kernel function 
centers cvv ,,1 , the RBF units determine the level of 

matching of the current pattern nR∈x  with the given 
prototypes cvv ,,1 . Each of these prototypes is associated 
with its corresponding RBF unit. Let us denote the obtained 
levels of matching by cmmm ,,, 21 . The matching level im  
is inversely proportional to the distance between x  and the 
prototype of the ith RBF unit, iv . More specifically, the 

activation level im  of the ith receptive field is based upon the 
similarity of x  and the prototype of the field. Since these 
levels sum up to one (for proper normalization), this leads us to 
the optimization problem 
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The use of the Lagrange multipliers method leads to the 
solution 
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We shall see how to properly modify this expression in order to 
fully exploit the fuzziness involved in the procedure to 
determine the basis function centers; for now it is enough to say 
that the neuron situated in the output layer carries out a linear 
combination of the matching levels, yielding 

∑
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c

i
ii

i
k mwy

1

                        (6) 

Where cwww ,,, 21  are the hidden-to-output weights. This 
expression can be formulated in a matrix notation as follows: 

WM=)(xy                           (7) 
Where )( jwW =  and )( iMM = . We can optimize the weights 
by minimization of a suitable error function. It is particularly 
convenient to consider a sum-of-squares error function given 
by 

2
)(

2
1∑ −=

n

nnE txy                    (8) 

Where t  is the target value for the output unit when the 
network is presented with input vector x . Since the error 
function is a quadratic function of the weights, its minimum 
can be found in terms of the solution of a set of linear 
equations: 

TMMWM TTT =                      (9) 
Where t=)(T  and )()( xφ=M . The formal solution to the 
weights is given by 

TMW PT =                          (10) 
Where the notation PM  denotes the pseudo-inverse of M . 
Thus, the second layer weights can be found by fast, linear 
matrix inversion techniques. 
 
2.2 Fuzzy C-Means Clustering 
The Fuzzy c-means (FCM) clustering algorithm is a 
set-partitioning method based on Picard iteration through 
necessary conditions for optimizing a weighted sum of squared 
errors objective function ( mJ ). Let 2≥c  be an integer; let 

n
N RX ⊂= ),,( 1 xx  be a finite data set containing at least 

Nc <  distinct points; and let cNR  denote the set of all real 
Nc×  matrices. A non-degenerate fuzzy c-partition of x  is 

conveniently represented by a matrix cN
ik RuU ∈= ][ , the 

entries of which satisfy [7]: 
]1,0[∈iku , ci ≤≤1 , Nk ≤≤1       (11) 
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The FCM algorithm was developed to minimize the objective 
function 
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In (13), ),( ikd vx  is any inner product norm metric of the 
distance between the feature vector Xk ∈x  and the 

prototype n
i R∈v . A metric often used in applications is the 

squared Euclidean distance between kx  and iv , that 
is 2),( ikikd vxvx −= . The coupled first order necessary 
conditions for solutions ( VU , ) to min{ }),( VUJm  are 
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2.3. Supervised Fuzzy C-Means (SFCM) Clustering  
In this section, we extend the original FCM objective function 
used by linear summation sub-networks and propose a 
supervised fuzzy c-means clustering (SFCM) model. Rather 
than defining J  based on n

k R∈x  only, we supply it with 
information on the output space by defining a new objective 
function which assumes the following form: 
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where ky  and *
ky  are the corresponding desired output and 

computing output of sub-networks respectively. The first term 
of formula (16) denotes fuzzy c-partitions of input patterns kx  
by minimizing the distance between inputs kx  and 
prototypes iv . The second term of formula (16) requests the 
computing output of system to approach the desired output 
mostly. 
Now, by applying the Lagrange multipliers technique to (16), 
we derive the necessary conditions for the partition matrix and 
the prototypes, namely 
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The structure of SFCM is shown in Fig. 2.  
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Fig.2. Construction of SFCM 

 
There are two parts in SFCM model. One is supervised fuzzy 
classifier, and the other is linear summation sub-networks [8]. 
Let { } n

N R⊂xx ,,1  be the patterns to cluster and 
q

k R∈y , Nk ,,1=  be the corresponding desired output. 
Suppose to organize the data in c clusters, we can associate a 
local linear summation model for each cluster. The topology of 
the linear summation sub-network is shown in Fig. 3. 
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Fig.3. Topology of sub-network 
 
Where Ti

q
ii

i ),,,( 21 wwww = , ),,,( 10
i
jn

i
j

i
jij www=w , and 

the output of ith sub-network is 
kik xwy = . 

In order to calculate the weights of the ith sub-network 
n

i R∈w , ci ,,1= , we solve c least square problems, that is, 
one for each sub-network: 

{ }∑
=

−=
N

k
kkiikuV

1

2

2
1min yxw          (19) 

We can rewrite this expression in the form 

{ }∑
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N

k
kkiiV
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2
1min yxw ψ         (20) 

Where kikki u xx =)(ψ  
Differentiating (20) with respect to the parameters iw  and 
setting the derivative to zero we obtain 

{ } 0)()( =−=
∂
∂ ∑ kikkjj

i

V xyxw
w

ψψ  

cj ,,1=   (21) 
Writing (21) in matrix notation we have YW TTT ψψψ =)( , and 
then  

YW PT ψ=                         (22) 
Where Pψ  denote the pseudo-inverse of matricesψ . 
 
2.4. The Algorithm for SFCM Clustering 
The algorithm is composed of the following steps (see Fig. 4). 
At the end of the clustering process, the set of prototypes 
obtained by the algorithm is used in the RBFNN architecture 
previously described, and then the pseudo-inverse approach is 
performed to optimize the hidden to output weights. When the 
system is presented with a new input pattern x , the RBFNN 
computes the activation level

iφ , ci ,,1= , through the 
expression (5) suitably modified and then these values are 
combined together to compute the RBFNN output using (6). 
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Fig.4. Steps of SFCM algorithm 

3. EXPERIMENTAL RESULTS 
 
In this paper, we apply FAST (Fabric Assurance by Simple 
Testing) system to test the low stress mechanical properties of 
middle-thickness woolen fabric. The FAST system is simple to 
operate to predict the formability, machinability of fabric, 
dimensional stability of garment with the use of fingerprint 
chart. And the prediction can give constructive suggestions and 
 
manufacture instructions to garment manufacturer and fabric 
factory respectively. We choose 36 pieces of middle-thickness 
woolen fabric as test samples. The basic specifications of the 
test samples are shown in table 1. 
 

Table 1. Basic parameters of test samples 

sample ends  
per inch

picks  
per inch 

fabric  
weave 

fabric weight 
(g/m2) 

fabric thickness
(mm) 

middle 
-thickness 
 wool fabric

53.8-94 42.2-71.6
plain; 
twill; 
satin 

141-250 0.320-1.103 

 
The test samples are 30cm×60cm sewing threads. Both the 
above and nether sewing threads have been sewed in the 
middle along the same fabric grain direction. Because the 
direction of fabric cutting piece must be always the same in 
most cases, we only consider the seam pucker grade when the 
direction of both the above and nether cutting piece is the same. 
In this paper, we pay more attention to the influence of 
mechanical properties on the sewability of middle-thickness 
woolen fabric but not to the influence of sewing conditions. 
According to the practical manufacture experience, we impose 
corresponding sewing conditions to make the different sewing 
threads. The sewing samples have been sewed by skilled 
workers using suitable flat sewing machine. The sewing 
conditions are shown in the Table 2. The sewing threads which 
have been washed and aired well are evaluated with 
AATCC-88B criterion to get corresponding seam pucker grade 
by two experts. 
 

Table 2. Specification of needle and thread 

needle size 
(unit style) 

thread type 
(tex) 

stitch length 
(3cm) 

14 13.9×3 11-14 

 
Evaluating the sewability along five different directions, we 
measure and compute the corresponding mechanical properties 
of each fabric, and get 180 of groups experiment data. 
Thereinto, 144 groups of data are used to training neural 
network, and the rest 36 groups are used to simulate. According 
to Pearson rank-order correlation method, we find great 
correlation among these mechanical properties. So we remove 
those properties which are highly correlated with each other 
and those scarcely related to fabric sewability, and apply main 
factor method to analyze the reserved factors to get rid of the 
redundant information [9]. At last, we get six simple and 
effective main factors as the input of the RBF neural network. 
And the seam pucker grade of AATCC-88B is as the output of 
neural network. The definitions of six main factors are shown 
in Table 3. 
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Table 3. Definitions of main factors 

main factor relative index 

1 moldability 
warp bending rigidity; weft bending rigidity; 45
º diagonal bending rigidity; warp formability; 
weft formability 

2 heavy 
fabric thickness under 2gf; fabric thickness 
under 100gf; fabric surface thickness; fabric 
weight (g/m2) 

3 warp action  warp tensile strength under 5gf/cm; warp 
tensile strength under 20gf/cm; shearing rigidity

4 45º diagonal action diagonal tensile strength under 5gf/cm; diagonal
tensile strength under 20gf/cm; weft formability

5 weft action weft tensile strength under 5gf/cm; weft tensile 
strength under 20gf/cm 

6 dimensional stability warp relaxation shrinkage; weft relaxation 
shrinkage 

 
The above mentioned six main factors are orthogonal and 
independent. According to weight coefficients of the original 
variable in main factors, we can obtain corresponding 
dimensionless computing value of each main factor. 
 
Due to the number of the main factors and the seam pucker 
grade of subjective evaluation has been fixed, we set the 
corresponding node number of the input layer, hidden layer, 
and output layer of network is 6, 12 and 1 respectively, and let 
the weight coefficient of SFCM clustering M=2. Reference [10] 
uses ordinary BP neural network to evaluate seam pucker, and 
sets the number of hidden layer equal to 6 and the objective 
error equal to 0.1. The optimizing iteration number of BP 
network is about 35000. In this paper, we apply improved 
SFC-RBF neural network to evaluate seam pucker. By large 
numbers of testing, we find the convergence speed of our 
algorithm is very fast on the same objective error 0.1, and the 
iteration number of SFCM is about 103 degree. The 36 groups 
of testing data in table 4 is the prediction results of seam pucker 
grade which are evaluated by ordinary BP network (reference 
[10]) and improved SFC-RBF network respectively. 
 

Table 4. Predicted of BP network and SFC-RBF network 
ordinary BP network SFC-RBF network 

samples subjective 
evaluation objective 

evaluation 
relative 
 error 

objective 
 evaluation 

relative 
error 

1# 5.00 5.1 2.00%  4.96 1.20% 

2# 4.00 4.32 8.00% 4.15 3.75% 

3# 5.00 4.87 -2.60% 5.06 1.20% 

4# 3.00 3.19 6.33% 3.04 1.33% 

5# 5.00 4.93 -1.40% 4.97 -0.60% 

6# 4.00 3.92 -2.00% 3.86 -3.50% 

7# 3.50 3.79 8.29% 3.39 -3.14% 

8# 5.00 4.66 -6.80% 4.97 -0.60% 

9# 4.50 4.85 7.78% 4.41 -2.00% 

10# 4.50 4.46 -0.89% 4.46 -0.89% 

11# 3.50 3.1 -11.4% 3.49 -0.29% 

12# 4.50 4.33 -3.78% 4.55 1.11% 

13# 4.00 4.4 10.00% 3.74 -6.50% 

14# 4.00 3.88 -3.00% 3.87 -3.25% 

15# 4.00 4.31 7.75% 4.33 8.25% 

16# 4.50 4.75 5.56% 4.44 -1.33% 

17# 5.00 4.94 -1.20% 4.88 -2.40% 

18# 4.50 4.68 4.00% 4.15 3.75% 

19# 5.00 5.25 5.00% 4.34 -3.56% 

20# 5.00 4.68 -6.40% 4.92 -1.60% 

21# 4.00 3.93 -1.75% 4.89 -2.20% 

22# 4.00 3.85 -3.75 3.91 -2.25% 

23# 4.50 4.06 -9.78% 4.23 5.75% 

24# 4.50 4.64 3.11% 4.52 0.44% 

25# 4.50 4.61 2.44% 4.69 4.22% 

26# 4.50 4.40 -2.22% 4.44 -1.33% 

27# 5.00 4.68 -6.40% 4.43 -1.56% 

28# 4.00 3.97 -0.75% 5.16 3.20% 

29# 4.00 3.90 -2.50% 3.89 -2.75% 

30# 4.00 3.72 -7.00% 3.88 -3.00% 

31# 3.50 3.57 2.00% 4.12 3.00% 

32# 4.00 3.89 -2.75% 3.41 -2.57% 

33# 4.50 4.23 -6.00% 3.89 -2.75% 

34# 5.00 4.56 -8.80% 4.39 -2.44% 

35# 3.00 2.92 -2.67% 4.87 -2.60% 

36# 3.00 3.25 8.33% 3.12 4.00% 

 
From table 4, we can see the prediction results of SFC-RBFNN 
is more closer to the subjective evaluation values, the biggest 
relative error is below 8.5%, and the whole prediction accuracy 
is much better. To quantitatively describe the relativity between 
the objective evaluation and subjective evaluation, we compute 
the relative coefficients of the ordinary BP network and 
SFC-RBF network respectively through the results of table 4. 
The relative coefficients are shown in Fig.5. 

 
Fig.5. Relative coefficients of BP and SFC-RBF network 
 
From Fig. 5, we also can see both two methods have higher 
relative coefficient. The correlation coefficients of the ordinary 
BP network and SFC-RBF network are 91.3% and 97.7% 
respectively, but the SFC-RBF network have much better 
prediction capability. 
 
 

4. CONCLUSIONS 
 
In this paper, we propose an objective seam pucker grade 
evaluation system based on improved supervised fuzzy 
clustering and RBF neural network. This system can evaluate 
the seam appearance grade of fabric fast, effectively and 
objectively. But with the limitation of our time and energy, the 
system we proposed still has some deficiencies: The first is the 
number of fabric samples we used is not abundant. Because the 
kinds and the structures of woolen fabric are very complicated 
and various, we can not choose all kinds of fabric as our 
samples, but some middle-thickness woolen fabric which is 
often used and has ordinary structure. The system we 
established only can predict the same or approximate kind of 
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fabric. So how to improve the generalization capability of this 
objective evaluation system is the important aspect in the future. 
The second is that more and more manufacturers and traders of 
woolen fabric want to get helpful suggestions from the fabric 
sewability prediction software as FAST system becomes more 
popular. If we can develop corresponding software with 
kindness interface and powerful database support, our objective 
evaluation system will be more wildly applied. Things 
mentioned above will be researched further in the future. 
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ABSTRACT  
 

The paper presents principles of BP network and emulation 
method by MATLAB on the premise of studying predict 
method of clinker strength. The authors designs training 
program and verify it by an actual example. From the result, 
it can be seen that after training the network has better 
prediction ability and proves to be of practical value in 
predicting clinker strength. Applying our model via neural 
network package in MATLAB to guide the cement 
production and to determine the admixture further is very 
important. Meanwhile, it provides the theoretical evidence 
for ensuring the quality of cement. 
 
Keywords: Neural Network, BP Algorithm, Admixture, 
Clinker Strength 
 
 
1. INTRODUCTION 
 
A new standard has been applied to Chinese cement field on 
April 1, 2001. In order to obtain high quality cement product, 
excellent clinker is necessary. The strength of cement is 
related to many factors, among which the most important is 
clinker strength. Predicting clinker strength is a 
multivariable, non-linear, long-time problem. In the process 
of cement production, one of the main bases of measuring 
cement strength is the 28th-day strength value. Although the 
28th-day strength value and its influential factors whose 
physical and chemical performance are detectable, the 
quantitative relationship between detection values and 
cement strength cannot be formulated by a function.[1] 
 
According to the new standard, the relationship between the 
28th-day strength value and mineral components has been 
changed. Finding the relationship will be helpful for guiding 
cement production. By investigating the relationship 
between the mineral components of clinker and the clinker 
strength, we can predict the clinker strength effectively. [2] 
According to the specific scenarios of the cement factories, 
we can determine the filling of admixture to control the 
cement strength declination and thus to predict the cement 
production effectively. 
 
Traditional linear regression prediction methods, which treat 
the nonlinear relationship between cement strength and other 
measure values as linear ones, cannot produce the correct 
result.[3,4] We cannot use clustering prediction fixed method, 
which immobilize the cement strength values as some cluster 
middle values, on the nonlinear problem like cement 
strength since it lacks the genetic ability. Neural network 
based on physiology seeks out principles by studying 

                                                        
 * Hebei Province Bureau of Science & Technology, Project No: 
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samples, summarizing and rearranging.[10] The appearance 
of neural network provides an effective tool for establishing 
complex nonlinear function model .[11] In this paper, we use 
neural network, which can approach any nonlinear function 
indefinitely, to create the cement clinker strength model. 
MATLAB can be used to implement the cement clinker 
model. 
 
 
2. BP ALGORITHM & MATLAB 
 
2.1 BP Algorithm 
Back-propagation algorithm is a kind of supervised learning 
algorithm. The learning process of BP algorithm consists of 
two phases. The first phase is called forward-propagation. In 
this phase, inputted from the input layer and after being 
processed by the hidden layer, the information then 
propagated to the output layer. Only the state of neurons in 
the previous layer can affect that of the next layer. If the 
output doesn’t meet the expectation in the output layer, the 
learning process would go into the second phase, 
back-propagates, and the network adjusts the weights of 
each neuron passing it. The structure of network is depicted 
in fig.1. 
 

 
 
 
 
 
 
 
 
 
2.2 MATLAB Neural Network  
Designed by Mathworks Company MATLAB is a software 
product used in education, engineering and science 
calculation. It provides a perfect integrated environment 
which includes concept design, algorithm development, 
construct model, emulation and real time realization. 
MATLAB is an effective tool in scientific research, product 
development and education area. 
 
The neural network toolbox (NN toolbox) of MATLAB is 
the prime choice for engineers to design and analyze neural 
network. NN toolbox, based on neural network and using 
MATLAB, constructs many typical activate function, such as 
S function, linear function, compete function and so on. By 
doing so, designers can change their output calculation into 
calling activate function, simplifying their calculation. In 
addition, the users can add training process of network 
according to different typical ameliorate regulars and 
compile training programs by MATLAB. The designer of 

Fig.1. Structure of BP network 
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networks can focus their energy on thinking about problems, 
so as to improve efficiency and quality in solving problems 
[12]. 
 
 
3. CONSTRUCTING PREDICT MODEL & 

TRAINING 
 
3.1 Analysis on Factors Influencing Clinker Strength  
Clinker strength predication is a multivariable and 
non-linearity problem. [5] In the process of cement 
production, there are many factors to affect clinker strength 
in which the most important is chemical ingredient, mineral 
constitution and structure of mineral rock facies. The main 
mineral constitutions of silicate clinker include C3S，C2S，
C3A，C4AF，SO3，f—CaO，MgO，R2O. Next we will analyze 
the contribution of the composition to clinker strength. 
1) C3S，C2S，C3A，C4AF: Their hydrate leads to cement’s 

jelling. Accordingly, the contents of C3S，C2S，C3A，
C4AF play the most important role to clinker strength.  

2) SO3: In order to keep pace with production, adjust SO3 
after grating between 2.3±0.1 by adding natural two 
H2O gypsum in grate. Therefore, SO3 is not considering 
as an input parameter in prediction. 

3) f-CaO: In the temperature of reaction sintering, the 
structure of free lime is compact, it reacts relatively 
slowly with water. Generally speaking, the reaction is 
obvious after adding water 3 days later. When free lime 
reacts with water into Ca(OH)2, the volume expands by 
97.9%, building up part swelling stress inside harden 
cement. Since free lime increases in cement, tensile 
strength and flexural strength decrease, and then after 3 
days the strength will retrogress, seriously conducing 
unsteadiness, leading to the production of cement 
distort or cracking and destroying the cement paste. 
Therefore, the content of free lime should be controlled 
strictly. In this paper, f-CaO is considered as an input 
parameter in predicting.[6,9] 

4) MgO: Because MgO reacts with water more slowly 
than free lime, it will be obvious after months and years. 
When MgO reacts with water into Mg(OH)2, the 
volume expands by 148%, also leading to 
unsteadiness.[7,8] The content of MgO must be 
controlled strictly. Because it has no effect on early 
phase of cement hydrate, in this paper, MgO is not 
considered as a parameter. 

5) R2O: The alkali of clinker will make alite and 
tricalcium aluminate react more quickly with water, so 
the strength of cement with alkali will be improved in 
the early phrase. After or at 28th-day, the strength will 
decrease. In this paper, R2O is considered as an input 
parameter. 

 
In the research, six parameters (C3S，C2S，C3A，C4AF，f
—CaO，R2O ) were selected. 
 
3.2 Construct of Predicted Model 
Through the following work we find the optimal training 
parameters of BP. These parameters include the number of 
hidden nodes, the learning rate and the transfer function 
between hidden neurons and output neurons, which play an 
important role in the performance of the net. The input nodes 
are determined by the problem to be solved and the data 
expression mode in designing BP network. According to 
analysis about affecting factors of clinker strength, six 
parameters were selected  (C3S，C2S，C3A，C4AF，f—CaO，

R2O) to be input layer’s nodes and two parameters as output 
layer’s nodes. The hidden layer nodes need to be selected by 
emulation. By a lot of experiment, the result showed 15 is 
optimal. We choose 6-15-2 BP network. The structure of 
prediction model is depicted in fig.2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3 Network Training 
The network will be used to predict clinker strength in 
production after training. Because of the complex structure 
of network and the great number of nodes, the learning rate 
is 0.1. 
 
Training numbers Training target Learning rate 

1000 0．001 0．1 
 

The codes are as follows: 
clear all; 
P=[……]';  
T=[……]'; 
P_test=[……]';   
T_test=[……]'; 
threshold=[- 1 1;-1 1;-1 1;-1 1;-1 1;-1 1]; 
net=newff(threshold,[15,2],{'tansig','purelin'},'traingdx'); 
net.trainParam.epochs=1000; 
net.trainParam.goal=0.001; 
LP.lr=0.1; 
net=init(net); 
net=train(net,P,T); 
temp=sim(net,P); 
y_out(1,:)=temp(1,:); 
y_out(2,:)=temp(2,:); 
temp=sim(net,P_test); 
y(1,:)=temp(1,:); 
y(2,:)=temp(2,:); 
Y1=[y(1,:),y(2,:)]; 
Y2=[y_out(1,:),y_out(2,:)]; 
for i=1:10 
    error1(i)=norm(Y1(:,i)-T_test(:,i)); 
end 
figure; 
plot(1:10,error1,'r'); 
hold off;   
 
The network needs to be tested after training, so as to be 
applied into production. 
 
 
4. APPLICATION 
 
The following table 2 is data from JiDong cement Company 
which would be used as training and testing samples on 
prediction model. 
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Fig.2. Predicting model 

Tabel 1 Training parameters 
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No R2O fCaO C3S C2S C3A C4AF 3th-day 28th-day

1 0.78 0.5275 52.00 25.43 6.96 11.39 29.40  62.90 

2 0.80 0.5326 55.54 21.62 7.15 11.31 29.60  63.80 

3 0.85 0.6001 55.01 22.24 7.18 10.98 33.60  61.50 

4 0.85 0.6717 57.03 20.49 6.57 11.05 34.10  61.40 

5 0.89 0.6892 56.06 21.26 6.64 11.17 31.50  60.80 

6 0.85 0.6479 56.73 20.48 6.75 11.26 33.00  63.00 

7 0.89 0.595 49.53 27.43 7.25 10.93 30.00  63.70 

8 0.87 0.7175 54.21 23.10 6.76 10.93 33.00  61.90 

9 0.85 0.6908 57.21 19.70 6.70 11.61 34.50  58.80 

10 0.86 0.675 59.65 17.43 6.52 11.45 35.00  58.80 

11 0.87 0.6204 52.86 23.68 6.98 11.33 30.80  59.60 

12 0.81 0.5542 51.28 25.64 6.77 11.48 30.00  60.90 

13 0.88 0.5921 55.06 22.08 6.65 11.29 33.70  62.40 

14 0.87 0.6767 55.53 21.56 6.82 11.35 34.30  61.30 

15 0.87 0.5988 57.62 19.41 6.75 11.29 33.60  60.10 

16 0.85 0.6309 56.15 20.72 6.82 11.41 31.40  60.30 

17 0.85 0.6334 57.06 19.86 6.64 11.48 32.20  57.10 

18 0.84 0.6879 56.09 21.05 6.63 11.38 32.40  60.20 

19 0.84 0.6392 55.28 21.97 6.63 11.38 32.90  60.80 

20 0.89 1.0261 53.58 23.47 6.41 11.57 33.20  61.10 

21 0.81 0.665 56.48 20.40 6.38 11.62 30.80  59.50 

22 0.78 0.6213 57.92 18.98 6.54 11.45 31.90  59.60 

23 0.79 0.5446 48.88 27.42 7.05 11.51 28.50  61.00 

24 0.83 0.5746 49.03 28.18 6.55 11.26 27.90  61.10 

25 0.84 0.5088 51.41 25.20 7.01 11.33 29.30  62.20 

26 0.85 0.6092 54.42 22.14 6.97 11.27 31.10  59.10 

27 0.90 0.6113 55.34 21.22 6.79 11.27 32.30  58.50 

28 0.90 0.6804 58.97 17.83 7.01 11.15 33.40  57.10 

29 0.87 0.6134 57.19 20.08 6.65 11.05 31.10  58.50 

30 0.87 0.7002 56.56 20.21 6.92 11.09 30.90  59.30 
 
 
In the process of emulation, the first 20 group data are 
training samples.  The last 10 groups are testing samples.  
Before training, the data must be normalized between-1 and 
1. The difference curve of training and testing is depicted in 
fig.3. 
 
 
 

No 3th-day 
-real 

28th-da
y-real 

3th-day-pr
ediction  

28th-day-pred
iction 

3th-day 
relative 

diffrence 

28th-day 
relative 

difference
21 30.80  59.50  30.818534 59.4035155 0.06% -0.16%

22 31.90  59.60  31.153159 59.1464145 -2.34% -0.76%

23 28.50  61.00  27.389627 60.2123261 -3.90% -1.29%

24 27.90  61.10  27.311239 58.5689321 -2.11% -4.14%

25 29.30 62.20 29.288833 59.0271879 -0.04% -5.10%

26 31.10 59.10 31.342248 58.4038615 0.78% -1.18%

27 32.30 58.50 31.735615 57.8075327 -1.75% -1.18%

28 33.40 57.10 33.527916 58.1396492 0.38% 1.82%

29 31.10 58.50 31.972928 58.247139 2.81% -0.43%

30 30.90 59.30 32.32216 58.183961 4.60% -1.88%
 

 
It can be seen from Tabel 3 & figure 3 that the prediction 
deviation is very small which proved the network is reliable. 
The model can be used in production process to predict 
clinker strength of 3th-day and 28th-day. On the basis of the 
predicting result we can ascertain the filling amount of 
admixture. 
 
 
5. CONCLUSIONS 
 
Neural network package in MATLAB provides a lot of 
functions and commands which can be called directly.  
Developing project using MATLAB, which include neural 
network design and training, could solve problems 
effectively.  Applying our model via neural network 
package in MATLAB to guide the cement production and 
the amout of admixture is very important.  Meanwhile, it 
provides the theoretical evidence for ensuring the quality of 
cement. 
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ABSTRACT 
  

This paper describes the using of BP networks for evaluating 
human essays. Certain important features of an essay can be 
quantified and served as input as BP networks for scoring the 
essay. An experiment of using 80 essays as sample was 
conducted, and a comparison, based on 40 essays, between the 
score given by this method and the score by human scorers 
were made. 
 
Keywords: Neural Network, BP Network, Essays Evoluation  
 
1. INTRODUCTION 
 
Unlike evaluations given by human readers, those given by 
computers are always highly reliable, since machines are not 
subject to any of the traits or conditions, such as impatience or 
fatigue, that make human evaluators less than perfectly 
consistent over the time[6]. Moreover, it reduces the impact of 
human’s personal preferences on the evaluation.  Program will 
generate the same result regardless of the differences between 
the computers that it is running in, so all the essays can be 
judged under the same stander [9]. 
Neural networks, with their remarkable ability to derive 
meaning from complicated or imprecise data, can be used to 
extract patterns and detect trends that are too complex to be 
noticed by either humans or other computer techniques [10]. A 
trained neural network can be thought of as an "expert" in the 
category of information that has been given to analyze [8]. 
Thus, using ANN is a good approach to score an essay based 
on raw sores for the relation between the four parts of raw 
scores and the final overall score of the essay is complex. 
 
 
2. OBTAINING OF RAW SCORES  
 
To obtain raw scores is to extract information, which is related 
to the quality of the essay, from the text. We divided the raw 
scores into four parts: The first one is named as vocabulary, and 
it is used to evaluate the using of English vocabulary in the 
essay; the second one is named as Sentence Skills, and it is 
used to score the sentence structure of the essay; the third one 
is cohesion, and it is for judging how the essay is organized and 
developed; the last one is content, which is to evaluate the 
materials and ideas contained in the essay [2]. 
  
2.1 Vocabulary 
Generally speaking, the more syllables a word contains, the 
more advanced that word is. Taken those words that have the 
meaning of big as example, “titanic” is more advanced than 
“large” and “large” is more advanced than “big”. To simplify 
this model, we use the number of the letters contained in a 
word instead. By scanning the text, the following date is 
acquired. Q stands for the average number of letters the words 
in the essay have. K is the number of words that have contained 
6 to 9 letters, and X is those with 9 to 12 letters. Y is the 
number of words whose number of letters is larger than 12. 
Considering different amount have different weight, we use the 

following formula to get score:  
 
A=q+ (k*5+x*20+y*40)/N; (N is the number of total words an 
essay contains) 
 

Another aspect we have taken into consideration is the 
unnecessary repetition of using the same word [7]. As we know, 
many different English words can express the same meaning. 
For instance, “like”, “fancy”,”love”,”prefer” and etc. share a 
common basic meaning although they have subtle differences. 
And if one person only uses one of them repeatedly, a lower 
score will be given in the word section. Some common words, 
such as “which”, “that”, “I”, “you” and so forth, are not listed 
among the words that should not be repeated. Nouns are not in 
that list either. R is the occurrences of repetition we have found, 
so the final word score is given: F=A-R*3/N. 
 
2.2 Sentence Skills 
In measuring the author’s ability to write English sentences, 
Firstly, it is the complexity o three aspects are taken into 
account.  
 
f the sentence structure. A complete English sentence consists 
of many clauses, which are separated by some punctuation (“,” 
is the most widely used one). P is the number of clauses the 
essay have, and Q is the number of complete sentence the essay 
have, so P/Q is the dater we use to measure the complexity of 
an essay’s sentence structure.   
 
Secondly, it is the variability of sentence structural. The 
changing of sentence not only demonstrates the writer’s ability 
to use the language but also give readers intense atheistic 
feelings. Here, we use standard deviation of the number of 
words that the essay’s complete sentence possesses to represent 
variability.  
 
Thirdly, it is the parallel structure the essay has [5].  Parallel 
sentences read more smoothly than the nonparallel ones and 
they have conspicuous features.  Consecutive sentences that 
form parallel structure share similar usage of English 
vocabulary or sentence structural. One example is Martin 
Luther king’s famous speech” I have a dream”, parallel 
structures are formed through sentences beginning with the 
same phrase” I have a dream”. By comparing these features of 
sentences that are near in position, we can identify parallel 
structure.  
 
At last, by combining those 3 aspects, we can score an essay’s 
sentence skills: 
 
S=A/2+D/9+P (A is the average number of clauses; D is the 
standard deviation; P is the number of parallel structural we 
identify and P has an upper limit of 3). 
 
2.3 Cohesion 
Many transitional words play an important role in the 
development and organization of English essay by making 
essays more cohesive [3, 4]. They are often used in connecting 
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the following parts of essay writing: stating thesis, showing 
author’s position, listing main points, giving supporting 
materials, making conclusions and so forth. Hardly can any one 
find a well developed essay without those cue words.  
 
We have made a list of roughly over 100 transitional words. 
Another problem is how to check the context and find out 
whether they really serve the function of connecting meanings. 
Take” at last” for example, if it occurs in the sentence” we win 
the game at last”, it can not be counted as transitional words. 
And if it appears at the beginning of sentence and followed by 
a comma, it is highly possible that it serves as transitional word. 
For example” at last, I would like to say……..” .So through 
finding cue words and checking the context (especially their 
position in sentence and paragraph), we can identify cue words. 
P is the number of cue words that we have identified, Q is the 
number of sentences that the essay contains, so P*20/Q is the 
final score of cohesion.  
 
2.4 Content  
When we are talking about whether an essay has contained 
sufficient materials, we often consider the following aspects: 1, 
whether the given topic has been well analyzed.  In other 
words, how many main points the author gives about that topic.  
2, how well those points are supported. 3, whether the author 
state opinions and make conclusions.  
 
A good essay has many paragraphs, and one paragraph is often 
related to one main idea. Usually, the first paragraph often 
provides introduction materials and shows author’s position on 
a certain issue. The following ones are called main body, and 
each of them has its own main idea and supporting details. The 
last paragraph is used to make a conclusion. 
 
By checking an essay’s paragraphs, we can score its content. 
One thing we need to check is whether the essay is complete, 
 

checking whether it has beginning and conclusions and how 
many supporting ideas are presented. Another thing to check is 
how each separate paragraph is written. The last thing is the 
proportion of each paragraph. Introduction materials should not 
be too long and main body should not be too short.  Through 
searching cue words in each paragraph and comparing the 
lengths of paragraphs, the things we have stated above can be 
done.  
 
In sum, the four raw scores we obtained from the essay can 
reflect its quality to some extent and they will serve as input of 
BP networks.    
 
 
3. EXPERIMENT  
 
Different examinations have different scoring standers, but all 
of them aim at making distinguishes between those essays 
according to its quality by the means of giving them different 
scores. To maintain the consistency of scoring standerd, we 
have chosen one type of examination, the ISSUE writing of 
GRE’s analytical writing test, to conduct our experiment. We 
have trained the BP networks with officially scored sample 
essays, and then we have made a comparison between the score 
given by human and score given by computer.  
 
After several tries, this is how we design the BP network 
[1]:There are 3 layers in total in network. 4 knots in the input 
layer, 14 in the hidden layer and 1 in the output layer. We have 
set a goal of 0.05 of training, the graph below shows that the 
training process goes on well: 
 
After the network is trained, we use it to score another 40 
essays and compare the result to scores given by human reader. 
The result is showed as follows: 

 
Fig.1. The Training Process of BP networks 
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Table 1 The result to scores given by human reader
 

Human 

given 

score 

 

Computer given score 

1 7.3355 1.2718 -0.2369 0.9154 1.1637 1.0385  

2 1.7791 3.9164 2.0231 1.9281 0.8757 3.1 2.2653 

3 2.7 3.8493 2.8167 3.2146 3.0572 2.9378 4.0258 

4 5.1799 5.1376 4.2619 3.8495 4.1537 5.5984  

5 5.1 4.8658 5.0581 4.9923 4.7891 5.2499 6.2157 

6 4.3076 5.7902 6.2463 7.5881 6.3542 5.9487 5.8256 
 
4. DISCUSSION &CONCLUSIONS 
 
Fig.1 shows the training process of neural networks. The line 
on that graph means the training target. For each point on the 
curve, the X-coordinate value is the training steps, and the 
Y-coordinate value is the gap between the output of network 
and the actual result of the sample. From the figure, we can see 
that the target has been reached within 3000 steps. This speed 
demonstrates that the network is appropriately designed. 
 
The aim of computer score is to classify essays according to its 
quality. Human scorer choose integer 1 to 6 to represent 6 
different levels of essays, but for the computers, after so many 
calculations, it is quite reasonable that it can not give score in 
the form of integer. However, each essay is given a different 
score, and therefore classified. Score between 0.5 to1.5 is 
classified as level 1, 1.5 to 2.5 is level 2; 2.5 to 3.5 is level 3; 
3.5 to 4.5is level 4; 4.5 to 5.5; 5.5 to6.5 is level 6.   
 
In Table-2, we can see that 27 essays are correctly scored, so 
the correction rate is 67.5%. Considering the number of essays 
used in training is limited, the result is quite acceptable.  
 
 
5. FUTURE WORK  
 
The method stated above does not involve any detection of 
mistakes in spelling English words and grammar usage.  By 
connecting a database, we can make this possible and we can 
score the vocabulary usage more precisely. Although giving a 
word score according to its number of syllables is a general rule, 
some short words are also quite advance and should be given a 
higher score.  
 
The method also lacks the analysis of semantic content of the 
essay. In this method, for instance, an example will add score to 
the essay’s content, no matter how well it can support the 
author’s opinions. Future work involving the semantic analysis 
of the essay can improve the precision of the essay’s score; at 
least nonsense should be detected.  
 
Lastly, enlarging the number of essays used as samples for 
training and testing will also improve the performance of this 
method. 
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ABSTRACT 
 
Radial Basis Function (RBF) networks are widely applied in 
function approximation, system identification, chaotic time 
series forecasting, etc. To use a RBF network, a training 
algorithm is absolutely necessary for determining the network 
parameters. In this paper, we use Quantum-behaved Particle 
Swarm Optimization (QPSO), a newly proposed evolutionary 
search technique, to train RBF neural network and therefore 
apply QPSO-trained RBF network in chaotic time series 
forecasting. The proposed method was test on Mackey-Glass 
model, and the results show that it can predict the time series 
more quickly and precisely than the RBF network trained by 
Particle Swarm Optimization (PSO) algorithm. 
 
Keywords: Quantum-behaved PSO, RBF 
 
 
1. INTRODUCTION 
 
Radial Basis Functions emerges as a variant of feed-forward 
artificial neural network in late 80’s.  They are function 
approximation models that can be trained by examples to 
implement a desired input-output mapping. Due to their 
excellent nonlinear approximation properties, RBF neural 
networks are able to model complex mappings, which 
perceptron neural networks can only model by means of 
multiple intermediary layers [11].  RBF networks have been 
successfully applied to a large diversity of applications 
including interpolation [4], chaotic time-series modeling [5], 
system identification [15], etc. 

In order to use a Radial Basis Function network we need to 
specify the hidden unit activation function, the number of 
processing units, a criterion for modeling a given task and in 
turn, a training algorithm for finding the parameters of 
network. Finding the RBF weight is called network training. If 
we have at hand a set of input-output pairs, called training set, 
we optimize the network parameters in order to fit the network 
outputs to the given inputs. The fit is evaluated by means of a 
cost function, usually assumed to be the mean square error. 
After training, the RBF can be used with data whose 
underlying statistics is similar to that of the training set. 
The most widely used training algorithms for RBF network 
include Orthogonal Least Squares (OLS) algorithm, clustering 
and gradient-based algorithm, etc. These algorithms, however, 
possess their shortcomings, which will be mentioned in 
Section 2. Evolutionary algorithms are a class of 
population-based search techniques, which have strong global 
search ability and robustness and could be used to training 
RBF and other neural networks. They can solve difficult 
problems with objective functions that do not possess “nice 
properties” such as continuity, differentiability, satisfaction of 
the Lipshcitze Condition, etc. Due to these excellences, 
evolutionary algorithm becomes promising training algorithm 
for neural networks. 

Particle Swarm Optimization is a newly proposed 
evolutionary approach, which differs from other 
evolution-motivated evolutionary computation in that it is 

motivated from the simulation of social behavior. PSO can be 
easily implemented but is computationally inexpensive. The 
method requires only the function value, and does not require 
gradient information of the objective function of the global 
optimization problem under consideration. On the other hand 
only primitive mathematical operators are used. Hence the 
method requires low memory and small computational 
requirement.  

Recently, a novel and global convergent variant of PSO, 
Quantum-behaved Particle Swarm Optimization (QPSO), has 
been proposed [17-19]. It has been shown that QPSO 
outperforms PSO considerably in several benchmark function 
optimization. In this paper, we will apply QPSO in training 
RBF neural network and thus use QPSO-trained RBF network 
to predict chaotic time series. The paper is structured as 
follows. In Section 2 and 3, RBF network model and 
parameter selection problem are introduced. Section 4 
describes QPSO algorithm. In Section 5, we propose our 
QPSO-Trained RBF network model. The problem of chaotic 
time series forecasting is described in Section 6. Section 7 
gives the experiments results of the proposed model on a 
well-known testing problem. Finally, the paper is concluded in 
Section 8. 

 
 

2. STRUCTURE OF RBF NEURAL NETWORK 
 
RBF Neural Network is structured by embedding radial basis 
function a two-layer feed-forward neural network. Such a 
network is characterized by a set of inputs and a set of outputs. 
In between the inputs and outputs there is a layer of processing 
units called hidden units. Each of them implements a radial 
basis function. The architecture of RBF network is shown in 
Fig.1. 

 Σ

Input Layer Hinden Layer Output Layer  
 

Fig.1. RBF network in time series modeling 
 

Mathematically the RBF network can be formulated as: 

( )( )
1

m
g x x ck k k

k
λ ϕ= −∑

=                        (1) 
where m is the neuron number of hidden layer, which is equal 
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to cluster number of training set. x ck−  stands for the 

distance between the data point x and the RBF center ck . 

kλ  is the weight related with RBF center ck . Therefore, the 
RBF neural networks output is a weighted sum of the hidden 
layer’s activation functions. Various functions have been 
tested as activation functions for RBF networks. In this paper, 
we adopt the most commonly used Gaussian RB functions as 
basis functions, then in the formula (1), 

( )
( )

( )
1

R xkxk m
R xi

i

ϕ =

∑
=

                         (2) 

2
( ) exp 22

x ckR xk
kσ

⎛ ⎞
−⎜ ⎟= −⎜ ⎟

⎜ ⎟
⎝ ⎠

                        (3) 

In formula (3), kσ  indicates the width of the kth Guassian 
RB functions. One of the kσ selection methods is shown as 
follows. 

1 22 x ckk Mk x k
σ

θ
= −∑

∈
                         (4) 

where kθ  is the kth cluster of training set and Mk  is the 
number of sample data in the kth cluster. 
 
 
3. PARAMETER SELECTION OF RBF 

NEURAL NETWORK 
 
The neuron number of the hidden layer, i.e., the cluster 
number of training set, must be determined before the 
parameter selection of RBF neural network. In this paper, we 
adopt an efficient method, Rival Penalized Competitive 
Learning (RPCL) [24], to decide the cluster number.  

If the neuron numbers of hidden layer has been decided, the 
performance of RBF depends on the selection of the network 
parameters. There are three types of parameters in a RBF 
neural network model with Gaussian basis functions:  
(1) RBF centers (hidden layer neurons),  
(2) Widths of RBFs (standard deviations in the case of a 

Gaussian RBF)  
(3) Output layer weights  

Different strategies exist for training of RBF neural network 
models. By means of training, the neural network models the 
underlying function of a certain mapping. In order to model 
such a mapping we have to find the network weights and 
topology. There are two categories of training algorithms: 
supervised and unsupervised. RBF networks are used mainly 
in supervised applications. In a supervised application, we are 
provided with a set of data samples called training set for 
which the corresponding network outputs are known. In this 
case the network parameters are found such that they 
minimize a cost function. In unsupervised training the output 
assignment is not available for the given set.  

A large variety of training algorithms has been tested for 
training RBF networks. In the initial approaches, to each data 
sample was assigned a basis function. This solution proved to 
be expensive in terms of memory requirement and in the 
number of parameters. On the other hand, exact fit to the 
training data may cause bad generalization. Other approaches 
choose randomly or assumed known the hidden unit weights 
and calculate the output weights jkλ  by solving a system of 
equations whose solution is given in the training set [4]. The 
matrix inversion required in this approach is computationally 
expensive and could cause numerical problems in certain 
situation (when the matrix is singular). In [15], the radial basis 

function centers are uniformly distributed in the data space. 
The function to be modeled is obtained by interpolation.  

Orthogonal least squares using Gram-Schmidt algorithm is 
proposed in [6]. An adaptive training algorithm for minimizing 
a given cost function is gradient descend algorithm. 
Backpropagation adapts iteratively the network weights 
considering the derivatives of the cost function with respect to 
those weights [10]. Backpropagation algorithm may require 
several iterations and can get stuck into a local minimum of 
the cost function (4). Clustering algorithms such as k-means 
[22], or learning vector quantization [9] have been employed 
for finding the hidden unit parameters in [26]. The centers of 
the radial basis functions are initialized randomly. This 
algorithm is online and its first stage is unsupervised. For a 
given data sample Xi , the algorithm adapts its closest center.  

The training algorithms mentioned have their own 
shortcomings respectively. In the existing literature, many 
attempts have been made to employ evolutionary computing 
approaches, such as Genetic Algorithm (GA) and PSO, to train 
RBF as well as other neural networks. For instance, in [11], 
Juang propose a hybrid of GA and PSO for the design of 
recurrent neural network. In the rest part of the paper, we will 
present how to train RBF neural network by the newly 
proposed QPSO. 

 
 

4. QUANTUM-BEHAVED PARTICLE SWARM 
 
Particle Swarm Optimization (PSO) algorithm is a 
population-based optimization technique originally introduced 
by Kennedy and Eberhart in 1995 [12]. A PSO system 
simulates the knowledge evolvement of a social organism, in 
which each individual is treated as an infinitesimal particle in 
the n-dimensional space, with the position vector and velocity 
vector of particle i being represented as 

( ) ( ( ), ( ), , ( ))1 2X t X t X t X ti i i in=  and ( ) ( ( ), ( ), , ( ))1 2V t V t V t V ti i i in= . 
The particles move according to the following equations: 

( 1) ( ) ( ( ) ( )) ( ( ) ( ))1 1 2 2V t V t c r P t X t c r P t X tij ij ij ij gj ij+ = + ⋅ ⋅ − + ⋅ ⋅          (5) 
( 1) ( ) ( 1)X t X t V tij ij ij+ = + +  1, 2 , ; 1, 2 ,i M j n= =  

where 1c  and 2c  are called the acceleration coefficients. 
Vector ( , , , )1 2P P P Pi i i in=  is the best previous position (the 
position giving the best fitness value) of particle i known as 
the personal best position (pbest); vector ( , , , )1 2P P P Pg g g gn=  is 
the position of the best particle among all the particles in the 
population and is known as the global best position (gbest).  
The parameters 1r  and 2r  are two random numbers 
distributed uniformly in (0,1), that is , ~ (0 ,1)1 2r r U . 
Generally, the value of Vij is restricted in the 
interval [ , ]m ax m axV V− . 

Many revised versions of PSO algorithm are proposed to 
improve the performance since its first introduction in 1995. 
Two most important improvements are the version with an 
Inertia Weight [23], w, and a Constriction Factor [7], K. In the 
inertia-weighted PSO the velocity is updated by using 

( 1) ( ) ( ( ) ( )) ( ( ))1 1 2 2V t wV t c r P t X t c r P X tij ij ij ij gj ij+ = ⋅ + ⋅ − + ⋅ ⋅ −          (6) 
While in the Constriction Factor model the velocity is 
obtained by using 

( 1) ( ( ) ( ( ) ( )) ( ( )))1 2 2 2V t K V t c r P t X t c r P X tij ij ij ij gj ij+ = ⋅ + ⋅ ⋅ − + ⋅ ⋅ −       (7) 
While in the Constriction Factor model the velocity is 
obtained by using 

)))(())()(()(()1( 2221 tXPrctXtPrctVKtV ijgjijijijij −⋅⋅+−⋅⋅+⋅=+     (8) 

Where 
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2
22 4

K
ϕ ϕ ϕ

=
− − −

, 1 2c cϕ = + , 4ϕ >            (9) 

There exists another general form of particle swarm, referred 
to as the LBEST method in [16]. This approach divides the 
swarm into multiple “neighborhoods”, where each 
neighborhood maintains its own local best solution. This 
approach is less prone to becoming trapped in local minima, 
but typically has slower convergence. Kennedy has taken this 
LBEST version of the particle swarm and applied to it a 
technique referred to as “social stereotyping” [13]. 

Trajectory analyses in [8] demonstrated the fact that 
convergence of the PSO algorithm may be achieved if each 
particle converges to its local attractor. Let the local attractor 

( , , )1 2p p p pi i i iD=  be defined at the coordinates 
( ) ( ( ) ( )) ( ), 11 1 2 2 1 1 2 2p t c r P t c r P t c r c r j nij ij gj= + + ≤ ≤        (10) 

which is re-written as 
( ) ( ) (1 ) ( ), ( )1 1 1 1 2 2p t P t P t where c r c r c rij ij gjϕ ϕ ϕ= ⋅ + − ⋅ = +     (11) 

Eqn (11) consists of only one random number. It can be seen 
that the local attractor is a stochastic attractor of particle i that 

lies in a hyper-rectangle with Pi  and 
Pg  being two ends of 

its diagonal, and moves according to Pi  and 
Pg  

In QPSO, each individual particle moves in a search space 
with a Delta Potential Well in each dimension, whose center 

is
pij . Solving Schrödinger equation for each dimension, we 

can get the probability distribution function D is 
2( ) p X Lij ijD p X eij i j

− −− =
                  (12) 

Using Monte Carlo method, we can get 

ln(1 )
2
LX p uij ij= ±                               (13) 

The value of L and the position are evaluated by 
2 ( ) ( )L C t X tj i jα= ⋅ −                        (14) 

where C j  is the jth component of a global point called 
Mainstream Thought or Mean Best Position (mbest) of the 
swarm population, which is defined as the mean of the 
personal best positions among all particles. 
 

1 1 1( ) ( ( ), ( ), , ( )) ( ), ( ), , ( ) ,1 2 1 2
1 1 1

M M M
C t C t C t C t P t P t P tD i i iDM M Mi i i

⎛ ⎞
= =⎜ ⎟∑ ∑ ∑⎜ ⎟= = =⎝ ⎠

  

(15) 
( 1 ) ( ) ( ) ( ) ln (1 / )X t p t C t X t ui j i j j i jα+ = ± ⋅ − ⋅      (16) 

 
QPSO Algorithm 
Initialize particles with random position Xi=X[i][:];  
Initial approximation of personal best position Pi=Xi; 
while stop criterion is not met do 
    Compute the mean best position C[:] by equation (15); 
    for i = 1 to swarm size M  
       If f(Xi)<f(Pi) then Pi=Xi; endif  
       Find the Pg=P[g][:]by equation; 
       for j=1 to D 
          　=rand(0,1); u=rand(0,1); 
         p=ϕ*P[i][j]+(1-ϕ)*P[g][j]; 
          if(rand(0,1)>0.5              

X[i][j]= 
p+α*abs(C[j]-X[i][j])*ln(1/u); 

          Else  
X[i][j]= 
p-α*abs(C[j]-X[i][j])*ln(1/u); 

Endif 
        Endfor 

Endfor 
Endwhile 
 
In the QPSO, the parameter  　 must be set as 1.782α <  to 
guarantee convergence of the particle [19]. Generally, the 
value of 　no more than 1.0 can lead to a good performance if 
it is fixed over the running of QPSO. But in most cases, 
decrease linearly from 0α  to 1α  ( 0α < 1α ). 
 
 
5. QPSO-TRAINED RBF NEURAL NETWORK 
 
When training RBF neural network by QPSO, a decision 
vector represents a particular group of network parameters 
including ck , kλ  and ck ( 1,2, , )k m= . Thus each particle 
flies in a 3m-dimensional search space with 

( ), , , , , , , , , , ,1 2 1 2 1 2X c c ci m m mσ σ σ λ λ λ=  denoting its position. 
Initialization of the population involves generating randomly 
the position vector Xi ( 1,2, , )i M=  and setting the personal 
best position Pi = Xi ( 1,2, , )i M= .  

Since a component of the position corresponds to a network 
parameter, a RBF network is structured according the 
particle’s position vector. Training the corresponding network 
by inputting the training samples, we can obtain an error value 
computed by the following formula. 

E=
1 2[ ( ) ( )], ,2 1 0

Q c
y x g xs j j s j jQ j s

−∑ ∑
= =

                 (17) 

where ( ),y xs j j and ( ),g xs j j  are the actual response (output) 
and network’s predicted response (output) at output unit s on 
x j , respectively. Q is the number of the training sample and c 

is the number of output units. The particle is evaluated by the 
obtained error value (fitness value), by which it can be 
determined whether Pi  and Pg need to be updated. In a 
word, the error function (17) is adopted as the objective 
function to be minimized in QPSO-based RBF neural network. 

There are two alternatives for stop criterion of the algorithm. 
One method is that the algorithm stops when the increment of 
objective function value is less than a given threshold ε ; the 
other is that it terminates after executing a pre-specified 
number of iterations. The following is the description of 
QPSO-Trained RBF neural network algorithm: 
(1) Initialize the population by randomly generate the position 

vector Xi of each particle and set Pi = Xi ; 
(2)  Structure a RBF neural network by treating the position 

vector of each particle as a group of network parameter; 
(3)  Training each RBF network on the training set; 
(4)  Evaluate the fitness value of each particle by formula 

(19), update the personal best position Pi  and obtain the 
global best position Pg  across the population; 

(5)  If the stop criterion is met, go to step (7); or else go to 
step (6); 

(6)  update the position vector of each particle according to 
(18); 

(7)  Output the Pg  as a group of optimized parameters. 
 
 
6. CHAOTIC TIME SERIES FORECASTING 

BY QPSO –TRAINED RBF 
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Assume that ( ), 1,2,3,x k k =  is a chaotic time series, the 
purpose of chaotic time series forecasting is to determine 

( )x k p+ when ( 1)x k m− + , ( 2), , ( )x k m x k− +  are given. In 
this paper, the problem is reduced to, based on the given 
sample data (1), (2),..., ( )x x x M , constructing 1M m p− − +  
pairs of input-output data: [ ( 1),..., ( ); ( )]x M m p x M p x M− − + − , 
[ ( ),..., ( 1); ( 1)]x M m p x M p x M− − − − − , [ (1),..., ( ); ( )]x x m x m p+ , that is, 
constructing input-output pairs [ ( ); ( )], 1,2,...,x n d n n N= , 

where ( ) ( ( ),..., ( ))1
mx n x n x n Rm= ∈  represent m inputs of the 

system under consideration, ( )d n R∈ is the expectant 
response of the system and N is the number of sample data 
(sample size).  

In the process of forecasting chaotic time series by RBF 
network, the first l input-output pairs in the sample data are 
employed as training set to establish the chaotic time series 
forecasting model based on RBF network and the last N-l 
pairs are used as testing data to test the times series. 

 
 

7. EXPERIMENTS 
 
In this paper, we used Mackey-Glass Model described 
following as the testing system. 

( ) 0.2* ( ) 0.1* ( )101 ( )

dx n x n x n
dn x n

τ

τ

−
= −

+ −
                       (18) 

The system comes into chaotic state when 17τ > . In our 
experiment, we set 30τ =  and (0) 0.6x = . Therefore we may 
work out chaotic time series numerically. In the process of 
forecasting as described in the above section, we set 4=m  
and 1p= . When testing Mackey-Glass Model, we set 

1004=M  and thus construct N=1000 sample data pairs, of 
which the first 800 pairs are used as training set and the last 
200 as testing data. 

We use PSO and QPSO as training algorithm for RBF 
network respectively for performance comparison. The 
experiment configuration is as follows. For PSO, the inertial 
weight ω  varies linearly from 0.9 to 0.4 over the running of 
the algorithm, the acceleration coefficients 1c  and 2c are 
both set to 2 and Vmax is 15; For QPSO, the CE coefficient 
varies linearly from 1.0 to 0.5 over the running. Both the 
training algorithms use 20 particles and execute for 200 
iterations. The RBF network used in our experiment has 4 
input neurons, 8 neurons in hidden layer and one output 
neuron.  

The experiment results are shown in Fig 2 and Fig 3, where 
Fig 2 is the visualization of the results on training set and Fig 
3 is that of the results on testing data. It can be seen that RBF 
network trained by either QPSO or PSO can predict the 
chaotic time series with high precision. More concretely, when 
tested on testing data, QPSO-trained RBF network yields 
mean error 0.001877 averaged over 50 runs, while 
PSO-trained RBF generates mean error 0.002116. It means 
that the chaotic times series could be forecasted more 
precisely by the RBF network trained by QPSO, due to the 
stronger search ability of the algorithm. 

We also visualized in Fig 4 the convergence processes of 
QPSO and PSO when they are training RBF networks. The 
results recorded are averaged over 50 runs. It can be seen from 
Fig 4 that QPSO converges to the global optima more quickly 
than PSO in the whole stage of the search. 
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Fig. 2. Experiment results on training set. 

 
 
8. CONCLUSIONS 
 
In this paper, we employ the newly proposed QPSO to train 
RBF network and use QPSO-trained RBF neural network to 
forecast chaotic time series. The experiment results of 
QPSO-Trained RBF network on the testing problem show that 
it can predict the chaotic time series more quickly and 
precisely than the RBF network trained by PSO thanks to the 
stronger search ability of QPSO. 
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Fig. 3. Experiment results on testing data 
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Fig. 4.  Convergence processes of QPSO and PSO both 

averaged over 50 runs. 
 
Although QPSO is also an evolutionary population-based 
search technique like PSO, it is a global convergent algorithm 
while PSO is not. Therefore, QPSO can find out the global 
optima of the optimization problem at more easily and more 
quickly. Our future work will focus on applying QPSO to 
training other neural network and use QPSO-Trained RBF in 
real world applications. 
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ABSTRACT  
 

As an important part in AI, technique of neural networks has 
been applied in many fields successfully. But in corporate 
symbol computation system, each one of intelligent technique 
could just reinforce each other. It is becoming a focus of 
attention that how to effectively combine these intelligent 
methods with neural networks to attain the aim of learning 
from others' strong points to offset one's weakness. This article 
will discuss some methods in combinations of intelligent 
methods with neural networks technology and its execution 
possibility on theory. 
 
Keywords: Combination, Intelligent Methods, Neural 
Networks, Expert Systems, Fuzzy Logic, CMGA, Wavelet 
Analysis, Chaos, Rough Sets, Fractal Theory  
 
 
1. INTRODUCTION 
 
In corporate symbol computation system, each one of 
intelligent technique could just reinforce each other. So how to 
effectively combine these intelligent methods with NN is 
becoming a hot topic. It is practically meaningful to combine 
these techniques forming an intelligent application system, 
which either contain both advantages, synergetic or integrated. 
In recent years, considering the protruding characters of NN, 
such as distributed storing, parallel processing, self-learning 
and organizing, and non-linear mapping, more and more are 
discussing and doing research on combinations with expert 
systems, fuzzy logic, genetic algorithms, wavelet analysis, 
chaos, rough sets, and fractal theory.  
 
 
2. COMBINATIONS OF NEURAL NETWORKS 

AND EXPERT SYSTEMS 
 
Most expert systems are good at logic inferring and symbol 
information processing. But its own deficiency limited its 
development. If realizing details of expert systems and NN are 
not taken into account, both of the two techniques have 
common beginnings and goals. Therefore, certain advantages 
of neural networks can compensate the deficiency of expert 
systems and enhance the capability of the systems at the same 
time[2]. Three ways of combining neural networks and expert 
systems are as following: 
 
2.1 Neural Networks based Expert Systems 
In this kind of systems architecture, its part or all functions 
were realized by neural networks, the advantage lies in the 
capability of learning and adapting. It also avoids most 
difficulties in knowledge acquisition procedure, but its 
disadvantage lies in unable to explain inference procedure and 
basis. Inputs are usually examples of engineering project, and 
knowledge acquisition procedure will be done by NN, there is 
no use summarizing and inducing by project engineer. 
                                                        
 * Project (No.2004XD-03) supported by ministry of education’s action 

planning project.  

2.2 Knowledge based Neural Networks Systems 
It is also called expert networks, for taking expert system as its 
event driven. Neural units represent the premise and conclusion 
of expert system, connection weights represent certain elements 
of expert system, and its own network architecture keeps the 
same as rule sets of expert system above [8]. In this mode, 
there are AND, OR and NOT operators in systems, then rule 
sets of expert systems can be reflected as expert networks. As 
Fig.1 show, the weight 1 can not be modified, so it is also 
called hard-weight, oppositely, other weights which can be 
modified are called soft-weight. 
 
 

 
Fig.1. RULE: IF A AND (B OR C) THEN D 

 
2.3 Mixed System of Neural Networks and Expert Systems 

based 
Classifying the whole complex system into each functionally 
part module is the foundation purpose, and each one will be 
realized by either neural networks or expert systems. The 
problems ranked the top are frame designing and rules selecting 
of realizing functional subsystem [4]. In fact, these two 
problems consist of a whole one and can not be separated. 
 
One point of view comes from the application consideration, 
for subsystem which we can easily understand its rules 
equation will be realized by expert technique, and other part 
will be done by neural networks, in this way, the architecture 
will change along with the real problem. 
 
The other point of view lies in the function needs, for instance, 
using neural networks to realize the rules inducing procedure 
and knowledge acquisition procedure in an expert system, 
meanwhile, expert system will responsible for the 
representation of knowledge and evaluation and explanation of 
results. 
 
 
3. COMBINATIONS OF NEURAL NETWORKS  

AND FUZZY LOGIC 
 
Nowadays, in our country, fuzzy logic controlling technique 
used in fields like industry controlling and family electronics 
develops very quickly, and scientists are focusing almost all of 
their efforts on creating appropriative fuzzy controlling 
circuitries and fuzzy inference chips. While readability is 
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remain the chief character of a fuzzy logic system, at the same 
time neural networks has strong self-learning capability. There 
are three ways of combining fuzzy logic with neural networks 
technology. 
 
3.1 Applying Fuzzy Logic to Neural Networks 
Applying fuzzy logic to neural networks is mainly using the 
concept of fuzzy sets in neural networks’ computing and 
learning procedures, as a result, to enhance the learning 
performance of the neural networks obviously. 
 
3.2 Applying Neural Networks to Fuzzy Systems 
In applying neural networks to fuzzy system, one choice is 
using the learning capability of neural networks to extend real 
knowledge warehouse, along with the enhancement of 
maintainability [5]. The other one is realizing a given fuzzy 
system by neural networks technology, to complete the 
meantime fuzzy inference of this system. 
 
3.3 Mixed System of Neural Networks and Fuzzy Logic 

based 
Fusion ways refers to using the architecture of neural networks 
to finish fuzzy inference procedure, meanwhile, improve the 
acquisition and modification capability of knowledge. In this 
way, both advantages of neural networks and fuzzy system 
can be attained. 
 
 
4. COMBINATIONS OF NN AND CMGA 

(CONTRACTIVE MAPPING GENETIC 
ALGORITHMS) 

 
Genetic algorithm was first introduced by Holland [1] in year 
1962. It was a wholly optimization searching algorithm based 
on natural selection theory and genetic inheritance theory. For 
it is simple, robust and easy parallel processing, more and 
more complex problems are taking this idea to solve real 
world questions [7]. For classic genetic algorithm can not 
guarantee general optimization convergence, based on 
professor Bnanach’s theory (1927), construct appropriate 
measurement space S, make sure that GA in this scale is 
convergent, then any contractive mapping f has the only stable 
point. Meanwhile, we can get the possibility of convergence 
on this point, not to associate with the selection of original 
swarm [3]. 
 
The combining of the two techniques lies in using contractive 
mapping genetic algorithms to train BP neural network. Under 
consideration of the theory described above, based on CMGA, 
BP neural networks can get an optimization convergence and 
weights training won’t lie in original weights selection. 
Therefore, the veracity of representing relations among 
variables will get prompted, and time consuming of training 
will be also less. 
 
Designing and practicing of neural networks based on 
evolutionary computing are playing an important role in most 
fields, such as pattern identifying, robot controlling, and 
financial predicting and so on. The implementation results say 
that it is a better way solving problems than traditional neural 
networks technology. 
 
 
5. COMBINATIONS OF NEURAL NETWORKS 

WITH WAVELET ANALYSIS, CHAOS, 
ROUGH SETS, AND FRACTAL THEORY 

 

5.1 Combinations with Wavelet Analysis 
From year 1986, based on foundation work of Y.Meyer, 
S.Mallat and I.Daubechies, wavelet analysis develops very 
quickly and become a booming subject. Meyer’s work 
“wavelet and operator” and Daubechies’s “ten lessons about 
wavelet” are the most powerful works in wavelet fields. 
Wavelet transformation has a better local timing-frequency, 
combing with self-learning capability of neural networks, 
formed a more powerful approaching and error containing 
capability wavelet neural network. In combing ways, wavelet 
functions can be used as base-function constructing wavelet 
neural networks, or as a pre-input processing tool imposed on 
state signal. At the same time, it can pick up the prior 
characters as inputs for wavelet neural networks. 
 
5.2 Combinations with Chaos Theory 
In year 1990, K.Aihara, T.Takabe and M.Toyada etc. first 
introduced chaos neural networks model, making that artificial 
neural network has chaos behavior, approaching to real brain’s 
neural networks. Therefore, chaos neural networks are 
regarded as one of the intelligent information processing 
systems which can reflect the real world. After that, it 
becomes a main braches for more and more researchers. 
Comparing with standard discrete Hopfield neural networks, 
chaos neural network has a prominent non-linear kinetic 
character, for instance, the synchronous character for chaos 
neural networks, magnetizing operators. To make sure that 
chaos phenomena are operating under control, more work are 
to do with revising and adjusting architectures of chaos neural 
networks, and more researches on neural networks algorithms. 
 
5.3 Combinations with Rough Sets 
Rough sets theory was first introduced by professor Z.Pawlak 
in year 1982. It is a kind of mathematical theory used for 
analyzing datum, representing, learning and inducing 
incomplete datum and incomplete knowledge. Rough sets 
theory was a newly tools aimed for processing fuzzy and 
uncertain knowledge. Its core idea lies in premising that 
holding classification ability, through knowledge reduction, 
concluding strategy for problems and rules for classifying.  
Therefore, combining rough sets with neural networks is a 
feasible way of prompting the whole systems efficiency. 
Using rough sets method to processing information 
beforehand, namely taking rough sets network as pre-system, 
then based on information structure after above step, a neural 
network information processing system will be constructed. 
From this way, the number of attributes will be less, the 
complexity of the whole system will be reduced and the whole 
new system will has a strong anti-jamming ability. It is a 
powerful way for processing uncertain and incomplete 
information. 
 
5.4 Combinations with Fractal Theory 
After introducing the concept fractal by Harvard professor 
B.B.Mandelbrot in 1970s, fractal geometry developed as one 
of the scientific methodologies-fractal theory, and also 
regarded as opening up an important phase for mathematic 
development. It is widely used in scientific and social fields, 
becoming a foreland topic nowadays. 
It is prominent that Using fractal theory to explain the 
abnormal, unstable and highly complex phenomena. 
Meanwhile, combing neural networks with fractal theory can 
take fully use of neural networks’ non-linear mapping function, 
calculation ability, self-adjusting ability, a better result will be 
attained. 
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6. CONCLUSIONS 
 
Although neural networks technology has been applied in 
many fields successfully, but there is still a big space to 
develop it and perfect it. For example, deeper research on 
fundamental theory of neural computation frame, biological 
activities of people, also on new model and architecture, 
readability of neural networks, and better combination 
applications of neural networks with other techniques. Future 
research activities should put hands on new method and new 
technology of each aspect of people’s daily life. Shrilling out 
advantages of each technique and combining them effectively 
to form a better method than single one technique. Making it 
used more widely and more effectively in more scientific 
fields [6]. 
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ABSTRACT 
 

According to the characteristic of the virtual assembly, Markoo 
model of variable viewpoint state has been established. The 
scene dispatch method based on nerve network is put forward 
owing to the finding of the rule of viewpoint change during the 
assembly process with the uses of the nerve network. This 
method is adopted to call in the scene ahead of time that is 
going to appear in the assembly process. The strategy may 
enhance the efficiency of the scene dispatch and cause the 
dispatcher intellectualized, so as to achieve the goal of the real 
time display scene. This dispatcher strategy may be also 
applied in such domains of virtual reality as the scene roams. 
 
Keywords: Scene Scheduler, Virtual Assembly, Neural 
Network, Markov 
 
 
1. INTRODUCTION 
 
In virtual reality, the scene dispatch is an important constituent 
of virtual scene management. According to its purpose, the 
virtual scene management technology can be divided into two 
kinds: one is taking the object as the unit facing interact; and 
the other is taking the space as the unit facing performance. 
The corresponding scene dispatch consists of object-oriented 
dispatch and spatial dispatch. The scene dispatch chooses a 
scene by the prismoid for observation, and the scene range of 
the prismoid for observation depends on the viewpoint state 
(the viewpoint position and the angle) and its volume. The 
former scene dispatch is somewhat blind because it rarely uses 
the semantic information provided by concrete scene. And it 
affects scene real time display. 
 
Human subjectively decides the changes of viewpoint. 
Although it has little randomness at a certain time, its changes 
have certain rules in the specific environment within a long 
time. Usually people pay attention to a certain part of the scene 
by some probabilities, therefore when the scene saved in the 
external memory is move into memory by a certain probability, 
the one has more probabilities is easier moved. 
 
This phenomenon is more obvious in the process of virtual 
assembly. Because the operators of the virtual assembly system 
are technicians with similar knowledge background and same 
assembly goals, the scene they want to see is usually the same. 
They need to repeat the whole assembly process or to carry on 
an exploratory installment for some component while they are 
performing the virtual assembly. The same scene and the 
assembly process repeatedly appear provided the semantic 
information needed by scene dispatching. 
 
The viewpoint change decided subjectively by the human, that 
has certain randomness in some time, but its change has certain 
rule in the specific environment within a long time. Usually 
people pay probability attention to some part of certain 
scene[2], and the scene which save in the external memory is 
called into the memory by a certain probability, therefore the 

more people pay attention the more possible the probability 
called in. 
 
When carries out the assembly to some components, we can 
found that the viewer viewpoint information change is 
stochastic in one time, as a whole, the viewpoint information 
change may regard as is a Markov process, which has the 
relatively stable way and relatively stable angle of view in the 
corresponding position regarding the specific components, also 
changes by certain probability to the next condition. Because 
the viewpoint information decide the scene, if these useful 
information can be used appropriately we can enhance the 
scene demonstration timeliness. 
 
The neural network has the ability to memory fuzzy 
information, which may be used to study and memory the 
information of virtual assembly process. When the training 
network is stable, we can dispatch the assembly scene through 
the output information of the network. We establish a Markov 
decision-making model based on viewpoint change, and find 
the viewpoint change of state rule of virtual assembly by neural 
network, and forecast viewpoint change by the output, and 
carries on the scene dispatch to enhance the demonstration 
efficiency. This method also may expand to other domain scene 
dispatch in the virtual reality. 
 
 
2. MARKOV MODEL BASED ON THE CHANGE 

OF VIEWPOINT STATE 
 
Markov model based on the change of viewpoint state refers to 
the condition the viewpoint has achieved, only relies on the 
condition which locates at present, having nothing to do with 
the condition which formerly located [3]. Therefore in the 
virtual assembly, the viewpoint state change may be regarded 
as a random walk process. Suppose the viewpoint state is 
expressed as }),({ TttX ∈ , in which t is the assembly time, 
it is separate, )(tX is decided by the state of the 
viewpoint ),,,,,()( rphzyxiX =   which locates in the t 
time, the position in which the viewpoint locates is ),,( zyx , 
the angle of view direction is ),,( rph . The viewpoint 
condition has nothing to do with the outset time, therefore the 
viewpoint change process is the odd Markov process. 
 
As part of the printing process your document will be 
photographed. To ensure that this can be done with one camera 
setting for all papers and to ensure uniformity of appearance for 
the Proceedings, your paper should conform to the following 
specifications. If your paper deviates significantly from these 
specifications, the printer may not be able to include your paper 
in the Proceedings. 
 
Suppose the viewpoint state space is ......}3,2,1{=S , and 
it is limited. The state space may be divided into two ways. 
Unreachable state, the state that the viewpoint can’t arrive at; 
the other is the reachable the state, the state which the 
viewpoint can arrive at. The number of the state spaces can be 



DECABES 2007 PROCEEDINGS 613

set, for example assemble space can be divided into 
100×100×100 points, and each angle of view can be divided 
into 360×360×360, in other words, there are 
100×100×100×360×360×360 states. The change of the space 
division granularity changes the precision that regards the 
special details to decide. 
 
Most of the random phenomenon has a stable average result; 
therefore the viewpoint transfers into the next state by a stable 
probability. Each viewpoint state has 12 operations, it means 
that, when one component of the state of the viewpoint 

),,,,,()( rphzyxiX =  increases an operation unit or 
reduces an operation unit, the operation unit's size decided by 
the spatial division granularity and each operation is chosen by 
certain probability, and the viewpoint state shifts when one 
operation is chosen. For example, when viewpoint move one 
unit to X, the viewpoint ),,,,,()( rphzyxiX =  will turn 
to ),,,,,1()( rphzyxjX += . 
One step transition matrix:  

1       2         3         4    .  .  . 
     

11P   12P   
13P   

14P ……
nP1

    1 
      

21P   
22P   

23P   
24P …… nP2     2 

P =      31P   32P   33P   34P …… 14P     3 

1nP   2nP   3nP   4nP …… nnP     

In the matrix 0ij ≥P ， ji ,∀
, 1i j

j

P =∑
,there are  only 12  

probabilities can not be zero in one row, and the other are all 
zero, because it is possible that the other states are get in one 
step. If i and j is reachable, it means that i can get j in limited 
steps. For example, 15P =0,it means state 1 can’t reach state 5 
in one step, but state 1 may arrive at state 5 through state 3, and 
its probability is 

13P *
35P . (k)

ijp  means the probability which 

state i gets state j in k steps. 0)(lim =
∞>−

k
ij

n
p  means state i can’t 

reach state j.  
 
Using the above probability information provided by the 
Markov model may forecast the scene condition directly. Every 
time the specific component is assembled, the corresponding 
viewpoint starts with the same original state. After the 
assembly starts, each viewpoint change situation is recorded, 
the component is repeatedly assembled, calculate the 
probability of the operation under the specific viewpoint state, 
then establish the matrix of state transition probability to 
components, finally carry on the same operation establishment 
corresponding the matrix of state transition probability to all 
components. When this components is assembled again, assign 
out the corresponding components the transition matrix to 
manage the scene dispatch, namely the viewpoint carries on the 
state shift according to the most probability 
 
Although this method may carry on the scene dispatch, it has 
the obvious insufficiency. It needs massively data to obtain the 
viewpoint state transition probability matrix, and also needs to 
maintain this matrix for each component; therefore it needs 
massive computations and storage space. Therefore we 
proposed a scene dispatch strategy based on the neural network 
technology in next section. 
 
 
3. STRUCTURE  NEURAL  NETWORK 
 
The neural network may save the environment experience 

knowledge through training [4], the experience knowledge here 
refers to the change rule of the viewpoint condition, and it 
saves in weight form in the weight matrix. In fact, training 
neural network to simulate the Markov process is the process of 
approaching a complex function; regulating the network weight, 
enable the function it expresses to output with expectation, so 
that we may forecast viewpoint condition through the neural 
network simulation function. We can also simulate this Markov 
process by multinomial and the transect line, but these methods 
are not strong enough, and the versatility is not good. Realizing 
the Markov decision-making process with the neural network 
can overcome these shortcomings and we can use the BP 
network to simulate Markov process [5]. Here unifying the 
characteristic of viewpoint change in the virtual assembly, and 
using radial direction primary function network to realize the 
forecast function of the Markov process. 
 
The radial direction primary function network is a kind of front 
network based on function approximation theory. It will lower 
the best-fit plane of space mapping to the multi-dimensional 
space to seek the training data. Radial direction primary 
functions is superior to BP network in many aspects regardless 
of approaching ability、classifying ability、study speed and so 
on. The structure of this network is shown as followed:                   
 
Consider instance 1

N)},{( =iii dx  as training sample, vector 

ix  is the input of the network expressing the current actual  

condition of viewpoint, id  is the actual following condition of 

ix , 1
N)},{( =iii ox   is  the  input  and  output of the network, 

.     .  
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. The structure of the neural network 
 

io  is the output of the network expressing the forecast 

following condition of ix , N is the sample number, this kind 

of network only has one concealed level, ijw is the connection  
weight  between  neuron i to neuron j  in the concealment  level.  
Taking the Gaussian function as the primary function here : 

]/||||exp[),( 22 σσφ icxx −−= , 2|||| icx −  is the 

distance from x  to ic , σ，ic  is the  center and the width of 
the radial direction primary function respectively and can be 
determined by K-average value cluster algorithm law[4], that is: 

∑
∈

=
jjx

jj Xnumb
θ

θ )(/1C j

                      (1) 

Md m 2/=σ                                          (2)   

jθ  is the cluster subset, )( jnumb θ is the sample number of 

jθ , md  is the maximum range between various centers, M is 

the thinking. 
 



Scene Dispatch Strategy Based on Nerve Network 614 

The training sample collection, suppose an operation of 100 
steps can complete some component’s assembly, then it 
experiences 101 conditions (including the original state) 
altogether and produce 100 training samples 1

100)},{( =iii dx  
altogether. The training samples select the central method 
through the neural network and determine σ，ic  according 
to sample determination. 
 
The determination of concealed level neuron number, using cut 
and try method [6] make concealed level include a few neurons 
first, then increases the number gradually and stop after the 
network output reaching the precision request, so that the 
network has the smallest structure. 
 
When carry on the virtual assembly, CPU is at the busy 
condition, so you must consider the computation cost of the 
neural network. Use the way of collecting the data in the actual 
assembly and training the network when separated from the 
environment to carry on the training and record the 
corresponding components weight matrix. When the training 
has been completed, the input and output need extremely little 
time in using the neural network, so it can meet the needs of the 
real-time way. 
 
 
4. ASSEMBLY  PROCESS 
 
Accurately indeed settles the next step of viewpoint condition, 
maybe there is different between viewpoint condition and the 
forecast viewpoint condition. 
 
Actual scene formation of the aligment: 

 
 
Forecast view point condition of the aligment: 

 
iS is the current condition of the viewpoint state,  and 

1−iS  to 

4−iS  are the past  condition  (real  viewpoint  state),  
1+iS  to 

5+iS   are   the  condition  following  network  forecast  current 
Regarded.  The volume and the viewpoint condition of the the 
prismoid for observation   decide the spatial region which 
regarded the prismoid for observation occupies.  

 
Fig.2. The prismoid for observation 

 
Suppose 

iV  is  the  spatial  region  that the current viewpoint 
condition decided, 

kV is spatial region that decided by the next 
condition of iS . 
 
Gathers  rV   is   a  union  set  spatial  regions  occupied by the  
prismoid  for  observation,  which is decided by past viewpoint 
condition in actual scene formation. 

rV ＝
1i2i3i4i VVVV －－－－ ∪∪∪                      (3) 

 
Gathers  

pV   is  a  union  set  spatial  regions  occupied  by the 

prismoid   for   observation,   which  is  decided   by   forecast 
viewpoint  condition in forecast scene formation. 

pV ＝
1i2i3i4i VVVV ＋＋＋＋ ∪∪∪                  (4) 

 
If 

rpk VVV ∪∈ ,  it  means the scene the accurate forecast 

needs is already in the memory, simultaneously the neural 
network forecasts the next condition of 

5+iS ,  and enters the 
team, also

1+iS set out. 
 
If 

rpk VVV ∪∈ ,it means a part of the scene needed is not 

in the memory, and this part of scene is supposed as 

rpks VVVV ∪−= ,Needed to call in by now the memory: 

If the surplus memory is bigger than or equal to the memory 
needed by 

sV , then call it in directly; If the surplus memory is 

smaller than the memory needed by sV , then it needs to assign 
the partial scenes out of the memory which the method to 
discover in the actual scene formation causes||

jk SS － || 

Biggest, in which j=i-1, i-2, i-3 i-4，actual current viewpoint 
condition following actual viewpoint condition. ||.||is norm, 
then assigns out the scen hypothesized e for 

jk VV −  also set 
out, if the memory is still insufficiently duplicates, repeat the 
above process till it can seat the scene. 
 
 
5. CONCLUSIONS 
 
In view of the characteristics of viewpoint information change 
in assembly, the viewpoint change of state Markov model has 
established under the hypothesized assembly environment. The 
viewpoint change of state direction dissemination neural 
network has been established based on neural network learning 
capability. Forecast the next step or the next several steps of 
viewpoint condition information through the output of the net, 
and carry on the hypothesized assembly scene the dispatch with 
the information of the prismoid for observation scope. And 
with the fault-tolerant technology, it made the neural output 
result. 
 
 Fuzziness and the scene dispatch precise disposition 
contradictory better. Enhance the timeliness of the scene 
dispatch simultaneously, it can be also used for scene dispatch 
in other domains in virtual reality.  
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ABSTRACT 
 

The basic concepts of regulated morphological operations 
have been introduced firstly, In order to enhance the 
robustness of morphological image processing as well as the 
performance in the anti-disturbance, a novel implementing 
method based on neural network (ANN) has been presented. 
This Method has been applied to binary image filtering and 
edge-detection. The experimental results demonstrate that the 
noise can be nearly removed by using the new method and 
the detail of original image can be kept clearly with the clear 
edge, thus its performance is better than the classical 
morphological filter. In addition, the method has the feature 
of flexibility than classical morphological operations. 
   
Keywords: Regulated Morphological operations, 
Mathematical morphology, Neural networks, Filtering, 
Edge-detection 
 
 
1. INTRODUCTION 
 
Mathematical morphology, which is based on set-theoretic 
concept, provides an efficient tool to image processing, and 
analysis [1-3].It is widely adopted in computer vision, signal 
processing, image analysis, pattern recognition, and it 
includes almost all the concerned contents of the image 
processing, such as nonlinear filtering, texture analysis, 
biological material analysis, edge detection, feature 
extraction, image compression, image segmentation and face 
recognition etc. Since the 90’s of 20th century, the method of 
combination of classical mathematical morphology and soft 
computational method and wavelet and fractal theories has 
been widely applied to computer vision and pattern 
recognition.  
 
The classical filter based on the standard morphology has the 
better performance for denoising, at the same time it vagues 
the edge information of image, the robustness of 
morphological image processing as well as the performance 
in the anti-disturbance which is in the need of development.  
Since the efficiency of the morphological filter is mainly up 
to the following two factors: One is the definition of basic 
morphological operators (dilation and erosion) and the 
structuring element. The other is the selection of structuring 
element and the construction of composite operators. To the 
former, we can develop it in two ways: one is to divide the 
structure element into two parts: the core, the pixels 
participate with weights greater than one, and the soft 
boundary, the pixels participate with weights equal to one, 
then get the soft morphological operators [4]. The other is to 
define a class of morphological operations such as regulated 
morphological operations by extending the fitting 
interpretation of the ordinary morphological operations, 
which have a controllable strictness, and so they are less 
sensitive to noise and small intrusions or protrusions on the 
boundaries of shapes[5].In addition, due to the complexity of 
image information and the strong relevance among them, 

there are probably some incompletion and inaccuracy under 
various situations during the process, so the better processing 
performance may be obtained by applying fuzzy set theory to 
the image processing and understanding in some situation. In 
Ref. [6], a fuzzy morphological method with one restricted 
parameter (r-MM) is presented. In this paper, Neural network 
implementation of regulated morphological operations have 
been discussed. Experiment results show that the method of 
combination of regulated morphological operations with 
neural networks can obtain a good effect in filtering and 
edge-detection for binary images. 
In what follows, X will denote an image and it will present 
the set of black pixels as in the binary case. The cardinality of 
a set S is denoted by S .we will call S a symmetric set if 

S S− = .The translation of a binary image X by 

s ,{ },x s x X+ ∈ is denoted by ( )sX . 

 
 
2. CLASS MORPHOLOGICAL OPERATION 

AND REGULATED MORPHOLOGICAL 
OPERATION 

 
2.1 Dilation operation 
The dilation operation may be interpreted in various ways. In 
particular, the dilation of X  by S ( S is a symmetric) 
may be obtained as the union of all the possible shifts for 
which the shifted S  intersects X .That is 

{ }( )( ) |S xX x X Sρ = ∩ ≠ ∅        (1) 

By using the fitting interpretation of dilation (1), the 
morphological dilation of X  by S  can be extended by 
combining the size of the intersection into the dilation 
process. In that sense, a given shift is included in the dilation 
of X  only if the intersection between X  and the shifted 
S  is big enough. The obtained advantage of the regulated 
dilation is the prevention of excessive dilation caused by 
small intersections with the object set[5]. 

Definition 1. The regulated dilation operator ()ρ
∼

 of X  

by S  is defined by: 

()ρ
∼

： { }, ( )( ) :r S xX x S X rρ = ∩ ≥
∼

 

where ( )xr S X≤ ∩ . 
 
 
2.2 Erosion Operation 
It can be know that dilation and erosion are dual, so that the 
morphological erosion of X  by S ( S is a symmetric) 
can be obtained by dilating the complement of X  with S , 
and then taking the complement of the result. That is 
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( ) ( ( ))c c
S SX Xε ρ=  

where cX  denotes the complement of X  defined 

by: { }cX x x X≡ ∉ .The erosion operation may be 

interpreted in various ways. In particular, one interpretation is: 

{ }( )( ) | c
S xX x X Sε = ∩ =∅  

So regulated erosion operator can be defined as following[5]: 

Definition 2. The regulated dilation operator ()ε
∼

 of X  

by S  is defined by: 

()ε
∼

: { }, ( )( ) : c
r S xX x S X rε = ∩ <

∼
， [1, ]r S∈ . 

Considering every pixel of binary image, we can interpret 
classical morphological dilation and erosion operators as 
following in another ways:  

( , )1,
( )( , )

0,
x y

S

if X S S
X x y

otherwise
ε

⎧ ∩ =⎪= ⎨
⎪⎩

 

( , )1, 1
( )( , )

0,
x y

S

if X S
X x y

otherwise
ρ

⎧ ∩ ≥⎪= ⎨
⎪⎩

 

where ( , )X x y  denotes the value (0 or 1) of pixel in 

coordinates ( , )x y , So we can get that 

( , )
,

1,
( )( , )

0,
x y

r S

if X S r
X x y

otherwise
ρ

⎧ ∩ ≥⎪= ⎨
⎪⎩

∼     (2) 

It should be noted that this formula result in the classical 
erosion and dilation respectively when r  is S  and 1 

respectively. 
 
 
3. THE REGULATED MORPHOLOGICAL 

METHOD BASED ON ANN 
 
In recent years, the parallel computing performance and non 
linear mapping and adaptive ability of ANN have got well 
known along with the in-depth research of neural networks. 
neural network models have been widely employed in lots of 
fields. In this paper, a implementing method based on neural 
network will be discussed. 
Let  

{ }
~

2
( )| xM x I X S r= ∈ ∩ ≥  

we can get 
~

M ( )2 | 1xX S
x I

r

⎧ ⎫∩⎪ ⎪= ∈ ≥⎨ ⎬
⎪ ⎪⎩ ⎭

 

      
( )

( )2

( )
| 1

x
x

X S
y X S

y
x I

r

μ ∩
∈ ∩

⎧ ⎫
⎪ ⎪

= ∈ ≥⎨ ⎬
⎪ ⎪
⎩ ⎭

∑
 

( )

( )

2
( )

| 1x

x

X S

y X S

y
x I

r

μ ∩

∈ ∩

⎧ ⎫⎪ ⎪= ∈ ≥⎨ ⎬
⎪ ⎪⎩ ⎭

∑  

that is 

~
M ( )

( )

2
( )

| 1x

x

X S

y S

y
x I

r

μ ∩

∈

⎧ ⎫⎪ ⎪= ∈ ≥⎨ ⎬
⎪ ⎪⎩ ⎭

∑      (3) 

where 
~

M  denotes a morphological operation(dilation or 

erosion), 2I  denotes the integer space of two-dimension, 

( )
( )

xX S yμ ∩  denotes the membership function of 

y belongs to ( )xX S∩ , and we can get that 

{ }
( )

( ) 0,1
xX S yμ ∩ ∈ for binary images. r  is a constraint 

parameter and { }1, ,r S∈ " .Now we regard 1/ ir  as the 

weight iω  of neural network and regard 
( )

( )
xX S yμ ∩  

and ( )xy S∈  as the input iI （ 1, 2, ,i S= " ）  of 

neural network, and obviously we can get that  

1 1, , ,1( 1)i S Sω ⎧ ⎫∈⎨ ⎬−⎩ ⎭
" , 

and then 
~

M  can be denotes as 
~

( 1)
S

i i
i

M g Iω= −∑  

where ( )g x  is a threshold function. 

This is a typical expressing way for neural network, and 
~

M  
can be implement by using a simple perception model 
as fig.1. 

1 1I ω  

2 2I ω  

#  

i iI ω                     
~

M  

      S SI ω             1θ =  

 
Fig.1. Simple perception model 

 
For binary image, ( )g i  is defined by 

1 0
( ) ( 1)

0 0

S

i i
i

u
g u g I

u
ω

≥⎧
= − = ⎨ <⎩

∑  

It is clearly that iω  is 1/ S  and 1 when r  is S  and 1 

respectively, and its corresponding morphological operation 
is classical erosion and dilation respectively. But we can 
obtain a operation result between classical erosion and 
classical dilation.  
 
 
4. EXPERIMENTAL RESULTS 
 
In order to demonstrate the performance of the regulated 
morphological method based on ANN, we compared it with 
the classical mathematical morphology in noisy image 
processing. Fig.2. presents an example of morphological 
processing of a noisy image by using our method and the 
classical morphological operations respectively. The 

g 
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structuring element used in these operations is a 3×3 flat 
structuring element with the origin at its center. 
 

 
(a)  original image X 

 

  
(b)  X corrupted with gaussian noise (0, 0.05) 

 

        
(c)  erosion result using classical morphological method 

 

 
(d)  dilation result using classical morphological method 

 

 
(e)  filtering result using regulated dilation based on 

ANN  
r=4 

 
Fig.2.Result of computer simulation for filtering 

 
Fig.3. presents an example of edge-detection of a noisy image 
by using our method. 
If  the value of r  can be at a certain range not a 
determined value. we can let  

0r r r= + Δ
 

and then M�  can be modified into 

( )

( )

~
2

0 0| ( )
x

x

S
y X S

M x I r y r rμ
∈ ∩

⎧ ⎫⎪ ⎪= ∈ ≤ ≤ + Δ⎨ ⎬
⎪ ⎪⎩ ⎭

∑
 

selecting proper 0r  and rΔ , we can obtain the edge of 
binary image. where the structuring element used in the 
operation is a 3×3 flat structuring element with the origin at 
its center. 

 

 
(a)  original image X 

 

 
(b)  X corrupted with gaussian noise (0, 0.05) 

 
(c)  edge-detection result using our method 

0r =4, rΔ =2 
Fig.3. Result of edge-detection for noising image 

 
From the above experiment we can observe that the noise can 
be nearly removed by using our method and the detail of 
original image can be kept clearly with the clear edge. 
 
5. CONCLUSIONS 
 
In this paper, we studied a regulated morphological method 
based on ANN, and tried to apply the method in binary image 
filtering with great experimental success, it is to some degree 
development of the classical mathematical morphological 
method. But how to apply this method widely in the actual 
image like grey, colorful image etc and wider fields in image 
processing is our next step works. 
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ABSTRACT 
 

In this paper, RBF Neural Network is used to forecast futures 
prices and trend. Based on RBF Neural Network Theory, we 
focus on the forecast of London Copper by MATLAB Software. 
The results show that RBF Neural Network can be well used in 
the prediction of the futures contract prices. 
 
Keywords: RBF Neural Network, Nonlinear Time Series 
Prediction, MATLAB Simulation 
 
 
1. INTRODUCTION  
 
Futures markets touch the hearts of millions of investors, since 
its birth date. Futures prices affected by many factors, such as 
supply and demand, monetary, financial market changes 
economic cycle changes, political events, the government 
policy measurements human action, psychology and so on [1]. 
However there are no definite rules to describe these factors. 
People used in the futures market analysis include traditional 
statistical method, which mainly based on people’s experience 
to sum up the chart state, indicators formula to describe the 
market changes. In recent years, with the development of 
artificial intelligence science, a new artificial intelligence 
method has been used in futures prices forecast. In the artificial 
intelligence technology, the neural network prediction method 
is commonly used.  
 
Neural network, has a strong ability of self-study and error 
revision, theoretically it was proved to approach to any 
nonlinear system [2]. In the neural network algorithm, the BP 
algorithm application is widespread, while as BP algorithm’s 
weight-value adjustment is the negative gradient method. It has 
a slow convergence and easy to be trapped in a local minimum 
value, thereby affects the accuracy of forecasts and reliability. 
In this paper, we use approximation, Classification and learning 
speed which are better than BP network RBF neural network 
model to predict futures prices. Simulation results show that the 
model can effectively predict on futures prices for short-term 
forecasts. 
 
 
2. RBF NETWORK’S STRUCTURE AND 

ALGORITHM  
 
The RBF Neural Network is the three-tier network. It 
constitutes input layer, hidden layer and output layer. As futures 
price is a one-dimensional time series, so the output layer is 
only one element. The topology of the RBF Neural Network is 
shown in Fig1. 

 
Fig.1. The topology of the RBF Neural Network. 

 
Fig. 1 shows the structure of m-n-1 RBF network, the networks 
with input m, n implicits and one output. Where let denote the 

input vector be 1 2( , , )q q q q T n
mx x x x R= ∈

; 

1 m nw R ×∈ denote the input power matrix, 
( )q

ir ∗
denote the 

hidden node activation function; 
12 nw R ×∈  denote the 

output power vector, 
qy denote the network output. Σ  in the 

output layer express that  output layer neurons use 
linear-activation function . The RBF network’s most notable 
feature is that people use the distance function as the hidden 
node-function and use RBF function as the activation function. 
Generally Gaussian function is the most classical function in 
the RBF network. 
 
The information processing of REF neural network can be 
divided into the implementation phase and learning phase. 
Implementation phase refers to the neural network deals with 
the input information and produces output in the process. 
The input of the hidden layer neurons is as follows: 

  || 1 || 1q q
i i is w x b= − ×                       （1）

Let || ||∗  denote the Continental Norm; 
1iw

 is the weight 
vector, which connected with the i-th value of input layer and 

the hidden layer neurons. Let 
qx denote the Input vector; 

1 ib denote the threshold of the value of the hidden layer, which 
can adjust the sensitivity of the function. 
Gaussion function is used as an activation function. the output 
of the i-th hidden layer is as follow:  

2exp( (|| 1 || 1 ) )q q
i i ir w x b= − − ×               （2）

In the neural network toolbox of the MATLAB software, the 

relationship between  1ib and ik  is 

that: 1 0 .8 3 2 6 /i ib k= .let ik  denote the Constant 
expansion of the i-th hidden layer. At this point the input of the 
hidden layer neuron is as follows:  
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2
2 || 1 ||exp 0.8326

q
q i

i
i

w xR
k

⎡ ⎤⎛ ⎞−
⎢ ⎥= − ×⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦      （3）

The value of the output layer is the weighted sum of the values, 
which are from the hidden layer neurons. 

 1
2

n
q q

i i
i

y R w
=

= ×∑
                      （4）

Generally, the Learning stage of the neural network is 
self-improvement stage. The RBF network uses error correction 
learning process. Let the center value of the i-th hidden layer 

be ik
 . If we determined ik

, the formula (4) is a 
linear-equations. hence, the problem of calculating the weight 

vector 2w is becoming a linear-optimization problem. In this 
paper, the recursion of least squares method to solve this 
problem. 
Objective Function: 

1 1

1( ) ( ) ( )( )
2

n n
q q

p
p p

J t E t p d y
= =

= = Λ −∑ ∑
       （5）

Let ( ) n pp λ −Λ = denote the weighted factor. Le 
qd tdenote the actual output value, and let the calculation of 

the output samples be
qy  . So the value, which makes ( )J t  

achieve to minimum, is the value of the demand. We can have 

the result from the equation, that is

( ) 0
2

J t
w

∂
=

∂  
. 
 
3. THE RBF NEURAL NETWORK 

PREDICTION FOR FUTURES CONTRACT 
PRICE  

 
In the futures market, the futures price indices measure is 
including opened, the dollar, the highest price, the lowest prices, 
volume and so on. In this paper London-cop futures dollar as a 
study of data samples and forecasting. Here we selected 
London-cop futures price from April 3.2006 to March 26.2007, 
between 250 trading days data to analyze the futures price. The 
data processing is including the following three stages. 
 
3.1 Normalize the Data in Minimax Value Method  

Suppose the time sequence
{ | , 1, 2, }i ix x x R i L= ∈ =

, 

whose length is N M+ with overlaps. The specific method 
as follows: 
 

 
Table 1. The specific method of dealing with data 

 
Input data（ N  dimension） output（ M dimension）

1 Nx x  1N N Mx x+ +  

2 1Nx x +  2 1N N Mx x+ + +  

  

1N N Kx x + −  1N K N M Kx x+ + + −  

 
Taking into account that the minimax value method can 
normalize all the data to the data (between 0-1), and this can 
facilitate the mathematical procession. So the importation of 
samples has been initialized by the minimax value method. 
Specific algorithm: calculate the maximum and minimum of 
the original data in this period. Let denote the maximum data 

be Max and the minimum data be Min .The corresponding 

value of ix
will be 

' i
i

x Minx
Max Min

−
=

− [5]. 
 
3.2 The RBF Network Training and Optimization with 

MATLAB Software 
Here we set every 10 days as a cycle, the 10-day future prices 
data as the input vector, and then we get the future price on the 
forecasting current day as the output data. Thus, the number of 
neurons on input layer is N=10, on output layer is M=1. 
Suppose the number of neurons on middle layer is 50, we use 
network to create codes: 
Spread =10; 
Net =newrbe (P,T,spread); 
Where, spread denotes the RBF distribution, P and T denote the 
input and output vector in the training sample respectively and 
newrbe expresses the order to create an exact RBF. The error of 
this net is 0. 
We use the first 10 samples as a training sample and the next 6 
samples are used as the test samples. The test code is that: 
Y=sim(net,P_test);  P_test is the vector of the testing samples. 
 
3.3 The Result of the Analysis 
The following is the comparison between the forecast prices 
and the actual value on London cop future price. 

 
Table 2. The result of the analysis 

date 2007/1/24 2007/1/25 2007/1/26 2007/1/26 2007/1/30 2007/1/31 

Actual Value 0.3823077 0.5692308 0.5 0.1576923 0.2769231 0.3923077 

Predicted Value 0.3392552 0.4318182 0.4555338 0.131 0.2244719 0.3918 

Absolute Error 0.0430525 0.1374125 0.0444662 0.0266923 0.0524512 0.0005077 

Relative Error 0.1126121 0.2414004 0.0889323 0.1692683 0.1894071 0.0012941 
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From the results we can see that RBP Neural Network futures 
prices on the short-term effect are better. The average absolute 
error in the forecast is no more than 0.06. And forecast better 
directional price movements. From April 3, 2006 to 2007 to 
March 26, the 271 days of data can be used at forecasting and 
the results are as follows: 

 
 

Fig.2. The comparison between Actual Value and Predicted 
Value during April 3.2006 to March 26.2007 

 
 
4. CONCLUSIONS 
 
Experimental results show the RBF Neural Network with faster 
operation’s speed and the best approximation properties will be 
applied to forecast futures price, the actual forecasts and actual 
data model in achieving obtain better results. In this paper, data 
are used as a group of relatively stable data, which is derived 
from future market with normal operation. There are a lot of 
external factors influence futures price. How to improve the 
RBF network so that the network has a better predictive 
capability, we still need further discussion. 
 
 
REFERENCES 
 
[1] Cheng QiZhi, Gao HongGui, Futures and the Futures 

Market,Wuhan Industrial University Press 
1998.299-307.in english 

[2] Meng XiangZe, etc., “Multi- Models Coordination stock 
Market Forecast Based on the Fuzzy Nerve Network”, 
Papers Collection of Chinese control Conference, 1997. 
in english 

[3] Fei Thinking Technology Products R & D ,Center, 
Neural Network Theory and MATLAB7 Impl ementation, 
Electronics Industry Publishing House, Nov 7,2005. in 
english 

[4] Zhu Da Qi, Shi Hui, Artificial Neural Network Theory 
and Application, Scientific publishing house. in english 

[5] Cao Qing, Gao Feng, “Stock Market Forecast Based on 
Nerve Network”, 10th Session of nationacademic Annual 
meeting collection of China Artificial Intelligence 
Academic society(2003), China Artificial Intelligence 
Academic Society, Beijing Posts and 
Telecommunications Publishing house  



DCABES 2007 PROCEEDINGS 623

Life Distribution Recognition Using Neural Network 
 

Shang Gao 
School of Electronics and Information, Jiangsu University of Science and Technology 

Zhenjiang Jiangsu 212003, China 
Email:gao_shang@hotmail.com 

 
 
ABSTRACT 
 

In general, we describe three different methods to select an 
appropriate distribution form: histogram, probability plots, 
hypothesis test. The life distribution is recognized by neural 
network method. The relationship among life distribution with 
life data is described through threshold and weight of neural 
networks. The method is convenient to be used. An example is 
presented, and the results are valid and satisfied. 
 
Keywords: Neural Network, Back-Propagation Algorithm, 
Recognition 
 
 
1. INTRODUCTION 
 
In analyzing random data, we must select a probability 
distribution. In general, we describe three different methods to 
select an appropriate distribution form: histogram, probability 
plots, hypothesis test. The formers are direct and rougher, but 
the latter should estimate parameter first and results depend on 
the level. In this paper, the life distribution is recognized by 
neural network method according to life data. 
 
 
2. DISTRIBUTION RECOGNITION PRINCIPLE 

USING NEURAL NETWORK 

1x
2x

nx

jw1

jw2

njw
jb jO

 
Fig.1. The neuron 

 
The main feature of neural network is that it can learn the 
internal characteristics of a system by analyzing datasets[1][2]. 
A neural network consists of simple processing units and each 
of the processing units has natural inclination for storing 
experimental knowledge and making it available for use. 
These simple processing units, called neurons or perceptrons, 
form distributed network. An artificial neural network is an 
abstract simulation of a real nervous system that contains a 
collection of neuron units communication with each other via 
axon connections. Due to its self-organizing and adaptive 
nature, The model potentially offers a new parallel processing 
paradigm that could be more robust and user-friendly than the 
traditional approaches. As in nature, the network function is 
determined largely by the connections between elements. We 
can train a neural network to perform a particular function by 
adjusting the values of the connections (weights) between 
elements. 
A neuron is a processing unit, which has n inputs and m 
outputs. nxxx ,,, 21 are outputs of previous layers. 

ijw is the weight by which neuron i  contribute to neuron 

j .
jb  is the threshold of neuron j .The net input jnet  is 

defined by  

j

n

i
ijij bwxnet −= ∑

= 1

                     (1) 

jO  is the output of the neuron j .Then )( jj netfO = . 

f  is a transfer function, which takes the argument input and 
produces the output. The transfer function is very often a 
sigmoid function, in part because it is differentiable. The 
sigmoid transfer function is 

nete
netf −+

=
1

1)(                        (2) 

The back-propagation network represents one of the most 
classical examples of an ANN, being also one of the most 
simple in terms of the overall design. The network is a straight 
feedforward network: each neuron receives as input the 
outputs of all neurons from the previous layer. We adopt a 
three-layer back-propagation network. The pretreatment life 
data are fed to the inputs. The output of network is life 
distribution. The network has some hidden. The objective is to 
train the weights and the thresholds, so as to minimize the 
least-squares-error between the teacher and the actual 
response. 

⎪
⎪
⎭

⎪
⎪
⎬

⎫

 
Fig.2. A three-layer Back-propagation network 

 
 
3. APPROACH DESCRIPTION 
 
3.1 Inputs and Outputs 
For the sake of explain the method, we suppose that life data is 
likely to exponential, normal, lognormal, weibull, or other 
distribution. Table 1 gives some sample formula[3]. 

 
Table 1. Sample formula of several typical distributing 

Distributing Sample formula 
Exponential 

η
λ

ln1
−  

Standard 
normal t01 1 22 2= − ln cosη πη  

t01 1 22 2= − ln sinη πη  
Normal μσ +⋅01t  

Lognormal μσ+⋅01te  
Weibull 

αη
λ

1
)ln(1

−  
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Where ]1,0[~21 Uηηη ，，  

First we use the sample formula of table 1 to generate N  
exponential random variables Nttt ,,, 21 (where 

iit η
λ

ln1
−= , ]1,0[~ Uiη , Ni ,,2,1= ).we 

divide the ],[ maxmin tt  into m  adjacent intervals. Then 

we tally jf (number of it  in the j th interval for 

mj ,,2,1= ). Note that 
N

fx j
j =  for 

mj ,,2,1= . 
nxxx ,,, 21

are inputs of network. 
Neural network has 5 outputs. For the exponential, the teacher 
values are (1,0,0,0,0). 
Again, We use the sample formula of table 1 to generate N  
U[0,1] the other distribution random variables Nttt ,,, 21  
and calculate 

mxxx ,,, 21
respectively which are inputs 

of network. For the Normal, the teacher values are (0,1,0,0,0). 
For the lognormal, the teacher values are (0,0,1,0,0). For the 
weibull, the teacher values are (0,0,0,1,0). For the others, the 
teacher values are (1,0,0,0,0). 
 

3.2 Numerical Example 
We first generate 1000=N  exponential random variables 
with parameter 3.0=λ , and then divide the ],[ maxmin tt  
into 10=m  adjacent intervals. From these data We 

get ),,,( 1021 xxx =(0.578,0.241,0.096,0.039,0.020,0.030,
0.001,0.001,0.001). Similarly, we generate 8 samples. Table 2 
gives the simulation results. The ANN was trained with the 
following parameters: learning parameter=0.5, 
momentum=0.2, error=0.00001. Table 3 gives the trained 
results. 

Similarly, we generate 8 random variables, which are inputs 
of trained network. The actual output of network can be 
calculated by using these weights and the thresholds. 
According to maximal membership principle, we can select a 
probability distribution. Table 4 gives the results of 
recognition. the results are very valid and satisfied. 

 
 

 
Table 2. Inputs and outputs of network 

No. Distributing Parameter Inputs 
1 Exponential 3.0=λ  （0.578,0.241,0.096,0.039,0.020,0.020,0.003,0.001,0.001,0.001） 
2 Exponential λ = 0 2.  （0.645,0.216,0.089,0.031,0.010,0.006,0.002,0,0,0.001） 
3 Normal 2,5 == σμ  （0.002,0.011,0.058,0.144,0.202,0.254,0.214,0.081,0.028,0.006） 

4 Normal 1,4 == σμ  （0.003,0.010,0.051,0.127,0.231,0.278,0.172,0.086,0.035,0.007） 

5 Lognormal 1,4 == σμ  （0.855,0.108,0.023,0.011,0.001,0,0,0.001,0,0.001） 

6 Lognormal 1,3 == σμ  （0.765,0.161,0.040,0.013,0.006,0.002,0.007,0.002,0.003,0.001） 

7 Weibull 2,1.0 == αλ  （0.096,0.179,0.209,0.204,0.135,0.092,0.048,0.024,0.008,0.005） 

8 Weibull 3,2.0 == αλ  （0.033,0.105,0.216,0.253,0.188,0.131,0.049,0.023,0.001,0.001） 

 
 

Table 3. Results of network 
No. Distributing Parameter Teacher values Outputs of network 
1 Exponential 3.0=λ  (1,0,0,0,0) （0.996962, 0.000002, 0.000767, 0.005847, 0.001047）
2 Exponential λ = 0 2.  (1,0,0,0,0) （0.988816, 0.000005, 0.010895, 0.000733, 0.000934）
3 Normal 2,5 == σμ  (0,1,0,0,0) （0.000000, 0.994372, 0.003255, 0.004509, 0.000719）

4 Normal 1,4 == σμ  (0,1,0,0,0) （0.000000, 0.995364, 0.004287, 0.003620, 0.000709）

5 Lognormal 1,4 == σμ  (0,0,1,0,0) （0.000514, 0.004290, 0.999355, 0.000000, 0.000403）

6 Lognormal 1,3 == σμ  (0,0,1,0,0) （0.010087, 0.000762, 0.988490, 0.000001, 0.000483）

7 Weibull 2,1.0 == αλ  (0,0,0,1,0) （0.005483, 0.001880, 0.000000, 0.993876, 0.001093）

8 Weibull 3,2.0 == αλ  (0,0,0,1,0) （0.001573, 0.006183, 0.000000, 0.995098, 0.001332）

 
 
 

Table 4. Results of recognition 
No. Distributing Parameter Outputs of network Results of 

recognition 
1 Exponential 4.0=λ  （0.997569, 0.000002, 0.000130, 0.022564, 0.001039） Exponential 
2 Exponential 5.0=λ  （0.987113, 0.000005, 0.011182, 0.000721, 0.000925） Exponential 
3 Normal 6.0,5 == σμ  （0.000000, 0.994168, 0.003163, 0.004621, 0.000714） Normal 

4 Normal 2,5 =−= σμ  （0.000000, 0.966790, 0.000267, 0.031285, 0.000809） Normal 
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5 Lognormal 1,2 == σμ  （0.000331, 0.005852, 0.999574, 0.000000, 0.000403） Lognormal 

6 Lognormal 2,3 == σμ  （0.000169, 0.011197, 0.999791, 0.000000, 0.000436） Lognormal 

7 Weibull 3,3.0 == αλ  （0.000256, 0.026530, 0.000000, 0.987927, 0.001484） Weibull 

8 Weibull 2,2.0 == αλ  （0.002676, 0.003858, 0.000000, 0.993913, 0.001236） Weibull 

 
 
4. CONCLUSIONS 
 
Neural networks have become a very popular field of research 
in cognitive science, computer science, signal processing, 
optics, and physics. It provides a new approach that the life 
distribution is recognized by neural network method. 
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ABSTRACT 
 

This paper simply depicts knowledge related to BP network 
and the algorithm first, then introduces BP tool functions 
supplied by MATLAB for BP neural network research and how 
to program within the functions; finally explains the advantages 
supplied by BP tool functions for BP neural network research 
with BP neural application in pattern identification and curve 
imitation. 
 
Keywords: Matlab, BP, Pattern Identification, Curve 
Imitation, Neural Tool Function 
 
 
1.  INTRODUCTION 
 
In all kinds of network studied today, BP network, which 
depends on simple structure、 strong operation-ability、
imitation of every nonlinear relation between input and 
output, is widely applied in the fields such as function 
approximation、pattern identification、classification and data 
compress、image process、system control and so on. Actually, 
it’s to modify weight coefficient ,according to negative grads 
direction of error function, to make error decrease. Despite 
wide use of BP network, it will need plenty of data 
calculation in practice problems. To solve the conflict 
between data calculation and computer simulation, 
American Mathworks corporation put forwards the software 
of MATLAB. The network tool box in MATLAB is a kind 
of typical network tool function ,based on the theory of 
network, constructed by MATLAB language, which give 
much convenience in BP network application research.  
 
 
2.  BP NEURAL NETWORK AND ALGORITHM  
 
BP neural network is a kind of typical forward network, 
composed of input layer、hidden layer and output layer. Full 
interconnect form is among the layers(that is, connection 
between each unit in the former layer and each unit in the 
next layer). And disconnect form between two neural units 
of the same layer. The excitation function of every network 
unit is sigmoid function. Although BP network transmits 
directly, information transmission is bidirectional. Its 
structure is as Fig1: 

 
Fig.1. BP Neural Network Structure 

 
After network is decided, BP network studies and modifies 
the connecting weight  and threshold value among neural 
units, according to the input and output of input example, to 
make network achieve presented mapping relation between 

input and output. In terms of it, standard BP study process is 
divided into two stages: information positive transmission 
and error reverse transmission[1]. 
 
2.1 Information Positive Transmission: 
input information, from input layer and processed by hidden 
layer, is transmitted to output layer. 

 input layer: input value is every branch value of the ①
example, output value of input layer is equal to the branch 
value of the example generally. 

 hidden layer: hidden layer has single layer or multilayer. ②

To node j ,its input value jx  is the sum, weightingly 

adding the output value iy  of every node in the former 
layer:  

∑=
i

iijj ywx                       (1) 

its output value is:  
)( jsj xfy =                                  (2) 

(*)sf  is excitation function, using sigmoid function 
generally: 

)(1
1)(

jjxjs e
xf θ−−+

=                         (3) 

jθ is the threshold value of node j , 

 and )](1)[()(' xfxfxf −= . 

③ output layer: to node k , its input kx  and output ky  
are respectively:  

∑= jjkk ywx                                (4) 

)( kk xfy =                                  (5) 

Linear functions is usually used in output layers. 
 
2.2 Error back propagation[2] 
when the real output value from neural network isn’t equal 
to the expecting value, error e  will be gotten. Use the 
negative gradient descent way to make connecting weigh 
return following the former connecting access and have error 
function decrease by modifying the weigh of each layer. 
Among them, error function generally chooses the LMS 
error estimator to calculate error. 
Suppose the real output from the network is pky  and 

expecting output is 
pkt , so mean-square error function 

pE  is: 

∑ −=
k

pkpkp ytE 2)(
2
1                       (6) 

among that, k denotes the k unit of the output. p denotes 
the p input example. 
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To all the learning example, the system mean-error is: 

∑ ∑ −=
P k

pkpk yt
P

E 2)(
2

1                   (7) 

Using the steepest descent backpropagation to modify 
weigh: 
① weigh regulation between output layer and hidden layer: 

jkjkjk wtwtw Δ+=+ )()1(                    (8) 

among that, 
jk

jk w
Ew

∂
∂

−=Δ η                    (9) 

)1,0(∈η is learning rate. 
Have the Eq.(6) into the Eq.(9): 

jk

k

kjk
jk w

y
y
E

w
Ew

∂
∂

⋅
∂
∂

⋅−=
∂
∂

−=Δ ηη          (10) 

jkkkkjk yyyytw ⋅−⋅⋅−⋅=Δ )1()(η        (11) 

among them： 
)1()( kkkkk yyyt −⋅⋅−=δ                 (12) 

② weigh regulation between the input layer and hidden 
layer: 

ijijij wtwtw Δ+=+ )()1(                     (13) 

ij
ij

ij x
w
Ew ⋅⋅=

∂
∂

−=Δ δηη
                 (14) 

in the Eq.(14)： 

∑ −=
k

ijjjkkj yyyW )1(δδ                   (15) 

 
 
3.  BP NETWORK TOOL BOX IN MATLAB 
 
software MATLAB7.0 supply a neural network 
toolbox(Neural Network Toolbox, for short, NNbox)。Next, 
aiming at BP network establishment and training, I will 
introduce how to program with these function, based on 
NNbox-relating function. 
 
3.1 BP Network Establishment 
MATLAB neural network toolbox supplies professional 
function newff ( )[3] for neural network establishment. The 
grammar of it is as follows: 
net=newff (Xr,[S1 S2 … SN1],{TF1 TF2 … TFN1}, BTF, 
BLF,PF)                                     (16) 
in the Eq.(16) above, Xr is a input vector, which has 2 lines 
that denotes the minimum and the maximum of the input 
vector respectively. [S1 S2 … SN1] express, in turn, the unit 
numbers of the hidden layers and output layers in BP 
network; {TF1 TF2 … TFN1} represent respectively the 
functions in the hidden layer and the output layer. The 
function, such as tansig、logsig and purelin and so on, can be 
used and ‘tansig’ is default; BTF, which expresses back train 
function in network, is character string variable and ‘trainlm’ 
is default; BLF, which represents back weigh learnling 
function, is a character string variable and ‘learngdm’ is 
default; PF, which expresses performance function 
concluding mae (calculating network average absolute error), 
mser (calculating mean-square error), msereg (calculating 
mean-square error and the weighting of weigh or threshold 
value) and sse (calculating network mean-square sum), is a 
character string variable calculating network output error to 
provide criterion for training, which chooses ‘mse’ as default; 
net is new creating BP neural network. BTF、BLF and PF 
will be set in terms of requirement ,or omitted. 
 
After defining network structure, newff will automatically 

transfer the function ‘init’ with default parameter to initialize 
each weigh and threshold value in network, which will 
create a trainable for feedforward network with ‘net’ as the 
return value. 
Due to the compress effect nonlinear transfer function gives 
the output, the output layer usually adopts linear transfer 
function to keep the output range. 
 
3.2 BP Neural Network Train 
After new BP network establishment, it’s followed to train 
the BP network, which is with the input and output used in 
the network, it’s in the train process to modify the weigh and 
threshold continually to make the performance function 
minimum, which realizes nonlinear image between input and 
output. 
 
Many learning function and train function in the network are 
provided in NNbox. Algorithm can be classified into two 
kinds which are regular gradient descent and modified 
algorithm. 
 
There are two kinds of patterns about network train pattern 
in MATLAB: pattern of gradual varying and pattern of batch 
processing. In the former, when one learning example is 
input, weigh and threshold value must be modified in terms 
of the network performance function. In the latter, after all 
learning examples are input, weigh and threshold value can 
be just modified according to the network performance 
function. Nay, with batch processing, it’s unnecessary to set 
train function for connection weigh and threshold values of 
every layer. Instead, it’s the only request to set a train 
function for the whole network. Seen the two points said 
above, it’s easier to use batch processing. Now, many 
modified steep train algorithm only adopt batch processing. 
Whereas, I just discuss batch processing here. 
 
The function used to train network with batch processing is 
‘train’, the transfer format is: 
[net, tr]= train( NET, p, t)                        (17) 
in the Eq.(17), p and t express input matrix and output 
matrix respectively; NET is the net established by function 
newff; net is the network after training; tr is train 
record(represent train steps epoch and performance perf). 
 
It’s needed to point out: train is used to train in terms of the 
train function defined in newff. Different train method is 
corresponded to different training function[4]. 
 
Next, take the basic gradient descent method as example to 
show the train function transfer format:  
[w1,b1,w2,b2,te,tr]=trainbp(w1,b1,f1,w2,b2,f2,p,t,tp)  (18)                
In the Eq.(18), p and t express input and output vector. Te is 
actual train number, tr is row vector of  network train error 
square-sum, tp represents network train parameters( learning 
rate、expectation error、maximum learning number and so 
on ). 
 
It’s needed to pay more attention to transfer the function 
name said above directly in training. Before transferring, 
initialize the variables below: 
net.trainParam.show: after how many times, show; 
net.trainParam.Lr: learning rate; normally choice range: 

[0.01~0.7] 
net.trainParam.epochs:  maximum train times; 
net.trainParam.goal: goal function error. 
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4.  APPLICATION EXAMPLES WITH BP NN 
 
BP network is mainly applied to the fields such as function 
approximation、curve imitation、pattern identification、
classification and data compress、image process、system 
control and so on. There, take two examples to show the 
convenience BP tool function in MATLAB provides for BP 
research. 
 
4.1 Curve Imitation 
In actual application, it’s expected to create some nonlinear 
input-output curve without exact function connecting. With 
neural network to realize curve imitation, it’s very easy. 
p=-1:0.1:0.9; 
t=[-0.832 -0.423 -0.024 0.344 1.282 3.456 4.02 3.232 2.102 

1.504 0.248 1.242 2.844 2.862 2.052 1.684 1.022 2.224 
3.022 1.984]; 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Curve Imitation Simulation 
 

net=newff([-1 1],[15 1],{'tansig' 'purelin'},'traingdx', 
'learngdm');                                       
net.trainParam.epochs=2500; 
net.trainParam.goal=0.001; 
net.trainParam.show=10; 
net.trainParam.lr=0.05; 
net1=train(net,p,t); 
plot(p,t,'*'); 
p=-1:0.01:0.9; 
r=sim(net1,p); 
hold on 
plot(p,r) 
hold off 
 
4.2 Pattern Identification 
The example is to simulate the prediction about some system 
problem with MATLAB neural network tool box. Three 
examples are respectively （1 1 0），（0 1 1），（1 0 1），
problem codes are （1 0），（0 1），（1 1）in turn. Next, design、
train and simulate with adaptive learning rate 
backpropagation. 
 
Program is as followed: 
p=[ 1 1 0; 0 1 1; 1 0 1]’;               %P is  input 
vector 
t=[ 1 0; 0 1; 1 1]’;                   %T is  output 
vector 
net=newff(minmax(p),[6 2],{'logsig' 'purelin'},'traingdx'); 

%create a new BP 
network 

net.trainParam.goal=0.001;          %set network train 
goal 
net.trainParam.epochs=5000;          %set the maximum 
network train time length 
net1=train(net,p,t)                   %train network 

x=[0.9946 0.99372 0.0013; 0.0005 0.9934 0.9786; 0.9562 
0.0043 0.9825]';                  %input validate 
example 
c=sim(net1,x)                      %network 
simulation 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig .3. Network Train Error Curve 
 
 
5. CONCLUSIONS 
 
P neural network is the core of feedforward in artificial 
neural network. BP tool function in MATLAB supplies great 
convenience for BP network research. It avoids the 
complexity of advanced language and easy for users to 
design and simulate. Seen from the two examples above, 
satisfactory effect will be gotten with BP tool function. 
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