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Preface

The 2010 International Symposium on Distributed Computing and Applications to Business,
Engineering and Science (DCABES) will be held at Lingnan University in Hong Kong. This is the ninth
conference in a series that began in 2001 in Wuhan, China. Besides Wuhan and Hong Kong, the symposia
have also been held in Hangzhou, Wuxi, the Three Gorges Dam Project region (Yichang), and Greenwich
(UK).

The DCABES series began as a summer short course held at Hong Kong Polytechnic University in
2000 with the support of the British Computer Society - Hong Kong Chapter. The two co-chairs of
DCABES, Professors GUO Qingping and LAI Choi-Hong, extended the short course into a series of
conferences that continues today and grows yearly. Participants from many countries enrich the
conferences with ones from more than 20 countries attending in 2010.

It is our privilege to mark a new era in the conference series with the proceedings now being published
by IEEE CPS. We also have the pleasure to announce that the first such volume of proceedings comes
back to Hong Kong where the conference was created.

The DCABES is a community working in the area of Distributed Computing and its Applications in
Business, Engineering, and Sciences, and is responsible for organizing meetings and symposia related to
the fields. As in previous conferences, the DCABES intends to bring together researchers and developers
in the academic and industry fields from around the world to share their research experiences and to
explore research collaboration in the areas of distributed parallel processing and applications.

In recent years, more and more attentions have been put to the distributed parallel computing. We are
confident that the distributed parallel computing will play an even greater role in the near future, since
distributed computing resources, once properly cooperated together, will achieve a great computing
power and get a high ratio of performance/price in parallel computing. In fact the grid computing, cloud
computing and the multi-core processor are closely related to and evolved from the distributed parallel
computing.

All papers contained in the Proceedings are peer-reviewed and carefully chosen by members of
Scientific Committee, Program Committee and external reviewers. Papers accepted or rejected are based
on majority opinions of the referees.

All papers contained in the Proceedings give us a glimpse of what future technology and applications
are being studied in the distributed parallel computing area in the world.

We would like to thank all members of the Scientific Committee, the Program Committee, the local
organizing committee, and the external reviewers for selecting papers.

We are also grateful to Professor Jiachang SUN (Research and Development Center for Parallel
Software Institute of Software, CAS, China), Professor Albert Y. ZOMAYA (Chair Professor of High
Performance Computing and Networking in the School of Information Technologies, The University of
Sydney), Dr. Nicholas CHRISTAKIS (Department of Physics University of Crete Heraklion, Greece) for
their contributions of keynote speeches at the conference.

Sincere thank is forwarded to DCABES 2010 local organizers of Lingnan University, Hong Kong,
China: Tjosvold, Professor, Dean (Co-Chair of Local Organizer Committee), Department of Management
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and Director, Hong Kong Institute of Business Studies; Wong, Dr. Alfred S.H., Department of
Management and Associate Director, Hong Kong Institute of Business Studies; Loo, Dr. Alfred.,
Department of Computing and Decision Science; Wong, Dr. Man-Leung., Department of Computing and
Decision Science. Without their supports the DCABES 2010 could not be held in Hong Kong
successfully.

We would also like to thank the WUT (Wuhan University of Technology, China), the National
Parallel Computing Society of China (NPCS), the ISTCA (International Science and Technology
Cooperation of Hubei Province, China), and the CAA (Computer Academic Association of Hubei
Province & Wuhan Metropolis, China) for their support as local organizers of the conference.

Here thanks are extended to Miss CHAN Po-Ying Vanessa, Hong Kong Institute of Business Studies,
Miss AU Wing-Yin Vincy, Hong Kong Institute of Business Studies, Mr. GUO Yucheng, Wuhan
University of Technology, Miss SONG Huijuan, Wuhan University of Technology for their hard working
and contributions to the DCABES 2010 conference.

Finally we thank graduate students, Mr LIN Jiansheng, Miss SONG Huijuan, BAI Dongling, Mr
YANG Mingming, WU Chengwei, ZHOU Ming, WANG Haohao, TANG Chuhua, PAN Zhaohuan, XU
Shouming, PENG Hai, Miss WANG Qing, Mr WU Peng, TANG Xiaoyi, LIU Xin and FANG Zhiqiang,
for their contributions to the conference and their hard work to make the conference a success.

Enjoy your stay in Hong Kong, China. Hope to meet you again at the DCABES 2011.
Prof. Qingping Guo (Co-Chair of DCABES) i
Wuhan University of Technology, China

Prof. Choi-Hong Lai (Co-Chair of DCABES)
University of Greenwich, UK

Prof. Craig Douglas (Program Chair of DCABES 2010) % C.l
University of Wyoming, USA

xvi



Conference Committees

Chair
Guo, Professor Q. P. Wuhan University of Technology, China

Co-Chair
Lai, Professor C.-H. (Co-Chair) University of Greenwich, UK

Steering Committee

Guo, Professor Q.P. (Co-Chair) Wuhan University of Technology, Wuhan, China

Lai, Professor C.-H. (Co-Chair) University of Greenwich, UK

Douglas, Professor Craig C. University of Wyoming Mathematics Department,Yale
University Computer Science Department

Tsui, Thomas. Chinese University of Hong Kong, Hong Kong, China

Xu, Professor W. Southern Yangtze University, Wuxi, China

Program Committee / Paper Reviewers

Prof. Craig C. Douglas (Chair), University of Wyoming Mathematics Department,Yale University
Computer Science Department, USA
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Greenwich, UK
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University, HK
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Parallel Computation of Surrogate Models for
Potential Energy Surfaces

David Mokrauer
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C. T. Kelley

Raleigh, NC 27695
Email: dsmokrau@ncsu.edu

Abstract—In this paper we describe a parallel algorithm for
generating interpolatory approximations to molecular potential
energy surfaces. We show how that algorithm can be applied to
efficiently model a transition from a stable ground state, to an
excited state, and finally to a different stable ground state.

I. INTRODUCTION

Molecular conformations found in nature are local minima
of the potential energy surface (PES) of the molecule [1]. One
may excite the molecule photonically, say with a laser, from
its ground state stable configuration and thereby cause the
molecule to change conformations[2], [3], [4], [5], [6]. The
new state may be unstable, and in that event the molecule
will relax to a local minimum in the excited state, emit energy,
and return to the ground state. We seek to identify cases when
the new configuration at the ground state is different from
the starting configuration. This process of discovery requires
identification of the coordinates which must be excited to
effect the change in configuration.

In our simulations we use Gaussian03 [7], [8] for molecular
modeling. In the study in this paper, we use Gaussian not
only to compute the ground state, but also to to compute the
potential energy as we change parts of the configuration, as
would happen with photonic excitation. The molecular config-
uration for a molecule with N atoms is determined by 3N —6
internal coordinates [9]. In this paper we vary two torsion
angles, and many previous papers, such as [10] vary only
one at a time. Our PES is a surface of optimal configurations
with two torsion angles fixed. As we change the angles of
interest, Gaussian must perform an internal optimization [11]
to compute the other 3N —4 coordinates, and hence each point
on the PES requires an expensive computation, which was an
issue in our earlier work [12].

For small molecules 1 degree of freedom may be sufficient
to approximate the transition the molecule undergoes after
excitation. Larger molecules will require more degrees of
freedom in order to identify a useful transition path. The
computation of the PES in multiple dimensions grows the
computational requirements of the problem very quickly.
The burden is exacerbated by the function evaluations being
constrained optimizations. In our previous work [12] we
developed a method for computing the points on a multi-
dimensional PES in parallel in an efficient manner. That
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method, while parallel, required several synchronization steps.
In this paper we describe a more efficient way to do that which
does not require synchronization. In either method we must
manage the dependency of the continuation and pre-process
the geometry of the molecule before submission for energy
evaluation.

We compute several points on the PES directly, and then in-
terpolate to obtain a surrogate for the entire surface. One might
think that the evaluations at the nodes of the interpolation
could be parallelized simply by assigning them to processors
at random. However, Guassian’s internal optimization can run
very slowly or even fail if the initial iterate is poor. Therefore,
one must organize the computation so that each Gaussian run
has a good initial approximation for the free variables. The
purpose of this paper is to explain how that can be done and
to illustrate the ideas with computations.

II. RAY GENERATION

As we previously stated each function evaluation is the
result of an optimization. These optimizations require a good
initial iterate to converge to the proper energy. The potential
energy of a molecule is believed to be a C'*° function and this
smoothness implies that nearby geometries can serve as good
initial iterates. This idea is used to build our PES through a
method we call ray generation.

We will describe the 2 dimensional version of the process
which can be generalized to more dimensions and we call
those 2 coordinates D1 and D2. Any PES computation must
begin with a stable geometry that is a local minimum for the
energy calculated via a constrained optimization. This opti-
mization is performed internally in gaussian03. Since we are
computing 2 coordinate directions, the successfully optimized
geometry is edited in only those 2 coordinates for each of
the 8 points surrounding the initial point of a rectangular grid
in the D1-D2 plane. Every point on the rectangular grid can
be intersected by a set of rays with endpoints at a subset of
points. That subset will be the inital point and each point on
the diagonals extending from that initial point. These rays
determine the initial geometry we use at each point on the
grid by starting at the endpoint and determining the initial
iterates successively along the ray. This means that the initial
point begins 8 rays, 4 diagonal and 4 horizontal/vertical. Each
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new point on the diagonal rays begins a new horizontal and
a new vertical ray until the grid is fully determined as shown
in figure 1.

9 36 34 6 2830 3
3% 3 5 7 2 3o
32 31 4 1 25 26
0
12 11 10 22 3 24
16
38 3 13 19 a3 44
45

A f 39 17 by -
15 12 4o 18 4 48 01
Fig. 1. 2-Dimensional ray generation initial iterate order

Chemistry led us to further improvements of the initial
iterates. Figure 2(a) displays a double bond between atoms
2 and 3 whose rotation will be a single coordinate in our
PES. The coordinate is specifically the angle between the
projections of the two outside bonds (1-2 and 3-4) into the
plane perpendicular to the 2-3 bond. Atoms 2 and 3 are also
both bonded to a single hydrogen atom, (labeled 1 and 2 in
figure 2(b). As the bond is rotated both the lone hydrogens
and the end carbon/hydrogens groups should remain nearly
stationary relative to each other. If only the torsion angle in
figure 2(a) were edited then the end carbon/hydrogen group
would rotate closer to the hydrogen as in figure 2(c). This
would not be a likely stable structure so by simply pre-
processing the initial iterate to maintain this structure we have
a better initial iterate as in figure 2(d).

III. SURFACE CONSTRUCTION

As we have stated a continuation method is required in order
to compute a feasible PES. When the surface is computed
using the same initial iterate for every point on the grid the
results are quite poor. Figure 3 is a PES obtained with the same
iterate at every point. These surfaces should be completely
smooth and for a small molecule such as this one we expect all
the points on the grid to be able to be evaluated. As the surface
gets steep there are large jump discontinuities and many outer
points in the grid did not converge which conflicts with the
experimental results and theory[10].

Next we attempted to perform the ray generation contin-
uation to draw the surface. Figure 4 is the result of using
the nearest converged geometry as the initial iterate by just
editing the values of the 2 angles. This method improves
upon the surface with the same initial geometry at every
point in figure 3. More points converged, but we still obtain
jump discontinuities. The maximum energy of the surface has

(a) Coordinate to be rotated consists (b) Atoms 1 and 2 whose locations
of the bond angle between atoms la- are pre-processed for better conver-
beled 2 and 3 gence of gaussian optimizations

(c) Result of rotation of bond between (d) 2nd coordinate to be rotated con-
atoms labeled 2 and 3 without prepro- sists of the bond angle between atoms
cessing the hydrogen labeled 2 and 3

(e) 2nd coordinate to be rotated con-
sists of the bond angle between atoms
labeled 2 and 3

Fig. 2. Butene molecule, Cy Hg

~
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//f;?//
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Fig. 3. Two views of PES for 2-butene computed with the same initial iterate
at each point

also decreased. Unfortunately this is still not good enough to
compute a smooth PES.

Finally when we perform the ray generation algorithm with
pre-processing we obtain the PES in figure 5. This surface
is entirely consistent with our expectation. The surface is
continuous and it is differentiable at all points except the
maximum.

Since we must draw these surfaces using a continuation
scheme, the available computing resources will not all be
utilized immediately. After the optimization of the initial
gridpoint uses a single processor, the algorithm will then use 8
processors. As these points converge the amount of processors
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Fig. 5. Two views of PES for 2-butene computed with ray generation with
pre-processing

used will continue to grow until all the available resources are
saturated. This method of drawing the PES has good weak
scalability as indicated by Table I.

TABLE I
SCALABILITY
Grid Size | Processors | Time (secs.)
17x17 12 525
25x25 24 451
37x37 48 570

IV. EXCITED STATES AND TRANSITIONS

A molecule can absorb energy and excite to a new potential
energy. The amounts of energy that the molecule can absorb
are discrete and the minimum energy that it can absorb will
excite the molecule to the first excited state. This means a
single electron will occupy a different orbital than it had
previously. Since the area inhabited by the electron changes
then so do all the forces exerted between itself and the rest
of the molecule. Thus a stable geometry which was a local
minimum of the ground state PES may no longer be a local
minimum of the excited state. Figure 6 displays both the
ground state and the first excited state above it for 2-butene.

In the cross-section view of figure 6(b) it is clear that the
local minima of the ground state lie directly below the local
maxima of the first excited state. We can now simulate the
excitation and natural relaxation of the molecule by interpo-
lating the PES using a cubic spline [13] and optimizing on
that surface. The optimization method we use is continuous
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Fig. 6. 2 views of ground and first excited PES’s for 2-butene

steepest descent [14], [15]. We solve the ordinary differential
equation & = — </ f(u) using ODE45 in matlab. The gradient
is computed as a finite difference on the interpolated surface.
Figure 7 displays the simulation of the transition the molecule
would undergo in those 2 dimensions if the molecule were
excited to the shown excited state.
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(a) (b)

Fig. 7. Successful transition path for 2-butene

V. RESOURCES

All computations were performed on the high performance
computing cluster at North Carolina State University. Our
chassis has 60 quad core Xeon processors with 2GB dis-
tributed memory per core and dual gigabit ethernet intercon-
nects. The operating system is Red Hat Linux 2.6.9 Potential
energy computations are performed using Gaussian 03. Script
editing is done with Python 2.5.4. Figures and optimizations
were produced in Matlab 7.8.0.347.

VI. CONCLUSION

We have developed a method of continuation along with
pre-processing that successfully draws a smooth PES for
molecules. This method exhibits very good scaling. We believe
this method lends itself easily to higher dimensions and will
scale equally well. Using the surfaces we are able to simulate
a transition that a molecule will undergo if it is exposed to
a given amount of energy. Our method will allow for more
complicated molecular transitions to be understood in multiple
dimensions.
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Abstract—Inverse heat conduction problem can be found in
many engineering fields, and has the characteristics of non-
linearity, ill-posedness and massive-computation. In this
paper, a parallel Particle Swarm Optimization (PSO)
algorithm is proposed to solve inverse heat conduction
problem, after choosing parameters determining condition.
The numeric results show that the algorithm has high
accuracy and can be used in practice.

Keywords: inverse problem, PSO, parallel, MPI.

L INTRODUCTION

Direct problems obtain results from reasons; contrarily,
inverse problems are to get the reasons from the results.
Inverse problem is a concept proposed compared with direct
problem, being the inverse process of direct problem. As a
branch of inverse problem, Inverse Heat Conduction
Problem (IHCP) has characteristics of non-linearity, ill
posedness and massive-computation, because of which,
there haven’t been theories or algorithms with broad
application scope to solve it yet. Xu [1] considered heat
conduction problem with source term, presented simulated
annealing algorithm, and got relative high precision results.
Guo [2] solved THCP by using genetic method, and showed
this method should be improved in the case of genetic
method may get local convergence results. Sun [3] wrote a
parallel code of genetic algorithm to solve heat conduction
problem, and got high speed up of parallel calculation. Jang
[4] used three algorithms to solve inverse earth quake
problem, which are Monte-Carlo algorithm, simulated
annealing algorithm and genetic algorithm. His calculation
needs long CPU time. Wang [5] used ACA method to the
stable inverse heat conduction problem. His method also
needs to be improved.

In this paper, we will consider the parallel PSO
algorithm solving THCP. Section 2 discusses the initial
boundary condition and determining parameters condition.
Section 3 builds numeric model and calculates error function
y values by using difference methods and PSO algorithm.
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1I. INVERSE HEAT CONDUCTION PROBLEM

The inverse heat conduction problem is given below:

u, =V(kVu)+g

F,(t=0,X,u)=0 )

F(XeD,t,u)=0

F,(XeD*teT*u)=0

Here u is temperature, t is time, X is space coordinate,
k=k(X,u) is heat transfer factor. D is boundary of domain
D1, Fo (t=0,X,u)=0 is initial condition, F, =0 is boundary
condition. FI=0 is parameter determining condition. If k is a
known function, the condition F=0 will be not used in the

calculation. D* is domain of X and T* is time t domain. The
above equation may be re-written as:

u, =kV(Vu)+Vk*Vu+ g
F,(t=0,X,u)=0 2)
F.(Xe D,t,u)=0
F,(XeD*teT*u)=0

If heat transfer factor k is a constant, the derivative of k
is zero, above equations become as:

u, =kV(Vu)+g
F,(t=0,X,u)=0 3)
F (XeD,t,uy=0
F,(XeD*teT*u)=0

As we know, if the heat source is not considered for the

target, the source term g=0, we have no-source heat transfer
equation

u, =kV(Vu)

F,(t=0,X,u)=0 4)
F.(XeD,t,u)=0
F(XeD*teT*u)=0

For one dimension, the problem becomes simple as

IEEE
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u, =ku_

u(x=0)=u,
u(x="L)=uy, ®)
u(t =0) = ¢(x)

u(xe D*,te T* u) = g(x,t)

Let u0=9, ul=0, u(t=0)=sin(nx), u(x=0.5,t=0.1)=0.02, we
may get analysis

u = exp(—1.27°t)sin(7x)

a—u:a& O0<x<Lt>0
ot ox’

u(x,0)=¢" 0<x<1
u(0,t)=¢' >0

u(l,t) =€ >0
u(x,t)=u’(x,t) (x,0)e Q

a. <a<a,.

III. PSO ALGORITHM

Reynolds [6] observed fish and bird living action, and
defined three simple rules to simulate bird finding food.
Those are:

(A) move away to the closest neighbor;

(B) move to goal;

(C) close to center of group;

The principles of PSO algorithm are:

Supposing particle position vector is

2, =(2, 2355 Zip)

Here i=1,2,...,N, define particle position function

1(z)= f(z45210502p)

It represents the particle’s position. The function is
better, if the f{(.) value is smaller. The vector

V. = (Vs Vigseens Vip)

is particle moving speed, and vector

D, =(Py> Pizses Pip)

is ith particle best position until now. vector

P =(Pg1>Pgases Pop)

is particle best position for all particle. Using below

formula to renew ith particle speed:

K+ k k k
Vi =WVt (P —Zi) 01 (Pgy — Zig)
And then renew its position

k+1 _ _k k+1
i = Zia TV

Where i =1,2,....,n, d=1,2,...D, k is the searching

number, 7 and 7, are random numbers in the domain (0,1),

z

¢, and C, are learning factors. w is the inertia weight, at

the k +1th searching which is computed from

W = Wi
k+1 __ max min
w = Winax — I k
max
Where w,, is the initial weight, w_ is the ultimate
weight, k&, is the maximal searching number. Generally,
w... and w . issetasw, =09, w, =04.

As we know, PSO [7] is an optimization algorithm,
which can be used to solve the optimization problem. In
order to adopt the PSO algorithm to solve the heat
conduction problem, the problem should be transformed into
the optimization problem firstly.

The one dimension inverse heat conduction problem can
be transformed into an optimization problem as follows:

minE:lZ(ui—u;’)2
nic

St
a—u:aﬂ O0<x<Lt>0
ot ox’
u(x,0)=¢" 0<x<1
u(0,t)=¢' >0
u(l,t)=e"' >0
u(x,t)=u’(x,1) (x,0)e Q
amin <a< amax

0 .0 0
Assume that u; ,u, ,..,u

, are the temperature value
of the aimed heat conduction parameters at the measured

points. Given any group heat conduction parameters
a,,a,,..,d,, its temperature value at the measured points

is U, Uy ,., U, The error between the two group

temperature values can be defined as:
1 n
E= —Z(ui —u)y
n i=l1

Based on the error, the heat conduction parameter should
be adjusted continually, until the error reaches its minimal
value, or reaches a predetermined minimal value.

Iv. Parallel PSO

As we know, the solutions of the IHCP require massive
computation, which increases the difficulty of the solving
heavily. So, the PSO algorithm for IHCP should be
parallelized.

The parallel PSO adopts the way of data parallel, which
divide the particle set into several sub-set averagely. Every
node computes a sub-set. After completing every searching
step, master node gathers optimal positions and their fitness
of all sub-set. The master node gets the optimal position and



its fitness of particle set, and broadcast them to all slave
nodes. In fact, every node has a complete PSO program.
Computing Paradigm of the parallel PSO program is
master-slave construction, which contains a master process
and several slave processes. Assume the cluster contains M
computers, i.e. node,,node,,...,node,,_,, where node, is the
master node and node,,...,node,, | is slave node. The
number of the particle set is N, which is divided into M sub-
sets. The node node, have N, (i=0, 1,...,M-1) particles.
Parallel PSO is concluded as below [8]:
Master node algorithm
(1)The initialization of PSO:
(a) Get the temperature value of the target heat
conduction parameters at measured points u,’, uj, ..., ul ;
(b) Set the capacity of the particle set as N, the
dimension of searching space as D, the fitness function

f(-) and minimum fitness as FITNESS MIN;
(c) Set the space position scope of the particle (z_, ,

) s
and produce initial position z, and initial velocity v, of

z,.. ) and the velocity scope of the particle (v, , v, .
every particle randomly in the scope of position and
velocity.

(d) Set parameter 7, and r, as a random number
between (0,1), and give a value to learning factor ¢, and c, .
(2) Task allocation and communication: Divide the
particle set into M sub-set averagely, send the initial position
z, and initial velocity v, to the corresponding node, and
broadcast the value of parameter 7, and r, produced by
master node to all node.
(3) Set heat conduction parameter as the position value
z, =(a,,a,,...,a,) of every particle, and gain the parameter
value u, , u,, ..., u, at the measured points after solving the

direct heat conduction problem.
(4) Compute the fitness value of the particle from the
measured temperature value:

=23 -y

(5) Judge: if the fitness value of the entire particle in the
sub-set has been computed, go to the next step, or go to the
step 3.

(6) Compute the optimal position p,.’”1 (i=1,2,..., N,
) and the fitness value of every particle:

i = { Pt fHSfE
L 7 Af f(p))> f(E)

(7) Compute the optimal position local _p;*' and the

5

fitness value of the sub-set:

K+l Kokl ke K+l
local _p," =z ze{pg,z ",z ,..2, },

IR

1

local _ p’g‘+ and the fitness value of the node, select the

1

optimal position pé* and the fitness value of the entire set,

1

and then, broadcast the optimal position pfg” and the fitness

value to all the node;
1 k+1 (

(9) Compute the inertia weight w**' and velocity v/,
i=1,2,...,N,d=1,2,...,D) at the next searching step:
W =gy Wmax ™ Wanin
max —kmax

K+l kok k k
Via =W vid+clrl(pid_Zid)+czr2(pgd_zid)’

Where, w,_, =09, w_. =04, and judge whether the

component of the velocity v/, exceeds its scope (v,

min ?

v ) . If the component d exceeds its scope, it should be

max

adjusted as:
. k+1
S = {Vmind Vi <Viina .
id T okl ’
vmaxd lf‘ V[d > vmaxd

(10) Refresh the space position z\" (i=1,2,..., N,

d=1,2,...,D) at the next searching step as :z,," =z}, +vi",

k+1

and judge whether the component of the velocity z

(z z_ ) . If the component d

min max

exceeds its scope
exceeds its scope, it should be adjusted as:

kel ekl
it 2Zmna = %0 U Zi < Zging
Zu = 2 k1 f k+1 > 5

Zmax d Zid L Zid Zmax d

(11) Judge: If the fitness value of the particle set reaches
the predetermined value, i.e. f(p,")< FITNESS _MIN , or
the number of the searching exceeds the maximal

predetermined number, the program ends; or go to the step
2.

Slave node algorithm:
Hypothesis the number of the slave node is i, i.e. the
number of the sub-set particle on the slave node is N, .
(1)The initialization of PSO:
(a) Get the temperature value of the target heat
conduction parameters at measured points u,, uy, ..., u’;
(b) Set the dimension of searching space as D, the
fitness function f(-) and minimum fitness value as

FITNESS MIN;
(c) Set the space position scope of the particle ( z

min ?
min ? vmax ) ’

(d) Set the value to learning factor ¢, and c, .

z,.. ) and the velocity scope of the particle (v,
(2) Communication: Receive the initial position z, and
initial velocity v, of the corresponding sub-set from the
master node, and receive the value of parameter # and r,

broadcasted by the master node.
(3) Set heat conduction parameter as the position value

_ . k k+ k+ k+ .
and f(z)=min{f(p,).f(z"). f(z, l)"“’f(zzo ])}z,. =(a,,a,,...,a,) of every particle, and gain the parameter

(8) Communication: Gather the optimal position



value u, , u,, ..., u, at the measured points after solving the

direct heat conduction problem.
(4) Compute the fitness value of the particle from the
measured temperature value:

=23 -y

(5) Judge: if the fitness value of the entire particle in the
sub-set has been computed, go to the next step, or go to the
step 3.

k+1
(6) Compute the optimal position Pi (i:1,2,...,N0

) and the fitness value of every particle:
= { pl i LD SET
’ z i f(ph)> £z

k+1

ocal _p,

/
(7) Compute the optimal position and the

fitness value of the sub-set:

ko _k+1 _k+1 k+1
Z€{PysZ SZy senZ, )

and f(z)=min{f(py), f(z"), f(2")seees f(2,")}:

local _pi* =z

s

(8) Communication: Send the optimal position

2” and the fitness value of the local node to the

master node.
: : : k : K+l
(9) Compute the inertia weight w**' and velocity v," (
i=1,2,...,N, d=1,2,...,D) at the next searching step:
W =W
Wk+l — Wmax _ _max min k
k

max

local _p

+1

k+1 k_k k k
v =W +en(py =zt ern (pgd —Zy),
Where w,, =09, w,. =04, and judge whether the

1

component of the velocity v/, exceeds its scope (v

min >

v, ) . If the component d exceeds its scope, it should be

max

adjusted as:
el {vmind if Vi < Vina )
“ Vowa Vi]:;l > Vinaxa ’
(10) Reftesh the space position zi"' (i=1,2,..., N, ,
d=1,2,...,D) at the next searching step as :z[';,*1 = z,.’; +v‘f1“,
k+1

and judge whether the component of the velocity z;,

(z z ) . If the component d

min 2 max

exceeds its scope
exceeds its scope, it should be adjusted as:

K+l ekl

K+l _ {zzmind —zy I zy <Zpng i

- K+l okl ’
22 Zid l.f Zid > Zmaxd

maxd
(11) Judge: If the fitness value of the particle set reaches
the predetermined value, i.e. f(p,™)<FITNESS MIN , or

the number of the searching exceeds the maximal
predetermined number, the program ends; otherwise, go to
step 2.

V. RESULTS

For one dimension problem, we choose the aimed heat
conduction parameter a, =1.0a, x= 0.2, 0.4, 0.6, 0.8, time
t=0.2,0.4, 0.6, 0.8, 1.0. The number of the measured data is
20. The fitness function is chosen as the error function. The
numeric results are shown in Table 1. In the table, K is
hunting number of PSO, a is the computed heat conduction
parameter, dX is the relative error between a and q, . F is
fitness value, i.e. the err. From table 1, the fitness value F
reduces as searching number & increases. The error varied
with parameter a is shown in Fig.1.

TABLE 1. GROUP PARTICLE OPTIMUM POSITION
k a dx F

1 0.749229 25.0771 0.0087227236

3 1.294595 29.4595 0.0046095348

4 0.910553 8.9447 0.0007960705

6 1.006348 0.6348 0.0000032009
33 0.994237 0.5763 0.0000028703
40 1.004068 0.4068 0.0000012511
41 1.002189 0.2189 0.0000003809
42 1.000883 0.0883 0.0000000627
43 0.999982 0.0018 0.0000000048
48 1.000017 0.0017 <0.0000000001
59 0.999997 0.0003 <0.0000000001
62 1.000002 0.0002 <0.0000000001
65 1.000000 0.0 <0.0000000001
100 1.000000 0.0 <0.0000000001

We use MPI as the program platform to implement the
parallel PSO. The speed up of the parallel PSO is show in
table 2

TABLE II. THE SPEED UP OF THE PARALLEL PSO
N 1 2 4 8
T 134.547 | 68.812 34.953 21.641
Sp - 1.9553 3.8494 6.2172

Table III shows the optimum value varied with initial
particle position. In the table 2, S is the number of position,
X0 is particle initial position, FO is initial error function,
X100 is particle position after 100 hunting times, and F100
is corresponding value. From Table 2, the initial position is
random inside (0,50), maximum is 44.798120(error function
is 0.102022402), minimum is 0.74922(error function is
0.0087227236) . The error function values become same
after hunting 100 times. That is, our method is independent
initial position, and convergent.

V. CONCLUSION

A PSO parallel algorithm solving 1-D inverse heat
conduction problem is proposed in the paper. The implicit
difference method is used to difference the partial



differential equation. The results show that the data partition
parallel method can be applied to particle swarm
optimization problem to solve the inverse heat conduction
problem.

The further work is using the parallel PSO to efficiently
solve 2-D inverse heat conduction problem.
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TABLE III, ERROR FUNCTION VALUE

50
a

The error function varied with a

S X0 FO X100 F100

1 9.665212 0.0842840856 1.000000 <0.0000000001
2 40.437025 0.1015324457 1.000001 <0.0000000001
3 29.250465 0.0991528259 1.000001 <0.0000000001
4 23.993652 0.0975262419 1.000001 <0.0000000001
5 17.514573 0.0940227861 1.000001 <0.0000000001
6 44.798120 0.1020224028 1.000001 <0.0000000001
7 41.142003 0.1014726023 1.000001 <0.0000000001
8 37.330241 0.1008914046 1.000000 <0.0000000001
9 8.705405 0.0818861051 1.000001 <0.0000000001
10 42.947172 0.1017084676 1.000001 <0.0000000001
11 35.525071 0.1006103132 1.000001 <0.0000000001
12 25.676748 0.0981286325 1.000001 <0.0000000001
13 15.199744 0.0922396515 1.000001 <0.0000000001
14 0.749229 0.0087227236 1.000000 <0.0000000001
15 4.570147 0.0622991898 1.000001 <0.0000000001
16 18.222602 0.0947195964 1.000001 <0.0000000001
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Estimation of Option Pricing
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Abstract—Due to the nonlinear of the Black-Scholes option
pricing model, r and O were not easy to be solved by analytic
method. Quantum-behaved Particle Swarm Optimization
(QPSO) algorithm was proposed to estimate the parameters
because of its global search ability and robustness. In the
process of optimization, Black-Scholes option pricing formula
was used as the research object to establish the algorithm
model of parameter estimation and weighted sum of squared
errors between experimental values and predicted values was
used as the objective optimization function. Experimental
results show that QPSO algorithm is more effectively than
Particle Swarm Optimization (PSO) algorithm and Deferential
Evolution (DE) algorithm.

Keywords-QPSO; Option Pricing; Parameter estimation; Black-
Scholes partial differential equation

L INTRODUCTION

Option pricing theory is the core problem of financial
derivative no matter in theoretical studies or in practical
application. Black-Scholes (BS) formula is usually used to
calculate option price. But BS formula is based on some
assumptions. This model has no analytic solution when these
assumptions are dissatisfied. So Numerical Methods is used
to solve the BS partial differential equation.

R and O were not easy to be observed in the BS partial
differential equation, so we need to estimate them. In this
paper, intelligent optimization algorithms were used to
estimate parameters. We can find the most suitable
optimization algorithm for solving this problem through
experiments.

II.  BLACK-SCHOLES PARTIAL DIFFERENTIAL EQUATION

AND ITS SOLUTION

Black and Scholes introduced the well-known BS option
pricing model under the efficient markets hypothesis and the
assumption that the stock price follows geometric Brownian
motion.

The BS model postulate that option price is a function

S

t 2
the exercise price X, the risk-free rate of return r, the
volatility of the security return O, and the time to expiration
T-t.

which has five variables: value of the underlying asset
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Equation (1) is the famous BS partial differential
equation. The relationship between option price and the five
variables is a complex nonlinear one. The BS model relies on
several highly questionable assumptions, so the model has no
analytic solution when these assumptions are invalid. So we
can use numerical analysis method to solve the option price.
First, the BS partial differential equation (1) was
translated into difference equation (2) through finite
difference method.
= f m,n+1°

amn m—1,n + bmn fmn + cmn fm+l,n

m=12,.,.M-1 ; n=0,12,...N—-1 )
where,
_mm (AS)*At — Atoc*(mAS)? 3)
" 2(AS)?
. r(ASY At + (AS) + Ata*(mAS) (4)
mn (AS)Z
. _om (AS)Y At —Atc*(mAS ) (5)
" 2(AS )
For the European call option, boundary conditions are:
In 7T instant time:
S,y = max (mAS —K,0),m=0,12,..,. M 6)
When § =0 :
fo. =0 n=012,.,N (7)
When S — +oo:
Sow = MAS - K n=012,.,N (8

Using the boundary conditions and differential equation

(2), we can get a equation group which has M-/ equations.

We need to solve N equation groups like this. The coefficient

matrix of this equation group is a tri-diagonal matrix, so we

use chasing method to solve this equation group and can get
the value of £, , that is, the option price.

III. QUANTUM-BEHAVED PARTICLE SWARM

OPTIMIZATION ALGORITHM

A. Particle Swarm Optimization

PSO was first introduced by Kennedy and Eberhart as an
optimization technique for continuous problems in 1995. It is
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a kind of evolutionary computation technique motivated by
the behavior of organisms such as fish schooling and bird
flocking.

PSO is similar to the other evolution algorithms in that
the system is initialized with a population of random
solutions. However, each potential solution, call particles,
flies in the D-dimensional problem apace with a velocity
which is dynamically adjusted according to the flying
experiences of its own and its colleagues. The location of
the i-th particle is represented as X, = (xl.l,xl.z,..., X, )
The velocity for the i-th particle is represented as
V.= (v,.1 s Vigrees Vi ) The best previous position of the i-th

particle is denoted as P, = (pi1 s Dinseres Pin ), which is also
called p e+ Py (¢) 1is the position of the best particle
among all the particles in the population and called global
best position, which is also called g, -
Then the swarm is manipulated by the equation (12)
V;‘/(t"'l) :ng(t) +Cl’/ij (t)[pz/(t) _x;'/(t)J"'Czrzj (t)l_pg/(t) _xij(t)l
xij(H'l) :xij(t)+vij(t+1)

Where j represents the dimensions of the swarm, i
represents the index of particle in the swarm, ¢ represents

(12)

the iteration number, ¢, and ¢, are the acceleration

constants which are positive numbers, 7; and 7,
random numbers uniformly distributed between 0 and 1.

are

B.  Quantum-behaved Particle Swarm Optimization

PSO is not a global convergence-guaranteed optimization
algorithm, as van den Bergh has demonstrated. Therefore,
Jun Sun et al. introduced quantum theory into PSO and
proposed a global convergence-guaranteed search technique,
quantum-behaved particle swarm optimization algorithm
(QPSO0), whose performance is superior to PSO.

In QPSO algorithm, only position vector p is needed to
depict a particle, and there is only one parameter g .The
equation is as follows:

o, * pBest + «, * gBest
o, +a,

S, (13)

i=1

p=

mBest =

X(+1)= p * 3% |mbest —X(t)‘*ln(ij

u

Where o and ¢, are a random function in the range
[0,1], pBest is the individual extremes, gBest is the

global extremes, mBest is defined as the mean value of the
best position of all particles. g is called Creativity

Coefficient , M is the population size and u is a random
function in the range [0,1].

In the process of iterative, T is decided by the random
number, when it is bigger than 0.5, minus sign(-) is
proposed, others plus sign(+) is proposed.

We can see from the above, QPSO enhance the global
search ability of PSO algorithm and it has just only one
parameter, easy to realize and to select the parameter. Also,
it is more stable than original PSO.

IV. THE APPLICATION OF QPSO IN PARAMETER
ESTIMATION OF BLACK-SCHOLES OPTION PRICING MODEL

Option price in the BS model is decided by five
parameters: S, , X, T-£, » and O .In these parameters, » and

O are not easy to be solved , so we need to estimate them.
First, we are given a set of parameters: .S, , X, 7, r and

O . Then we bring them into equation (2), so we can get a
group of simulate experiment values. Also, we can get the
predicted values through algorithms. Weighted sum of
squared errors between experimental values and predicted
values was used as the objective optimization function. The
specific mathematical form is as follows:

J = ’gl glwij {[J’pred(i)—J’exp(i)Jj}z (14)
i=l j=

Where n is the data size of every experiment, m is the
number of experiments, ). is the simulate experiment

value, ¥, s the predicted value of algorithm, W is the

weights of every group.

Process of parameter estimation:

Stepl: Comparing the experimental value and the
predictive value; Calculating the objective function J.

Step2: If the value of objective function is less than or
equals pre-set value or the algorithm achieves the iterations,
break the circulation. Else we should adjust prediction
parameters and return stepl.

In QPSO, every particle was coded as a group of
parameter, formula (14) is the objective optimization
function. Through iterative computation of algorithms we
can get optimum solution, that is, the optimal prediction
parameters.

V.  EXPERIMENTAL RESULTS AND ANALYSIS

In this paper, we applied PSO, QPSO and DE algorithms
to solve the parameters of option pricing model. The
program was coded with C++, data analysis and drawing
work were done under the Matlab 7.0 environment.

In tablel, given value lists the experimental value of r
and O , fitted value lists the 50 times average of  and O
.We can see from the table that the failure rate of the QPSO
fitted value is almost zero. The fitted value of DE algorithm
is closer to the exact value. The fitted value of PSO
algorithm is worse than the others.



TABLE L. GIVEN VALUE AND FITTED VALUE OF ALL THE ALGORITHMS (50 TIMES AVERAGE)
fitted value
Given value PSO OPSO DE

r (o) r o r (2 r o
0.2 0.2 0.0440 0.1410 0.2000 0.2000 0.1680 0.2593
0.2 0.4 0.0469 0.2620 0.2000 0.4000 0.1763 0.4124
0.4 0.2 0.2221 0.2854 0.4000 0.2000 0.4000 0.2000
0.4 0.4 0.1684 03114 0.4000 0.4000 0.3891 0.4172
0.5 0.3 0.3628 0.1663 0.5000 0.3000 0.4900 0.3147
0.3 0.5 0.1026 0.3446 0.3000 0.5000 0.2880 0.5146
0.7 0.5 0.5313 0.4212 0.7000 0.5000 0.7000 0.5000
0.8 0.7 0.5719 0.6492 0.8000 0.7000 0.8000 0.7001

Figurel shows the converged curves of objective
function of the three algorithms. Comparison shows that the
convergence performance of the QPSO algorithm is best.
And then is the DE algorithm. The convergence performance
of the PSO algorithm is worst. We can conclude that QPSO
algorithm is more effectively than PSO algorithm and DE
algorithm on this issue.

70 o T T T T T T T T
PSO

‘ ----QPsSoO
60 \ A

DE

o f

30+

objective function

iteration

Figure 1. converged curves of objective function

VI. CONCLUSIONS

In this paper, PSO, QPSO and DE algorithms are applied
to solve the parameter estimation of BS option pricing model
and weighted sum of squared errors between experimental
values and predicted values is used as the objective
optimization function. Experimental results show that QPSO

works better than DE and PSO in the parameter estimation of
option pricing model.
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Abstract—Two kinds of parallel genetic algorithm (PGA) are
implemented in this paper based on the MATLAB® Parallel
Computing Toolbox™ and Distributed Computing Server™
software. Parallel for-loops, SPMD (Single Program Multiple
Data) block and co-distributed arrays, three basic parallel
programming modes in MATLAB are employed to accomplish
the global and coarse-grained PGAs. To validate and compare
our implementation, both PGAs are applied to run the
problem of range image registration. A set of experiments have
illustrated that it is convenient and effective to use MATLAB
to parallelize the existing algorithms. At the same time, a
higher speed-up and performance enhancement can be
obtained obviously.

Keywords- parallel genetic algorithm; MATLAB; distributed
computing; parallel programming

L INTRODUCTION

The recent advance in computer technology has provided
ample evidence that we are in the multi-core area. However,
adding cores is mnot synonymous with increasing
computational power [1]. Therefore, to take full advantage of
the performance enhancements offered by the new multi-
core hardware, a corresponding shift must take place in the
software infrastructure. That is, a shift to parallel computing.
Fortunately, MATLAB" Parallel Computing Toolbox™ [2]
and Distributed Computing Server™ software [3] provide a
perfect tool for the domain experts to get code work well in a
multi-core system.

MATLAB is an outstanding scientific computing
language and development environment [4]. Because of its
programming convenience, high-speed matrix calculation
and rich toolboxes, it has been used in a variety of technique
fields, such as image and signal processing, control systems,
financial modeling, and so on. Recently, development on
multi-core system has created strong demand for MATLAB
to find mechanisms to exploit such architectures. From 2000
on, there have been several attempts. The most notable
includes pMATLAB, MatlabMPI, MultiMATLAB and
bcMPI [4]. Here, we pay more attention to the MathWorks
extensions to the MATLAB language, Parallel Computing
Toolbox™ and Distributed Computing Server™ software. In
2009, Luszczek [1] and Sharma [4] introduced the parallel
features of MATLAB separately. But both of them put
emphasis on describing the parallel characters of MATLAB
with some simple numeral calculation questions. Now, we
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will take a more complicated application, PGA, as an
example to show how to integrate the practical scientific or
engineering problem with the newest MATLAB functions.
This combination can bring great convenience to enable
domain experts arrive at a functional design more quickly
than using a low-level language such as C or C++.

Genetic algorithm has shown good performance in a
great deal of complex optimization problems since it was
proposed in 1970s. However, along with the rapid
development of science and technology, the scale of
optimization problem is getting bigger and bigger, and the
complexity of space searching is getting higher and higher,
so people make a higher requirement for GA. GA has inner
parallelism to be suitable to be realized on the large-scale
parallel machines [5]. And the rising popularity of parallel
computation has established the material base for PGA. In
addition, gains from running genetic algorithms in parallel
are many, such as run time savings, speedup of finding
solutions, maximal utilization of computing machinery,
increase of computational efficiency, and so on. Therefore,
the research and application of PGA have received much
attention in recent years [6]. Also the MathWorks has
provided a GA toolbox, but the PGA is more difficult and
needs to be designed elaborately according to the practical
applications.

Recently, a few attempts that make use of MATLAB to
build PGA have ever been reported. In 2007, Chen [7]
introduced a simple implementation of PGA based on
MATLAB. He brought out a framework for PGA with the ga
function as the smallest grain by using the gaoptimset and
MDCE toolbox. His experimental results showed that it was
efficient and effective to develop distributed computing
application program based on MATLAB. Kajan in 2009 [8]
proposed another application, GA-based MIMO controller
design, by using the MATLAB® Parallel Computing
Toolbox™. His approach was reported to be able to solve
very complex search/optimization/design tasks and reduce
the computation time from hours to minutes or from days to
hours respectively.

With the further development of MATLAB, we
implement two kinds of PGA, the global and coarse-grained
method, on a Beowulf cluster. Moreover, both algorithms are
applied to fulfill the range image registration to validate our
implementation. Subsequently, the experimental results as
well as the computation time are compared in detail. All
results have demonstrated that parallel computing in
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MATLAB can make great convenience to us and bring
satisfying performance enhancement.

IL.

PGA is an algorithm that combines high speed
parallelism of computer cluster with the inherent parallelism
of GA, and enhances the solution speed of the population. In
PGA, there is also a selection-crossover-mutation cycle as in
GAs, but some new special terms come into being there.
They are sub-population, migration and topology.

The basic thought of PGA is that it decomposes a
complex task into many simpler subtasks, and then
processors need to execute each task in parallel for problem
solving. This thought of divide-and-rule can use different
modes to make them come true, which have caused diverse
types of PGA. To sum up, there are four major kinds of
parallel GAs, namely global PGA, coarse-grained PGA, fine-
grained PGA and the mixed or hybrid PGA [5, 6].
Considering the first two kinds are more popular in practice,
we focus mainly on the implementation of them on a cluster
system with MATLAB.

A. The Global PGA

The Global PGA is also called the master-slaver model,
which is proposed earliest. It is the most direct parallel mode
of the serial GA, achieved by using the master-slaver
programming pattern on computers. This algorithm holds
only one population. Every individual in this population can
match others randomly. Then each individual has the even
opportunity to execute the crossover and mutation operation
to compete with others. Moreover, the selection operation in
the whole population is global rather than local in a sub-
population. There are two major ways to program the global
PGA. The first, we only parallelize the calculation of the
individual’s fitness. Secondly, genetic operations and the
fitness calculation are all executed in parallel. No matter
which mode you choose, it is always easy for the global
PGA to be realized.

The biggest merit of global PGA is simple. It retains the
search ability of traditional serial GA and has not changed
the construction of GA. Therefore, the theory of GA can be
directly used to forecast whether a concrete problem can be
mapped in global PGA to solve or not. If the computing time
is mainly used on the fitness evaluation, the global PGA is a
very effective parallel method and does not need special
computer system organization. However, it also has obvious
flaws. That is, it frequently appears that master and slave
processors are busy or idle unevenly.

B. The Coarse-Grained PGA

The coarse-grained PGA is also called island model or
distributed model. It is an extension of the classical serial
GAs, which is the most adaptable and popular PGA. In
coarse-grained PGAs, the population is divided into several
sub-populations. And each holds a serial GA independently.
All serial GAs are then executing in parallel with some
elitists exchanging at random time interval. Thus, the local
selection is substituted for the global one. All individuals
match each other within one sub-population. And the parents

PARALLEL GENETIC ALGORITHM

have to compete with their offspring. Except for some basic
genetic operators, an important operation, elitist migration, is
introduced in the coarse-grained PGA. This strategy is in
charge of the elitists exchanging between different
communities. In coarse-grained PGAs, the parameters
related to elitist migration need to be selected carefully, such
as migration topology, migration ratio and migration period.

When the population subdivision is finished, the
migration topology needs to be decided firstly because it is
so important that it can affect the performance of PGA
greatly. It defines how the elitists transport between sub-
populations. Based on the difference of the migration
topology methods, the existing modes can be broadly
categorized into three kinds, stepping stone model, island
model and centralized sub-population model. Since the first
model is too simple, we only provide the illustration of the
last two as shown in Fig.1.

Sub-Population

Sub-Population

Sub-Population

i

Gub-l’opula\i@ @b-l’opulali@ ------ @b-Populal i@

(b) Centralized sub-population model

Sub-Population

(a) Stepping stone model

Figure 1. Illustration of the migration topology

The stepping stone model is the most basic transport
mode, also called ring model. The individual migration is
strictly limited between neighboring sub-populations.
However, the island model allows the migration among all
communities. Therefore, it is sometimes named complete
network topology. The centralized sub-population model
aims to release the pressure of the frequent big volume data
exchanging. It sets a centralized sub-population,
communicated to all other sub-populations. The best
individual of the whole population is always kept in the
centralized community. From time to time, the top elitist is
introduced into the other sub-populations to improve the
individual character and then speed up the convergence of
the entire PGA.

III.

Before carrying out the parallel computing, the execution
environment of MATLAB needs to be configured
appropriately. This procedure has been introduced in [7] or
the documents of the MATLAB toolbox’ user guide [2, 3].
In this paper, we focus our attention on some explicit parallel
programming paradigms, such as co-distributed arrays,
parallel for-loops and SPMD block. The implementation of
our PGA methods based on these paradigms is described in
detail as following.

A concept lab in MATLAB should be clarified before
our introduction. A /ab is an independent instance of
MATLARB that runs in a separate operating system process.
Like threads, /abs are executed on processor cores, but the
number of /abs does not have to match the number of cores.
Unlike threads, /abs do not share memory with each other.
As a result, they can run on separate computers connected
via a network.

IMPLEMENTATION OF THE PGAS



A.  Co-distributed Arrays

All built-in data types and data structures supported by
MATLAB software are also supported in the parallel
computing environment. With normal arrays, the full content
of the array is stored in the workspace of each lab. Co-
distributed arrays, on the other hand, are partitioned into
segments, with each segment residing in the workspace of a
different /ab. Each lab has its own array segment to work
with. Reducing the size of the array that each lab has to store
and process means a more efficient use of memory and faster
processing, especially for large data sets.

When an array or matrix is distributed to a number of
labs, MATLAB software partitions the array or matrix into
segments and assigns one segment to each /ab. We can
partition a two-dimensional matrix horizontally, assigning
columns of the original matrix to different labs, or vertically,
by assigning rows. An array with N dimensions can be
partitioned along any of its N dimensions.

In the Global PGA
Chrom = FieldDR_Low+(FieldDR_High-FieldDR_Low).*rand(PopSize,6);
spmd

Chrom_dis = codistributed(Chrom,codistributor1d(1));

Chrom_dis_local = getLocalPart(Chrom_dis);

sizeofChrom_dis_local = size(Chrom_dis_local,1);

for i=1: sizeofChrom_dis_local

Obj_local(i) = ObjFunction(..., Chrom_dis_local(i,:) ,...);
end

end

In the Coarse-Grained PGA
spmd
Chrom = FieldDR_Low + (FieldDR_High - FieldDR_Low) ...
~rand(PopSize,6,codistributor1d(1));

T B L Py

Figure 2. Application of the co-distributed arrays

There are two main applications of co-distributed arrays
in our PGAs, as shown in Fig.2. The first is in the global
PGA. Therein, the Chrom is a matrix variable with PopSize
chromosomes that comprise the whole population. The
FieldDR Low and FieldDR High define the range of six
genes in each chromosome. The co-distributed arrays are
used here to distribute the chromosomes to different /abs in
order to speed up the evaluation of fitness function,
ObjFunction. The second application is in the coarse-grained
PGA, where the co-distributed arrays are employed to
initialize the original population. Moreover, if the population
dimension does not divide evenly over the number of labs,
MATLAB can partition it as evenly as possible. In Fig.2, the
property codistributorld means the population matrix is
distributed by rows, that is, over its first dimension.

B. Parallel for loop (PARFOR)

The basic concept of a parfor-loop in MATLAB is the
same as the standard for-loop. MATLAB executes a series of
statements over a range of values. Part of the parfor body is
executed on the MATLAB client and part is executed in

parallel on labs. Labs evaluate iterations in no particular
order, and independently of each other. The necessary data
on which parfor operates is sent from the client to labs,
where most of the computation happens, and the results are
sent back to the client and pieced together.

A parfor-loop is useful in situations where you need
many loop iterations of a simple calculation, such as a Monte
Carlo simulation. Parfor divides the loop iterations into
groups so that each lab executes some portion of the total
number of iterations. Parfor-loops are also useful when you
have loop iterations that take a long time to execute, because
the labs can execute iterations simultaneously. Therefore, a
parfor-loop can provide significantly better performance than
its analogous for-loop.

In the Global PGA
parfor i = 1:PopSize
if RSMutation(i) <= ProbaMutation
Chrom(i,:) = MultiUnifMut(Chrom(i,:),FieldDR);

end

Figure 3. Application of the Parfor Loop

Fig.3 is an example of parfor-loop employed in our
global PGA. We take the parfor-loop to speed up the
procedure of the mutation and annealing selection operation.
Because loops in these two operations are independent of
each other, the application of parfor-loop in global PGA is
both convenient and effective.

C. SPMD Block

The spmd statement defines a block of code to run
simultaneously on multiple /Jabs with different data.
Compared with parfor-loop, spmd block, the code between
the keyword spmd and its corresponding end, requires a
much larger mental leap from the sequential loops. The
reason is that any code executed inside spmd can behave
much differently and independently on each lab. Typical
applications appreciate for spmd are those that require
running simultaneous execution of a program on multiple
data sets, when communication or synchronization is
required between labs.

In the Coarse-Grained PGA
spmd
[ObjSmall2Big,Objcord] = sort(Obj);
exchangeLimit = numofExchange;
objSend = ObjSmall2Big(1: exchangeLimit);
chromSend = Chrom(Objcord11(1: exchangeLimit),:);
labTo = mod(labindex, numlabs) + 1;
labFrom = mod(labindex - 2, numlabs) + 1;
objReceived = labSendReceive(labTo, labFrom, objSend);
chromReceived = labSendReceive(labTo, labFrom, chromSend);
Chrom = [chromReceived ; Chrom(Objcord(1:(sizeofChrom_local - ...
exchangeLimit)),:)];
Obj = [objReceived ObjSmall2Big(1:(sizeofChrom_local - ...

Figure 4. Application of the SPMD block



A concrete example using the spmd block is
demonstrated in Fig.4. It is the elitist migration operator of
our coarse-grained PGA. In addition, this example involves
another function, labSendReceive, for message passing. We
will also give a brief introduction about it as follows.

In Fig.4, all operations are executed on the local part of
the population and their corresponding fitness values. Firstly,
these values are sorted from small to large. Then some elitist
individuals with their objective values are selected to
exchange to the neighboring sub-populations. The
environment query functions labindex and numlabs here are
equivalent to MPI Comm _rank and MPI Comm_size.
Because the migration topology used in our method is a
stepping stone model, the adjacent labs need only to send
and receive data from each other in a cyclic shift pattern. The
function labSendReceive proposes a perfect solution for this
pattern, which is designed to enable the cyclic type
communication, or any paired exchange, to be written more
simply, as shown in Fig.4. Moreover, the deadlocking
behavior is also prevented effectively. In consequence, we
can obtain the Chrom of the next generation and their
corresponding fitness values Obyjeasily.

Iv.

The proposed PGA methods are testified on a Beowulf
cluster system, which includes a master node and four
compute nodes running linux operating system. The master
node is a DELL PowerEdge 2950 server with two Intel Xeon
2.66GHz CPU cores and 2GB memory. Four compute nodes
are all DELL PowerEdge 1950 servers with four Intel Xeon
2.66GHz CPU cores and 8GB memory. All nodes are
connected by the Gigabit Ethernet as the message passing
network. The execution platform is MATLAB 2009b.

Taking the range image registration as an example, we
have parallelized the hybrid GA method proposed in [9].
This is a typical application that the evaluation of fitness
function is much more time-consuming than other genetic
operations. The calculation of all individuals’ objective
values occupies 97.58% of the running time of each
generation, which is measured by the MATLAB profiler
function. A little difference of our implementation from [9],
needed to be marked, is that we only retain the first
population in method [9] and discard the second one. In
other words, our implementations here are two kinds of
parallelization of a modified simulated annealing genetic
algorithm (SAGA).

Following the hybrid GA in [9], we still set the
population size as 100 individuals. The temperature of
SAGA is started from 900 degrees and the ending
temperature is 0.05 degree. In both PGAs, the probability of
crossover is 0.9 and the mutation probability is calmed down
from 0.15 as the generation increases. The cooling/annealing
schedule and termination conditions are both the same as in
[9].

Table 1 is the quantitative comparison of convergence
results obtained by two PGAs based on 10 experiments. It
can be seen that the coarse-grained PGA is superior to the
global PGA all-around no matter on the rate of convergence
or the searching result. Although the global PGA is relatively

RESULTS AND COMPARISON

more suitable to resolve this kind of application, its
performance is still less. Especially for the fitness value, the
result of coarse-grained PGA is almost always smaller than
the global PGA. From this comparison, it can be certain that
the elitist migration strategy really brings more global search
ability to GA. This is consistent with the common sense
theory of GA.

TABLE 1. RESULT COMPARISON OF TWO PGA METHODS
\ Number of Iterations The Best Fitness Value
Mean STD Mean STD

Global PGA 84.1 15.0144 0.0703 0.0148
Coarse-Grained
PGA 71.7 19.4768 0.0546 0.0144

1oC

%0 =\ ‘

& \ ~=—Global PGA

10

= ¢
g !
2 t
o \ | | | =—Coarse-Grained PGA
&0 \ | ;
g |
+ 40 ! |
g ! i
.5 80 { :
3 ~~—
5 10 | | -
| I |
4 i | i i
0 2 4 6 8 10 12 14 18 18

Number of processors

(a) Execution time of each iteration of two PGAs

—®Global PGA

—*—Coarse—Grained PGA

%10 A
=
v 8
@
&'e .

4 r/

2

0 + T

) 2 4 8 10 12 14 16 18

0
Number of processors

(b) Speedup comparison of two PGAs

,, T~ j
I S
~ T
e { _* |
-~ & { { L\u I
- |
<9 1
= I
@ 1
;j 40 1
< —=—Global PGA |
Gl I
= g0 ——Coarse—Grained PGA |r]
o | I J | |
0 2 4 ] 8 10 12 14 16 18
Number ol processors
(b) Parallel efficiency comparison of two PGAs
Figure 5. Performance comparison of two PGA methods

The above Fig.5 is the performance comparison,
including the execution time, speedup and parallel



efficiency. Because the GA is a stochastic method, the
number of iterations in each convergence is nearly always
different to others. Therefore, the variable compared here is
the execution time of each generation rather than the total
running time of the GA. As shown in Fig.5 (a), it is easy to
see that the execution time of GAs can be reduced
significantly by using the parallel computing technology. On
the other hand, although the distinction is not very obvious in
Fig.5 (b) and (c), the speedup and parallel efficiency of
coarse-grained PGA are still better than the global one. This
indicates that it’s valuable to parallelize more genetic
operations when the transmitted data is not very big. In any
case, the performance of two PGAs is satisfying on the basis
of Gigabit Ethernet. After all, the parallel efficiency is both
higher than 60% when the number of processor is 16.

V.

The implementation of two kinds of PGA methods, by
using a new version of MATLAB, is introduced detailedly in
this paper. It is illustrated that MATLAB is a perfect
programming platform and well positioned to fulfill a shift in
software infrastructure, from traditional serial pattern to
parallel computing. It brings researchers more convenience
when developing parallel scientific and engineering
computing applications. In addition, the hybrid PGA
methods are utilized to resolve the problem of range image
registration. And their convergence results are compared in
terms by terms. All experiments illustrate that the application
of parallel computing technology can improve the
performance of GA greatly. In future, PGA method will be
applied to more practical applications as long as two key
factors, the appropriate PGA mode and its corresponding
parallel programming pattern, are designed elaborately.

CONCLUSION
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Yan ZHONG, Zhi-Gang LUO

School of Computer, National University of Defense
Technology
Changsha, China
e-mail: mandy zh82@163.com

Abstract—For special structured linear systems, WZ
factorizations of matrices are basic mathematical theories to
design a class of parallel solving algorithms. So, firstly, new
WZ factorizations for the p-tridiagonal matrix are proposed
and proved. Next, an effective parallel algorithm is designed.
Solving both the subsystem in each processor and the reduced
subsystem makes use of the WZ factorization so that a two-
level method is formed. The experiment results confirm the
validity of our method.

Keywords-WZ factorization; p-tridiagonal linear system;
symmetric positive definite matrix; parallel algorithm; two-level
method

L INTRODUCTION

Let Cx=c to be a large sparse linear system whose
coefficient matrix C is shown in (1)
A Q
Q A Q
R )
Q A Q
Q A

where A = diag(A, A, -+, ) and Q = diag(@, w, -+,
@,) (s is any integer) are real diagonal matrices. Furthermore,
suppose A and € satisty | A:1>2] a;|(i21,2,~--,s) which
confirms (1) is a positive definite matrix.

The typical cases’® are 5-point or 9-point difference
schemes of Poisson equation with Dirichlet boundary
conditions in an approximate rectangular domain. So, it is
necessary to solve linear systems induced by (1) efficiently.

Here, we generalize the matrix (1) to the following
definition for a wider range.

Definition 1 If matrix C'is a nxn symmetric matrix and
its nonezores locate at {(i, /)||i—j|=0 or|i—j|= p}, then the
positive integer p is called bandwidth and C is called
symmetric p-tridiagonal matrix denoted as C = prridiag{(b,,

a,,b,. ), p}, . Moreover, if C is also a positive definite (PD)

matrix, then C is called a symmetric positive definite (SPD)
p-tridiagonal matrix.
By definition 1, the structure of matrix C is shown in (2).
This paper focuses on the parallel solution to the large
linear system with coefficient matrix (2).
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a 0 pr
0 a -~ 0 bp+2
S R |
bp+| : a/7+|
C= bp+2 ap+2 (2)
a,, - 0 bH,

L e -
To make the description below easy, here gives some
marks: for matrix C, the submatrix from the 1* row (column)

to i row (column) is denoted as C_,,, (C, ., ); the ™ row

REEYS
(column) are expressed by ¢, (¢ ). Assume « is a vector,

and then ¢, (i<j) represents the subvector from the i

i—j
element to the /™ element. Assume « and b are positive
integers and [a,b] = {x|x is an integer and satisfya <x <b} .
Let s be any nonnegative real number. | s | denotes the
maximum integer which is not more than s while [s|

denotes the minimum integer which is not less than s. So,
s=|s|=[s] when s is an integer.

II.

The parallel im};licit elimination, corresponding to the
WZ factorization ], is more effective than Guassian
elimination in parallel algorithm design for linear systems.

So, our method in this paper bases on WZ factorization.

A.  WZ factorization of dense SPD matrix'”!

A dense SPD matrix C has order n which satisfies n=2m-
2. If there is a matrix W whose structure is shown in (3) so as
to have C=WW" then the matrix decomposition is called WZ
factorization. And, the structure of the factor (3) is the
transpose of W structure which is given in [6].

WZ FACTORIZATION OF P-TRIDIAGONAL MATRIX

Wi Wi Win
0 w,, Wy O
W — 0 Wm—l,m—l Wm—l,m 0 (3)
0 Wm,m 0
0 Wm+l,m—l Wm+l,m Wm+1,m+1 0
L 0 W nn |
IEEE
@ computer
soclety



B.  WZ factorization of SPD p-tridiagonal matrix

Let 4 be a SPD p-tridiagonal matrix. Without loss of
generality, let the order n of A satisfy n=2m-2 and be able to
be divided exactly by p. From (3), similarly as [3,7], we can
easily get and prove that there only exists a real WZ
factorization A=WW" (each element in W is a real). The
structure of matrix W is represented by (4) where only the
nonzores are listed. And, each pivot in the diagonal can be
chosen as a positive number, i.e., w;>0 (i€ [Ln]) .

) ot WY i€ D =| Bk —hp =1
(1) ooy W i I kpm=| 2|~k =Dyp 1
L R T VR E S
i) oo s oo s | [ (o= Dpm k1)
(V) Gty e sy o) ze[m+kp,m+[ |+t
k=12,

The matrix decomposition process executes to obtain
each column of W in the order from (i) to (v) in (4) with each
k. And, if an element w;; whose j or i¢ [1,n], then w; =0. So,
except the first and last p columns (ie[l,p]U[n—p+1,n]),
the structure of other columns can be represented by (4) and
there are 3 elements in each column. Concretely (let

{(ﬁ -1/ ZJ denoted as r through the whole paper),

a. When n/p is even, setting ke[l,7], the column w’
abides by (4) where the process ends at (ii)(iii);
b. When n/p is odd, setting ke[l,r-1], the column w’

abides by (4) where the process ends at (iv)(v).
Besides, setting

a:{g—l,ﬂztﬂ}when n/ p is even

2

(%)
azth,ﬂ:[g—‘,whenn/pis odd
the formula (6) is right whenever n/p is even or odd.
Cowee)sieLalUn— B+1,n]
WT (- Wi s Wi pia"')le[a+l P] (6)
(5 Wigpogis™ s Wis )i € [n= p+1,n = f3]

C. Advanced WZ factorization

To design a parallel algorithm for p-tridiagonal linear
systems this section further translates the WZ factorization
C=WW"to C=W*Z whose structure will appear below.

Set A={ili=1,---,n}, ={ili=1,-p}0{ili=n-p+1,-,n}, then
N denotes the set of numbers of all columns (rows) while 1
denotes the numbers of the first p columns (rows) and the
last p columns (rows). Let V' be any matrix. The columns
(rows), whose numbers belong to the set #:7, make up of a
submatrix denoted as V]|y; (*|V) . That is to say, in the
submatrix, the column (row) vector v/ (v,) satisfies v/ e
(viel), ieN-I. Let the px p identity matrix be £, and the "
identity vector be e=(-+,1;,*).

Theorem 1 Suppose C is a real symmetric positive
definite p-tridiagonal matrix with order n which satisfies
n=2m-2 and can be divided exactly by p. Then, C has a real

WZ factorization C=
characters as follows:

1) W¥|o.=Wlaer; *1Z=(W|se))" (W is the matrix in (4));

2) The column vector in W * whose number belongs to
I is an identity vector, i.e., w' =¢,ie I ;

3) The row vector of /|Z has the following structure
whether or not n/p is even:

a2y s 2y
zZ. =

W*Z, the factor of which has the

)€l p]
~ie[n—p+1n]’

(o2 2
And, when s=n-p+i and i values from 1 to p in

sequence, we have z, =z

Proof. C has factorization C=WW" where W is shown in
(4). According to (6), whatever n/p is, we can construct
proper matrices (W* and Z) to satisfy the conditions.

a) Construct W* and Z.

When!/e[l,aland j=n+I1-pe[n—p+1,n- B3], set

1 e W
E(l, )= Y | with e, =2t
1 ’ Wi
Whenie[n-pB+1,nland j=1+p-nela+l,p], set
1 W,
E(,))= : with ¢, , = ——"
€, 1 Wit
SO let E(L,J) :H[e[l Ul n—ﬂ+1,n]E(l’j) (7)
Furthermore, let E(L,-J)= HlelaU[n g E(=j) where
E(l,—j) s the inverse matrix of E(/, ).
Set D! =diag(wy,, 5w, oL Lw, e w, )
So, C=Ww" =(WE(L,J)D)(D"E(L,~J)W") (8)

By (8), define W*=WE(L,J)D and Z=D"E(L,-J)W".

b) Prove W* and Z. satisfy conditions 1)-3).

In fact, we partition matrix W and the matrix in (7) to
blocks as follows (order numbers are list on the far right):

VVII I/VIZ VV]S Ell O El3 D] 0 O P
W= 0 W, 0 ELJ)=| 0 E, 0 |,D=|0 E_, 0|,
VVZH E32 VV33 E3l O E33 0 0 D3 P
where, W, and W, are diagonal matrices. £, =E, =E,,E,
=E,,, Ey=diag(e ;, e, ,0,-,0),E; = diag(0,---,0,e, 4, ; .

e, ;) (j- is column number corresponding to row number »

by (7))' D] :diag(wll’ W71 ) D dlag(w,, p+ln— p+1’ : Wn n/
So, there are
I/Vll VI/IZ 0 Xl] 0 X13
WE(LJ)=| 0 Wy, 0 |E(L=)W'=|\W; Wy Wy
0 W, W, X, 0 X,
where X, =W, —EW,, , X,y =W, —E Wy , Xy, =W, —E,W,
and X,, =W,, — E, W, are diagonal matrices, and
X, =diag(— €l Wa-pstn-p+1>" 5 "€ j Wi pin-p> Wa-prip-p+1o""" Wn,p)’



Xy = diag(wl,ml—p»"'aWa,nm—pr_en—ﬂﬂ,j,,,ﬁﬂ Worta+1o s € 5 W), p)
Finally, we have
E, W, 0 D'X,, 0 DX,
WE=1 0 W, 0 |Z=| W, W, Wy
o w, E, DX, 0 DX,

Obviously, W * satisfies 1) and 2), Z satisfies 1). Since
D'X,,, D['X,,, D;'X,, and D;'X,, are diagonal matrices and
satisfy D' X,, = D;' X, , the rows in '|Z satisfy 3). O

We will use the row representations of W* and Z so we

need obtain the conclusions below from Theorem 1.
Property 1 1) ™|W*(="|W) has the structure like (9).

mpaeriem| 2| ms 2]

i p
(o Wy rs Wyt i == Py = 5 —1

(-~-,W,,,,p,-~-,W,_l,-~),i:m{%iw-,wrp—l

--),i:m—{%J—kp,m,mfkp—l

P _
+[2—‘+kp |
Wity Wi == (ke m = i J kp-1

(42) Gty i =t | | e (e Dp=1
k—1,2, el ]
And, (9) must be calculated from top to bottom. That is,

except the first three formulas in (9), formula (s)
(implicatively (s.1) before (5.2)) must order before formula ()
(implicatively (z.1) before (¢£.2)) when £ is fixed.

a. if n/p is odd then, setting ke [1,r —1], w; abides by (9)
and ends at formula (s);

b. if n/p is even then, setting ke [I,r—1], w; abides by (9)
and ends at formula (7).

2) When using the marks in (5), the row structure of /| /*
is shown below:

w, =4(s.1) (-~,Wu,--~,w

itpr oW,

Liv2kp

©)
[CP)NCERTR W) i=m+kp,-,m

(t.1) Coywypeeesw,

Li+p?

Gl =L
- Gl s Wiy s Wi zp’...) =+, .
W = (...,Wiwp_”’...’w_ sl i=n— p+1 n-p4
oWl )l—n p+1--

Property 2 Let the i row vector of Z be z;. Then,
a. if n/p is even then, setting ke[l,r], z,=(w')" abides
by (4) and ends at formulas (ii) and (iii). In addition,
~ {('"rZi,fv'"er,i+(2,+1)pv"’) i=1--
4= (a2 s Zigt i == p+1
b. if n/p is odd then, setting ke [l,r—1], z, = (w[. )" abides
by (4) and ends at formulas (iv) and (V) In addition,
Cnzipors ii+2mpo’ “)i=
% :{(“.’Zi,i—er’“. )z—n p+1
Remarks. The WZ factorization above must include the
factorization in [7] as a special case (with p=1). If not
pointed specially, the following mentioned WZ factorization
is the one in section II.C.

D. Advanced WZ factorization

According to Property 1, Property 2 and formula (4), the
WZ factorization carries on by the order of (i)-(v) in (4)

Il’
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(each formula represents a block in matrices W). The
calculation in each step just depends on the results from the
latest two blocks having been computed.

Algorithm 1 WZ Factorization

0 Ifpis even then pd=pu=p/2;
Else
pd=(p-1)/2; pu=(p+1)/2;
mpu=m+pu; mpd=m-pd;ore=n/p;
If ore is even then
r=(ore/2)-1; max=r; alpha=pu; beta= pd,
Else
r=(ore-1)/2; max=r-1; alpha=pd; beta=pu;
1 For i=mpd to mpu-1

W, =,
2 For k=1 to max
For i=mpd-(k-1)p-1 to m-kp, i--
If k=1 then

— 2 —
Wii =G~ WiiipsWiopi =),

i=b/w,

11’

W, =b

i+p,i Wi

+p/ 11’

/w, ;

i

Wivapi = Wi pWisapiivp

Else

_ 2
Wi = \/ai “Wiiep T

Wiaipi = “Wiiv@k-1)p Wit 2kp.it(2k-1)p

For i=mpu+(k-1)p to m+kp-1, i++
If k=1 then

=W =b, /w

ii-p? z+p1 i+p

2 . _ .
Wi ir@k-0p > Wiepi = bl?p W, ;3

/w,.

ii”

xl’

WiicpWi-2pi-p / Wiis

=b, /w ;

u (2k- ])p’ L+p1 i+p ii2

/w,

i,i”

Wiaipi = " Wiic@r-1)pWi-2kp.i-2k-1)p
If (ore is odd or k<max) then
For i=m-kp-1 to mpd-kp, i--

2 .
T Wiisp T Wiisakp s /Wi,n

w_ .=b

Pl i-p

/w. ;

i,

Wirakaypi = WiirzkpWisk+1) poit2kp

For i=m+kp to mputip-1, i++
w, .=b

i+p,i i+p

/w,

0,0

2
Wik

/w, ;

i,

Wie@knpi = ~Wii-akp Wi-2k+1)p.i-2kp
3 Iforeis even then
For (i=alphatl top) z,,=a,—w.,,, — W ..,
For (I=n-p+1 to n-beta) z,, =
For (i=1 to alpha)

2.
- W[,H—p >

2 2 .
QG =Wy Wi

Zi=q

Ziiv@rp = Ziv@rypi — Wit pWir@re) paitp>

For (I=n- beta +1 to n)
— 2 .
2= =W,
Z1_@rypd = ZLi-@rtyp = WL pWis e - ps

Else
For (i=alphat+l top) z,, =a,—w},, —w’

ii+p ii+(2r=1)p>




For (I=n-p+1 to n-beta) z,, =a,—w},_, =W} 1,5
For (i=1 to alpha)

2. _ _ .
Zii T4 = Wi Ziivap = Zivami =  WiispWitamaitp 0
For (I=n - beta +1 to n)
2. _ _ .
2 =4 =Wy s Zicaps T Zi-a = WL pWicampi-p
I11. PARALLEL ALGORITHM

A. Design for parallel algorithm

Assume that there are g processors and the jth processor
is P; (=0,--,g-1). The linear system is assigned by rows
evenly. To make the description easy, we suppose N=gn and
n satisfies the conditions in Theorem 1. So, P; (=0,-,g-1)

has the subsystem whose row numbers are from jn+1 to jut+n.

) — ) — ) = () — i —
Set b _bjrz+i>ai - ajn+i’bi+p _bjn+i+p’ci - cﬂm’(Z =1,---,n).

In addition, 5’ =0 and b7 =0 while j=0,i=1,---,p and j =
¢,i=n—p+1,--,n, respectively. So, the subsystem in P, is

() — .G ) (=1 () (-1
C/)x(/ _c(/)_(bl(/)x/ ~~~,bpj x”/ )70,,,,70, (10)

o n-prl> ; .
b(l)xl(j“),-",b(’/) x(/+1))T £C<,/) _ 7,(/)

n+l n+p”™p
D — ppriddi D A B O — (oD (DT -
where CY = prridiag{(h”,a D). pha s =@, 0)

b N G-l Gy (il 5 (el . AT
7(/ —(bf/x” ) ---,bp’>x§/ ),O,---,O,b”ixff >’,__’b(/> x(/+)

n—p+1> n+ n+p*p

c,a,0,0,0, 87+, B) . And, processor P; need obtain

=,

¥ =D, x4 . From section 2.3, CY can be factorized
as CY' =w*) zU) g0 that (10) is rewritten to W *) Zz0xW
=cY -y z*Y and further translate to
ZOxD = ) 7 i) 3,00 = x0) (11)
Next, set WD)y = ) (12)
So, from (11), we can get W /) (y*0) —y)) = ¢+ (0
= -y By the structure of W* and ", there is
*#0) 0 =g/ =1, p
Sy S

y*D =39 others

Again from (11), we have ZUxD =y 0 (13)
Set Z#0) =[®V) 2V WY ) = (U <D xUDy where
) B(j) ) 0 )
) — 1-p ) — N ) —_RU-D —
= ’\P - B(,/') > Bl—)p - Bn*p+l—>77 -
0 n—p+l—=n
: @) ) pHY. ) —RU*D — g7 ) (Y.
dlag(blj ’.“’bpj—ﬁbp] )’ Bn/—p+l—m _BI/—>p _dlag(bnipﬂ’“.’bn/ )’
-1 — (D G=-DNT LG+D) — (1 (G+D (J+DN\T
X, s, = (50 %) L = (0 )

So, (13) is equivalent to Z*V) x* = ()
In conclusion, linear systems in (11) are equivalent to
linear systems as follow:
WA YU = ) 7 D)y H) = )

) — g5 ()e)) ) D — g; (@)
Z,] _dlag(zl,l ’22,29"'szp,p)>znn _dlag(zn—p+l,/17p+l’”.’

Set

o DY 7D = 7O — Jino( ) %) %)
Zn—l,n—l’zn,n)’ AEI A —dmg(zl,mp—la'"aZp—l.n—erp,n)
() 70) 7() I ;
We extract z\,z\”.Z7 and y/) .y (0<j<q-1)

from processor P;to form a reduced system whose structure
is shown below:
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(0)

z0 7 a0 ]
Zy 7 B, | |5
BY, 20z £, ||
Z 20 B e ||y
EERS 2, 7| 0
By 2z | W ||
2 2 ] [

It is easy to verify that the coefficient matrix of the
reduced linear system is also a symmetric p-tridiagonal
matrix having order 2pgq.

In the end, we come to summarize a parallel algorithm to
solve a linear system with symmetric p-tridiagonal matrix.
The algorithm has following steps.

Algorithm 2 Parallel algorithm for solution

Stepl Assign data b =b, .a" =a,,. b =b,..  and
¢ =¢,,,, (i=0,1,---,n)to processor P;(0< j<g—1);

Step2 In P;(0<j<qg-1), the matrix C is decomposed
by the WZ factorization to get the matrices W *V)
and ZV;

Step3 InP;(0<,<g-1), obtain y from (12);

Step4 Some processor (assume P,) gathers z,z%,z
), and yi? | (0<j<g-1) from processor P;to
form a reduced system and solve the systems.

Step5  P; solve for the values of x/), by (13) as soon as
Py has sent the x) and x” ., back to P;.

B.  Explanation for parallel algorithm

This section will go on with Algorithm 2 to discuss each
step in detail.

Step2: The WZ factorizations in each P;(0< j<g—1) are
independent so that they can be executed in parallel, using
Algorithm 1.

Step3: As Step 2, in parallel, each P;(0< j < g —1) carries
out W* ¥ =V And, the calculations are list below.

Algorithm 3 Solution to W * p) = ¢V
1 For (;=mpd to mpu-1) y,=c¢,/w,,;

iio

2 For i=mpd-1 to m-p , i--
Yi= (Ci _wi,i+pyi+p)/wi.i 5
For i=mpu to m+p-1, i++
v, =(q _M}[,[—py[—p)/w}i.[ 5
3 Fork=1tor-1
For i=m-kp-1 to mpd-kp, i--
v, =(¢— WiivpYiep = Wi,i+2kpyi+up)/""i,i;
For i=m+kp to mputkp-1, i++
yi=(¢ =W, Y, — Wi,r—kayikap)/M/i,i >
If (k<max]1 or ore is even) then
For i= mpd-kp-1 to m-(k+1)p, i--
yi=(c- WiivpYiep = M)i,i+(2k+l)pyi+(2k+l)p)/Wi,i >

For i=mpu-+kp to m+(k+1)p-1, i++



yi=(c— WispViep = M)ijl—(2k+1)pyi—(2k+l)p)/Wi,i 5
For (i=alpha+1 to p) Vi=C Wi Yiep = WinsiapYnri-2p
For (l:”'P+1 to n'beta) Vi=C Wiy YViep = Wiivap-nYic2zp-n >
WiispYisp >

For (I=n-beta+1ton) y,=c,—w,_,v._,;

For (i=1 to alpha) y,=¢, -

Step5: After solving the reduced system, each processor
need obtain x!) from (13) by Theorem 1 and Property 2.

p+lon—-p

And, all processors are in parallel.

Algorithm 4  Solution to ZYx!? ()

pHl—=n-p = yp+l4m—p

1 Iforeis even then
k=r;
For i=mpu+(k-1)p to m+kp-1, i++
x =0~ Wiipi%Xiep = Wicaup.iXic2kp
For i= mpd-(k-1)p-1 to m-kp, i--
X, =y, - Wi piXi-p _M/:+2kp,ixi+2A77)/M/i,[ 5
Fork=r-1to 1
For i=m+kp to mpu+kp-1, i++
x=0- WiipiXiep — M/i7(2k+1)p.r'xif(2k+l)p)/Wi,i 5
For i=m-kp-1 to mpd-kp, i--
%= = WX,
For i=mpu+(k-1)p to m+kp-1, i++
x =0~ Wiipi%Xiep = Wicaup,iXi-2kp
For i= mpd-(k-1)p-1 to m-kp , i--

X, = (yi “WipiXiep T

)W

M)i+(2k+|)p,1xi+(2/(+|)p)/Wl,l ;
Vv

Wiiakp,iXiv2kp

YW

2 For i=mpd to mpu-1

X, = (yz - Wi+p‘i'x:+p -W, X

i=p,iTi-p

JIATTS

Step4: Solving the reduced system is also based on the
WZ factorization using Algorithml, 3 and 4. Set the vector
of variables from the reduced system is x" = (x/,x;,--.x;,,) .
But we must point that we should solve p 2x2 linear
systems before Algorithm 4 which only obtains values of
x" except x| So, a two-level method is formed.

p+lon—p *

Iv.

Numerical experiments are carried on a parallel cluster
with 24 processors, where each node has 4 GB RAM and
3.3GHz CPU. Moreover, each node can carry out 2 tasks at
the same time. Let S, and E), represent relative speedup and

EXPERIMENTS

also suppose N=gn and n satisfies the conditions in Theorem
one.

Figure 1 shows the speedup our algorithm. We can see
that speedups increase with numbers of processors whatever
orders of matrices » and values of the parameter p are. And,
Table I gives the efficiency of Algorithm 2. When ¢ is fixed,
the efficiency drops with the increase of p. This is because
the bigger ¢ is, the less computation accounts there are. So,
the communication causes greater influence.

TABLE L EFFICIENCY OF ALGORITHM 2
=4 =8 q=16

n(E4)

p=1 | p=3 | p=5 | p=1 p= p=s | p=1 p= p=5
128 | 92.18 | 86.00 | 87.30 | 71.37 | 66.88 | 64.75 | 48.15 | 49.50 | 43.91
256 | 90.45 | 88.00 | 88.98 | 70.50 | 67.50 | 6595 | 52.58 | 49.25 | 47.30
s12 | 9035 | 8950 | 87.14 | 71.77 | 67.38 | 66.12 | 53.13 | 50.38 | 49.01
1024 | 89.08 | 90.75 | 90.08 | 68.19 | 80.00 | 69.75 | 52.84 | 51.19 | 46.86
2048 | 89.89 | 88.25 | 90.86 | 71.45 | 77.63 | 67.54 | 56.64 | 5119 | 48.50

V. CONCLUSION

New WZ factorizations for the symmetric p-tridiagonal
matrix are proposed and proved. Next, an effective parallel
algorithm for special structured linear systems is designed.
The experiment results confirm the validity of our method.
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Figure 1. Speedup of Algorithm 2 while p=1,3,5 respectively
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Abstract—GRAPES  (Global/Regional  Assimilation and
PrEdiction System) is a new developed numerical weather
prediction system and will be implemented operationally in the
next few years at China Meteorological Administration
(CMA). For a global semi-implicit semi-Lagrangian numerical
prediction model formulated in spherical coordinates, due to
the convergence of meridians, the longitudinal grid size
decreases toward zero as the poles are approached. Therefore,
parallelism near the poles is a tough issue. With efficiency,
portability, maintainability and extensibility requirements, a
cap-longitude-latitude decomposition parallel algorithm is
proposed and realized adherence to the architectures of high-
performance computers at CMA. The results indicate that the
computing performance of the proposed algorithm is good on
IBM-cluster 1600 at CMA. And it can resolve effectively the
occurrence of calculated zonal wind exceeding the maximum of
the halo regions when locating semi-Lagrangian departure
points. The algorithm is efficient and stable and can meet the
operational implementation requirement.

Keywords-parallel  algorithm;  semi-Lagrangian;
decomposition; communication; performance

cap-

I. INTRODUCTION

With the advances of high-performance computers and
atmospheric observation technologies, the numerical weather
prediction models have becoming more and more
sophisticated. And the horizontal resolution is increased
significantly. For such a large scale numerical weather
prediction system, a relatively high computation efficiency is
necessary both for operational and research purposes, while
parallel computing is the optimal approach to reach this goal.
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As a new generation of medium-range weather foresting
system in the future at CMA, GRAPES global model is
developed to satisfy the requirements of research as well as
the demand of operational application!"). So, in order to run
the model at different types of platforms, to design a
software framework and the parallel strategy suitable for the
current computer architectures becomes an important issue.

IL.

GRAPES is a global nonhydrostatic numerical prediction
model system which was developed by the Chinese
Academy of Meteorological Sciences™**). Its dynamical
core adopts a set of nonhydrostatic and fully compressible
equations on latitude-longitude spherical coordinate and the
height-based terrain-following coordinate in the vertical.
The temporal scheme used to integrate the system is two-
time-level semi-implicit semi-Lagrangian approach. The
spatial difference scheme is based on Arakawa C grid in the
horizontal and Charney-Philips variable staggering in the
vertical. The generalized conjugate residual method is
employed to solve the 3D Helmholtz equation related to
pressure perturbation.

The prognostic variables include perturbed Exner
function m , perturbed potential temperature 0 , horizontal

GRAPES MODEL DESCRIPTION

velocity u, v, vertical velocity W as well as moisture
variables q. The physical parameterization package of
GRAPES includes long and short-wave radiation schemes
671 (Morcrette, 1989, 1998), cumulus convection ! (Betts
Millers, 1986), cloud microphysical scheme covering 3
simple ice categories, global MRF boundary-layer scheme
®) (Hong and Pan, 1996), Blackadar’s """ (1978B) land
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surface process, gravity wave drag "' (Miller, 1997,
1989), etc.

III.

Numerical modeling is the process of solving a set of
nonlinear discretized equations to obtain an objective
forecast of the future state of the atmosphere with the aid of
a supercomputer. Numerical models are very complicated,
consisting of numerical integration schemes, physical
parameterizations and data output schemes, which is
featured by intensive computation and dynamic data
dependency. Parallelization of the model can improve
computational performance and is particularly important for
high-resolution simulations. Therefore, a suitable parallel
strategy with efficient computation, balanced load and
synchronous communication is desirable!"*’.

Most of the high-performance computers deployed at
operational meteorological centers are distributed memory,
shared memory, and distributed memory clusters of shared
memory nodes architecture. Two parallel computational
environments provided, one is MPI based on distributed
memory, the other is OpenMP based on shared memory. So,
GRAPES is parallelized to take advantage of the shared and
distributed memory run-time environments that are
available in CMA’s computer systems to support both
multi-processor and  massively-parallel ~ computing
platforms.

Load balance is another key issue that effects the
efficiency of parallel computation, tasks distributed to each
processor should be comparable with its computation
performance. Otherwise, computation efficiency will be
decreased because of the load imbalance.

Because of the data dependency in the model’s
integration, data synchronous communication should also be
made to guarantee consistency at different processors.

PARALLEL STRATEGY

IV. PARALLELISM OF GRAPES

A. Software architecture

The software architectures of GRAPES model is
organized functionally as hierarchical structure!'*'*!. The top
level of software infrastructure is driver layer which doesn’t
involve any actual model computation. The bottom layer
encompasses the actual model computational routines and is
usually written by meteorologists, which includes model
dynamic numerical calculations, physical parameterizations,
etc. The mediation layer communicates between the driver
layer and model layer. In this manner, the user code is
isolated from the concerns of parallelism.

Model’s parallelization is controlled by driver layer
according to the number of processors as well as the forecast
domain. The parallelization is constructed on the higher-level
interface which is realized by the MPI function libraries,
which include parallel initialization, end of parallelization,
parallel domain computation, acquisition of
MPI_common_world, collection of data, allocation of global
data, etc.
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Figure 1 shows the model’s schematic structure of data
definition. For an arbitrary variable, arrays are classified into
3 levels over the space, namely forecast domain, memory
domain and computational domain. For example, the model
is decomposed horizontally, where forecast domain
represents the whole computation area with index of (ids:ide,
jds:jde), memory is the storage space at a single processor
with index of (ims:ime, jms:jme); while patch is the
computation dimension at distributed nodes with index of
(ips:ipe, jps:jpe). In each node, the computation space is
divided into tiles according to the number of multi-cores
with index of (its:ite, jts:jte).

|
|
|
T
|
|
1
1
halo |
I
1
|
|
|
!
1
1
1

l% ips patch ipe :—i |
—> ids domain ide <——]
Figure 1. The schematic structure for model’s variable definition in

horizontal direction

During parallel computation, the distributed nodes only
deal with its own data patch. But it may use data at
surrounding processors, so the neighboring data at other
processors will be stored and the array size of memory
should be larger than that of patch. The intersection part
between memory and patch forms the halo region. Because
computation among the processors is not overlapped, values
at halo region on host processor maybe not consistent with
the neighboring processors. Therefore, it is necessary to
synchronize the data at halo region. Users can define its halo
size based on his requirement when exchanging data.

B. Parallel algorithm

Because GRAPES global-model is a global grid point
model, the treatment of polar regions is always a tough issue,
especially for a model employs semi-Lagrangian advection
scheme. On one hand, due to the convergence of meridians,
the longitudinal grid size decreases toward zero as the poles
are approached. This may lead to the occurrence of
calculated zonal wind exceeding the edge of halo regions
when locating semi-Lagrangian departure point.

Latitude decomposition is a commonly used and a simple
partition scheme, in which parallel computation is only
performed at one dimension. Such a partition can effectively
shield the occurrence of semi-Lagrangian departure points
exceeding the halo region and simplify the communication
of the processors. It is an effective and feasible parallel
strategy when computation is not intensive. As we can see,
the number of processors involved depends on the number of



latitude strips, and this may limit the number of processors
used. Therefore, when model’s resolution or computation
scale enhanced, the required memory and computation at a
single processor will be increased significantly. Obviously
this will constrain the model’s extensibility.

Concerning the model’s characteristics as well as the
extensibility of parallelism, on the basis of 2D latitude-
longitude partition, a cap is added near the poles
respectively, as Figure 2 shows. In fact, the processor
topologic structure is looked as a matrix too, while each cap
corresponds to several processor rows near the poles. For
processors covered with caps, if global values at zonal row
are needed, these values at host processors should be
provided, that is to say array dimension at zonal direction
should be changed from (ims:ime, ...) to (ids:ide, ...), but
the computation domain remain unchanged. Compared with
the decomposition just at poles, this partition can preserve
the computational load balance.

In order to realize communication within caps, functions
of group communication of MPI are used. According to the
topologic structure of parallel classification, processors at
each latitude row are ranked to a communication group. Data
gathering function is offered Within each communication
group. Theoretically, all of the processor group can be
classified within caps, but the communication will be
increased significantly. Therefore, it is necessary to set a
critical latitude row, and between this threshold and the pole
is called a cap.

opmue]

—mm---->

Figure 2. Cap-decomposition scheme near the poles

As the number of processors and the topologic structure
are different, the number of ribbon maybe different on a cap,
in which each ribbon represents a group of processor row.
For example, the model horizontal resolution is 0.5° (with
720x361 grid points), the criteria is assigned to 70°, so if 64
(8 meridian points and 8 zonal points) processors involved,
the caps in northern hemisphere and southern hemisphere
just occupy a processor row; while 128 processors involved
(8 meridian points and 16 zonal points), the caps at the two
poles occupy exactly 2 processor rows.

Because the data in the strips of latitudes should be
gathered near the poles, though this partition can shield the
calculation of zonal winds at the poles, it may increase extra
communication cost on processors with caps and lead to load
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imbalance. But this can be alleviated by reducing the tasks
allocated to these processors.

V.

In order to verify the rationality and parallel efficiency of
GRAPES model, we run the model on IBM Cluster 1600 at
CMA. IBM cluster is a large scale and extendable computer
system, each node having 8 P655 processors and 16GB
memory. All the tests use distributed shared memory
parallelism.

Table 1 shows the elapsed time with different processor
topologic structures on IBM. The model is integrated to 10
days at the horizontal resolution of 0.5° and 31 levels in the
vertical, time step is 600 s. Where m represents the number
of processors at meridian direction, n is the number of
processors at zonal direction, ET represents elapsed time
(second). It can be observed that the fewer the number of
processors allocated at zonal direction, the fewer the number
of communication processors involved at latitude rows, and
lead to a better performance of computation efficiency. This
also agrees with the opinion that it is necessary to decompose
the communication processors at zonal direction near the
poles.

PARALLEL PERFORMANCE

TABLE L PERFORMANCE OF GRAPES UNDER DIFFERENT
PROCESSOR TOPOLOGIC STRUCTURES

nxm 2x64 | 4x32 | 8x16 16x8 32x4 64x2

E T(s) | 8069 | 8265 | 9624 11288 15918 25949

Table 2 shows the parallel performance of GRAPES
model at IBM cluster 1600, where SU is ratio of speed-up,
MCT indicates medium communication time, RME
represents ratio of medium communication time to elapsed
time. Because of the constraint of memory, 4x8
decomposition is employed for 32 CPUs. On the other hand,
concerning the limitation of grid points allocated to
processors, 4x64 and 8x64 partition are adopted for 256 and
512 CPUs respectively. It can be seen that as the number of
processors is not large, for example 64 and 128CPUs, RME
is relatively stable, and the parallel efficiency reaches 85%.
But when enhanced to 256 or 512 CPUs, the parallel
efficiency decreases because of the increase of group
communication.

TABLE II. PARALLEL PERFORMANCE OF GRAPES MODEL
CPUs ET(s) SU MCT (s) RME (%)
32(4x8) 27472 1. 5833 21.23
64(2x32) 14783 1.858 2796 18.91
128(2x64) 8069 3.405 1528 18.94
256(4x64) 4667 5.886 1447 31.00
512(8x64) 3317 8.282 1619 48.81

Figure 3 gives the actual parallel efficiency of GRAPES
on IBM. The solid line and dotted line indicate the
theoretical performance and real performance of GRAPES
respectively.
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Figure 3. Parallel efficiency of GRAPES model(Solid line: ideal, dotted
line: actual)

Form the above results, it can be concluded that the
proposed parallel strategy is efficient, and elapsed time is
reduced significantly after parallel. The two Dimensional
cap-decomposition scheme resolves the occurrence of out of
halo in semi-Lagrangian departure calculation and preserves
the extensibility of parallelism. Parallel computation also
provides a good approach to run the model at higher
resolutions when the resolution exceeds memory limitation.

VI

GRAPES is a new developed nonhydrostatic global
numerical prediction model system and will be implemented
operationally in the future at CMA. In order to meet the
operational requirement, a parallel scheme is proposed
adherence to the computer architecture at CMA. The
designed cap-decomposition parallelism addressed the
occurrence of out of halo in semi-Lagrangian departure
calculation quite well near the poles and has a good
performance on extensibility and load balance compared
with other parallel scheme.

The results indicate that the proposed parallelism has a
relatively high parallel efficiency and the elapsed time is
reduced significantly. It can satisfy the operational
requirement and make finer numerical simulations possible.

SUMMARY AND CONCLUSIONS
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Abstract—The key of volunteer computing is to fully utilize
computing resources. However, the efficiency of volunteer
computing can always be affected by volatility of available nodes
and uncertainty of network environment. In order to enhance
resource allocation efficiency in volunteer computing, this paper
presents an inframarginal analysis based resource allocation
method, which distributes computing task to the node with more
comparative advantage carrying on the task. Simulation results
proved that it is effective on resource allocation in the distributed
volunteer computing environment.

Keywords-inframarginal volunteer
resource allocation;

analysis; computing;

I. INTRODUCTION

Volunteer computing is to utilize the computing resources
provided by global volunteers, so that application projects that
strongly demand massive data computing power can be
fulfilled[ 1,2]. Projects such as the study of physical processes
of protein folding by Folding@home[3], the study of climate
phenomena such as El Ni"no by climatepredicton.net[4], and
the search for extraterrestrial intelligence [5] are all sample
applications of volunteer computing.

The resource of volunteer computing has characteristics of
isomerism and dynamics. The fact that computing nodes join
or exit at any time, while there are performance varieties
among computing resources make it a great challenge to select
best performed computing node among volunteers and adjust
distribution topology in time, so that overall system efficiency
can be achieved. The goal of this paper is to provide a solution
for this challenge.

Multiple resource allocation strategies can be applied in
volunteer computing. It is required to distribute tasks to only
the nodes that are capable of carrying out them. The capability
of each node has to be considered while distributing tasks. As
a general guideline, the node with best efficiency of carrying
out the task should be allocated. Following tasks with similar
requirement should be distributed to the nodes with roughly
same capability. Moreover, those that have been frequently
carrying out similar tasks should have higher priority. With
this strategy, overall computing efficiency can be enhanced,
and server overhead can be lowered [6-8].

According these characteristics of volunteer computing,
this paper presents an inframarginal analysis based resource
allocation method, also called TARA. With this method,
available nodes with exogenous comparative advantage will
be selected to carry out the computing tasks. Simulation

978-0-7695-4110-5/10 $26.00 © 2010 IEEE
DOI 10.1109/DCABES.2010.12
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testing and result data are provided to prove the efficiency of
the method presented, as well as the application scope of the
method discussed.

II.

The resource allocation problem of volunteer computing is
NP-complete. Intelligent optimization algorithms, such as the
genetic algorithm [9] and ant colony optimization algorithm
[10], show advantage under multi-system environment.
However, as number of requests and network nodes grow the
complexity of these algorithms increase rapidly due to the
dynamics and instability of volunteer computing. Therefore,
resource allocation problem becomes a focus of the research
of volunteer computing.

Economic model has been introduced into resource
allocation of distributed environment in 1980s. Waldspurger’s
work on competitive mechanism [11] focused on the
utilization of available resources within distributed
environment. With the creation of Spawn system, the research
on resource allocation problem of dynamic competitive market
and lack global control distributed environment moved a step
forward. MacKie-Mason [12] introduced the network resource
pricing method, which thereafter became a trend of following
studies. Wolski[13] and Buyya[14] set up economic market
based resource allocation mechanism for grid computing.
They introduced grid based resource auction model [15] and
resource gaming model [16]. The revised bi-direction resource
auction model [17] fulfilled the requirements such as
advantage strategic stimulation, budget balance and individual
reasonableness. Making up for the deficiency of Bredin
optimization strategy, the Nash equilibrium based resource
allocation model [18] has ability of load expectation under
sequential gaming situation. Document [19] describes task
scheduling of multi-node grid environment with Nash
equilibrium, provided solution of the problem with Particle
Swarm Optimization, and proved its advantage over balanced
task scheduling with simulation.

Based on the theory of new classical economics, this paper
introduced an inframarginal analysis based resource allocation
method [20, 21], which provides more effective resource
allocation for volunteer computing by distributing tasks to
nodes with more efficiency. This method adjusts its allocation
strategy while change occurs on node status, so that overall
system efficiency can be enhanced.
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II1. AN INFRAMARGINAL ANALYSIS BASED RESOURCE

ALLOCATION MOTHOD

As a corner solution analysis method based on nonlinear
programming, inframarginal analysis eliminates optimal
impossible corner solution of concave utility function and
normal production conditions, finds optimal combination in
marginal analysis to ensure global utility optimality. In
volunteer computing environment, resource requestor selects
best resource provider to get the maximum global utility.
Inframarginal analysis can be used to achieve the equilibrium
state, which is pareto optimality. That is, any node can’t
improve its utility in condition of no node utility down. In
order to apply inframarginal analysis into volunteer computing,
we make assumptions as following:

Assumption 1 (Request Unification): All nodes can serve
any service request.

Assumption 2 (Predilection Consistency): All nodes have
same predilection on same service request, expressed as g,

B=(f,....B,) shows the preference vector of every node,

>4 -1

Assumption 3 (linear relation): The workload of a node
has linear relation with its work duration. The service ability
of a node is constant, expressed as a.

Definition 1 (Comparative Advantage): If the ratio of
ability carrying on task I of node A on node B is greater than
the ratio of ability carrying on task II, node A has comparative
advantage over node B on task I, node B has comparative
advantage over node A on task II. Given the conversion
efficiency between any two nodes, the more comparative
advantage a node has, the greater possibility it has to perform
task specialization, which means nodes carry on only those
tasks it has best efficiency.

The system of volunteer computing is composed of
multiple computing nodes, which can be high-end clustered
computing equipments, as well as any kind of idle resources.
The computing nodes make up the computing environment.
They can be resource providers, or resource requesters. By the
tasks the node carries on, it can have multiple roles too — a
node can be resource provider, or resource requester.

In order to describe node behavior in the volunteer
computing environment, it is assumed that node i has
comparative advantage carrying on task x, node j has
comparative advantage carrying on task y, namely,

a, / a,>a, / a, . Node can carry on the task autonomously,

or request other nodes to carry on the task.
Definition 2 : For computing node i, the assemble of task

. d d .
behavior A={x, x , x , y, y , y }, where x isthe

. . . d .
number of tasks being carried on node i, x; is the number of

service requests to other nodes for carrying on task x, x, is

the number of service requests from other nodes for carrying
on task x. The above descriptions apply to task y too.
Definition 3: For any computing node i, task execution
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Where: m is the number of tasks, a, is the ability of

node i carrying on task x.
I=(,..,1 )is the time configuration set of node i,

Algorithm for local corner solution is as follows:
Input: the job attribute of any node
Output: local corner solution of volunteer computing
system
IF i THEN

IF pxx:i =p, y; AND p x’ = p, yl"

IF X &X =0AND ' & y'=0
IF there is no comparative disadvantage
Get local corner solution
IF new node joins in, repeat above
END IF

From above algorithm we get three local angular point
solutions, and three corresponding basic distribution structure
can be derived:

1) Self-sufficiency mode: nodes under this mode do not
send/accept requests to/from other nodes.

2) Specialization mode: nodes under this mode carry on
only those tasks they have comparative advantage and send
other tasks to other nodes.

3) Semi-specialization mode: there are nodes with heavy
requests on certain tasks. Even all nodes with comparative
advantage allocated, their requests can not be fulfilled.
Therefore, these nodes should carry on part of the tasks by
themselves. These nodes are called large-scale nodes, while
nodes helping them are called small-scale nodes.

Volunteering computing is a multi-node multi-task
environment.  Considering  its  resource  allocation
characteristics, its efficiency function has a form of
Cobb-Douglas:

U = +kx)' (v +ky) oz +k 2z (2
According to formula 3.1, take three nodes three jobs as
example, shown as follows:

S S, B, S Ky D; S B
_ J kA1 J k ix “J\"
Up = (aplye =x;7 =7) agly, =7 =y +hky Py )
(3
S S P
J_ %k Pix Sk B
iglig =27 =27 Fhig 5o -%0)
Theorem 1: With specialization mode, requests with

comparative disadvantage will no appear within general
balanced situation.
Theorem approving: If there is comparative disadvantage
in specialization mode, that is, node i execute job y, node j
execute job x, expressed by C2, normal situation expressed by
Cl:
DIf if and

U.(C2)>U,.(Cl) , only



it (B,a,)" (kppa)" >(Ba) (kpfa)”  we get
p<(a,/a )k’ "

DIf U, (C2)>U (C) if and only
it (Ba, )" (kppra,)* > (Bra,)* (kpBa,)" we get

p > (a./,v /a.fx)kﬁl_ﬁ2

From 1) 2), we get (a, /ajx) > (a,, /al_x) , which is
contradict to assumption, the theorem is true.

Formula 3 changes as follows:

U=(al -x -x") (al +k ix; )Y (a,l +k, ﬂx,“ Y (4
P, p,

iy

Get partial derivative for xf’ , xf" in formula 3.4:

W; Pi 5 By ook B
—=(a,l, +k, —x.7) “(a. l._-x"~ —x.
s . ik ik ik p. i ix ix i i
ox; ik
! (D)
Pix Sj' ﬂ271 ix i Sk
- * — —
LBy (ay 1y, + K i) kij (e =37 =5 )= Byl
y
U, i i B i Sk B
=(a,l. X, (a..l. —-x. )
s iy'iy ijop. i ix'ix i i
ox, k 7
! (6)
Py sy Pyl Pix ioo%
* By ayly + ky a"i ) ki a(uixlix N s )= A

If the number of nodes increases, getting partial
derivative just relate to the first term and other term which
relate to the variable, the other terms can be used as constant,
formula4 changes as follows:

_ xj/ _ x:k )ﬂ. (a,-yl,-y + kg &x;, )/1:
'y
For situation of multiple nodes and multiple jobs, utility
function is as follows:

U=A4(a.l

ixix

P

1)Autarky mode :

U =[].nB) (8)

xe§

2) semi-specialization mode:

Large scale nodes:

U=Ba)ltkBa) TIBa)

JjeP1 ke P2

Small scale nodes:
k’Baa.

U =Ba) ]2 T]k,Ba)" 10

JjePl a/»x keP2

(3) specialization mode:

U =pBay [] kBa,) (11)

yES, y#X

1V. A CASE STUDY

After the text edit has been completed, the paper is ready
To confirm the Availability of IARA, we compile the
simulation program using Microsoft Visual C++. The test data
scale is 10nodes and 10 tasks, the initial variables includes:
executive capability a. utility index B and exchange coefficient
k. Executive capability is a 10*¥10 matrix, ranging random
from [1, 10] for simplicity, utility index express the preference
level for execute the tasks. In this paper, utility index is
supposed to be the same, random in the definitional domain.
The exchange coefficient is a 10*10 matrix, ranging random
from [0, 1].

Formula 12 shows that node 1 has the comparative
advantage in performing task 2, and so on

$=(2,9,6,3,1,10,4,5,8,7)" (12>

The row vector presents the services which nodes has own
comparative advantage and the column vector presents the
services which other nodes has comparative advantage, shown
in table l.reslut shows that tasks executed bidirectional and
every nodes carry Known from IARA algorithm, nodes
execute services has comparative advantage and exchange
with other nodes helps maximum the executive capability of
the computing resource, the utility analysis of the algorithm
need to verify if the executive capability is high range under
normal circumstances, shown in table 2:

TABLE | NUMBER OF TASKS NODES
Node

Nodo 1 2 3 4 5 6 7 8 9 10
1(2) 0.714 | 1.5 0.1 0.889 | 0.2 0.27
2 (9 0.1 0.4 1.7 1.8
3 (6) 1.24 0.1 1. 038 0.2

4 (3) 0.5 1.5 0.1 1.7 1.72
5 (1) 0.5 0.3 0.81 1.5 0.03
6 (10) 0.107 0. 444 0.117 | 0.132 0.1 0.127
7 (4) 0. 424 0.571 0.714
8 (5) 0.5 1.9 0.3 1.6 0.4 0.2 1.8
9 (8) 0.19 0.3 0.194 | 0.1 0. 196 0.32
10 (7) 0.5 1. 355 1.6 1.5 0.1 0.4 1.7 0.2
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TABLE Il RATIOS ON TASKS OF EACH NODE

al ! 1 2 3 4 5 6 7 8 9 10
Node
1 0 76.39 | 2.1 4.17 3.03 6 10.15 | 0 6. 61 0
2 13.08 | 3.39 5.42 0 0 1.79 0 8. 54 42.77 1 0
3 0.43 7.87 7.59 3.93 1. 43 74.61 | 8.31 0 8. 54 0
4 0 0 60.36 | 10.07 | 0O 5.45 | 0.36 | 5.46 | 3.17 |0
5 48. 4 0 6. 25 10.87 | 1.55 0 0 0 10.87 | 2.49
6 4.83 6. 04 4.73 6. 48 6. 65 3.66 7.6 4.47 1.9 85.12
7 12.51 | 5.12 2.03 61.01 | 5.92 7.17 2.19 7.24 9.1 6. 42
8 9.24 0 0 0 69.9 0 0 0 0 5.97
9 11.51 | 1. 19 11.52 | 3.47 11.52 | 0 5.34 74.29 | 13.36 | 0
10 0 0 0 0 0 1.32 66.05 | 0 3.68 0

The row vector presents the ratio of executive services for
every node and the column vector presents the ratio for every
services. Compared with formula 12, it is clear that the
executive service that has comparative advantage of one node
always has the significantly higher ratio than that of other
nodes.

The model we proposed in this paper contains the various
network computing conditions: under the situation of extra
low exchange coefficient, the curve is similar to that of
self-sufficient module; under the situation of extra high
exchange coefficient, the curve is batter than that of
self-sufficient module. To verify the correlation of initial
variables and the result, we compare the three allocation
method, include the change of the executive capability a and
exchange coefficient k.

1) Executive capability scale up
If the exchange coefficient is invariant, increase the executive
capability leads to linear increase for each algorism, shown in
dig 4.1. Furthermore, IARA and self-sufficient module are
obviously better than specialized module, demonstrated it
makes a big difference whether the executive capability is
synchronous with the predilection.

2) Exchange coefficient scale up

According to scale up of the exchange coefficient, the
utility of the self-sufficiency allocation mode is consistent.
The utility of IARA and specialization way is apparently
increased along with the exchange coefficient, but IARA has
the more rapid escalating trend. It makes a big difference
whether the executive capability is synchronous with the
predilection.
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V. CONCLUSION

The paper proposed an inframarginal analysis based
resources allocation method in distributed volunteer
computing environment, choosing nodes that have
comparative advantage, computing with the more effective
nodes. The simulation experiment states clearly that [ARA is a
feasible resources allocation method for volunteer computing
environment with volatility.
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Abstract—In the field of wireless sensor network, it is one of
the hottest issues of current research that how to maintain the
quality of network coverage and balance nodes' energy
consumption to optimize the network lifetime. This paper
analyzed LEACH (low energy adaptive clustering hierarchy)
and proposed an energy-efficient distributed -clustering
algorithm on coverage (ECAC). In the algorithm, the
redundancy degree of coverage and node’s rest energy are
considered. Moreover, the distribution of cluster head is more
reasonable. Simulation results show that: the improved
algorithm can efficiently reduce the network energy
consumption and improve the quality of coverage.

Keywords-Wireless Sensor Networks; Clustering; Coverage;
Energy

L INTRODUCTION

WSN (wireless senor network) is a late-model wireless
network with non-infrastructure and self-organization.
Because it has several advantages, such as rapid deployable,
destroy-resistance, and so on, it is widely used in military
reconnaissance, environmental — monitoring, medical
surveillance, Agriculture and Livestock, any other business
field. In all of the factors affecting the lifecycle of WSN, the
most important one is the power of WSN node. Therefore,
the energy efficiency of WSN node becomes the most
important factor in the design of Wireless sensor network
routing algorithm process.

At present, there are a variety of routing protocols based
on energy efficiency. According to the topology of the
network, these protocols are divided into flat routing
protocols and clustering routing protocols. In flat routing
protocols, node work alone, therefore, the protocols have
low efficiency. On this occasion, the performance of the
network is not optimization. Contrary to the plat routing
protocols, clustering routing protocols solve the problems
which exist in the plat routing protocols, Cluster based
protocols have more energy efficiency and expandability, so
it becomes the mainstream of research into the routing
protocols [1].

978-0-7695-4110-5/10 $26.00 © 2010 IEEE
DOI 10.1109/DCABES.2010.13
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II.  RELATED WORK

A.  Clustering Algorithms

Clustering routing algorithms divide associated nodes
into one set, we call it cluster, after that, we choose one node
as the center node from the set, we call the center node as
cluster head, the rest of nodes are cluster members. Cluster
head manages the cluster members, collects data from
cluster members and transfers between clusters.

Cluster head selection algorithm mainly divides into
centralized selection and distributed selection algorithm.
Centralized selection algorithm demands the base station can
obtain all the information of the WSN, then, the base station
select the cluster head and broadcast the cluster head.
LEACH-C [2] is the typical centralized clustering algorithm.
It considers the rest of node energy, in this algorithm, the
node whose energy is greater than the average residual
energy of the network may become the cluster head.
Distributed selection algorithm demands the nodes run the
cluster head selection algorithm independently and decides
whether becomes the cluster head for itself, LEACH [3],
DAEA [4], HEED [5] is an typical distributed selection
algorithm.

In LEACH, every node runs the formula independently
and generates the threshold and a random number, if the
random number is smaller than the threshold, the node
becomes the cluster head. DAEA is a three layers clustering
algorithm. Firstly, it divides the coverage area in WSN into
square areas that is equal and non-overlapping. In every
square, it chooses the node that has the largest energy as the
cluster head, the nodes called La. Then, it chooses the node
that has the largest energy from all of the La as the above
layer cluster head, the node called Ma. La communicates
with Ma, and Ma communicates with base station. In HEED,
according to the primary and secondary parameters, it
chooses the cluster head. The primary parameter depends on
the residual energy and used to randomly choose the initial
cluster head set. While the ultimate cluster head depends on
the ratio of the residual energy and ambient node’s energy.

The author proposed a new algorithm that improves the
performance of LEACH. The following is the analysis of
LEACH’s work mechanism.
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B. LEACH's Limitation

LEACH algorithm assumes that all nodes are isomorphic
and able to communicate directly with the base station.
Cluster head node is responsible for the data aggregation and
fusion of the cluster member nodes, then sent the processed
data to the base station. LEACH cluster-heads are
stochastically selected. In order to select cluster-heads each
node n determines a random number between 0 and 1. If the
number is less than a threshold T(n), the node becomes a
cluster-head for the current round. The threshold is set as
follows:

2 s N
Hm)= l—P(rmod?)
0 Vne G

With P as the cluster-head probability, r as the number of
the current round and G as the set of nodes that have not
been cluster-heads in the last 1/P rounds, this algorithm
ensures that every node becomes a cluster-head exactly once
within 1/P rounds.

In theory, LEACH will randomly select some nodes to
become cluster head nodes, and let all nodes become a
cluster head node periodically rotated so that the energy of
the entire network can achieve load balancing.

* o o : . hd * o o : ° *
e © o e X Xg
., o © . o ® ° .
e o o e o
X a X ° [ ] °
a b
° Node
O Cluster-Head Node
X Dead Node

Figure 1. The distribution of cluster head: (a) this is a bad distribution of
possible in LEACH; (b) the expected distribution of cluster head.

However, there is plenty of randomness for the selection
of LEACH cluster head nodes, and the issue about the node
energy consumption is not considered. This makes the entire
network nodes energy distribution imbalance and shortens
network life time. Therefore, the quality of network
coverage is bad. The cluster head selection of LEACH may
appear the bad situation in Figure 1.a. We can see the case of
Figure 1l.a, the sensor network with nodes randomly
deployed. Due to the uneven distribution of nodes, these
boundary nodes that act as cluster head are likely to take the
lead in death. This greatly reduced the quality of network
coverage. The election of cluster head nodes in Figure 1.b is
what we expected. In the region of dense nodes and high
redundancy, let such nodes as cluster nodes can reduce the
energy consumption of members within the vicinity of
clusters, and even these nodes die early, it will not affect the
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coverage quality of the whole network. But LEACH does
not consider the above problems.

1.

In ECAC, at the beginning of each round, each node
does not equal probability to become the cluster-head, but
decides by the node's redundant coverage and residual
energy. Below, author discussed respectively redundant
coverage and residual energy problems.

CLUSTER-HEAD SELECTION

A. Redundant Coverage

First, come to understand what is the coverage, coverage
is an indicator to measure the deployment of sensor network
node, and it was first proposed by Gage [6]. In the 0-1
sensor model, it is generally defined as the ratio of the total
area covered by all the sensors and the entire target area. The
total area covered by all the sensors is the union of set of
each node's covering area. So coverage is less than or equal
to 1.

It is supposed that:

e  Within the sensor covering area, every points are

detected

The covering is based on 2-D region

Without regard to the accuracy of coverage

The sensing and communication radii are equal and
identical for all the sensors

Therefore, the paper defines the coverage of the entire
target area as C, and it is equal to the ratio of the total area
covered by all the sensors and the entire target area. So,
coverage of the whole network as C(r) in round r. C(r) is
calculated as follows:

us;

Clr)= =2 l 2)

In the formula (2), A is the entire target area and S; is the
coverage area of node i. Here is to assume that there are N
sensors in the target area (A), and coverage of each sensor
the same size as S. Then, for any of them a sensor i, let S;be
sensor's coverage area, let Sil be S; minus the area of
overlap with the other sensors, let Si2 be overlapping area of
only two sensors covering area, and so on. By the same
token, Sjy is the N-covering area. Accordingly, S; is
calculated as follows:

Si=Sir+ Si2+ Siz+---+Sin =S 3)

The nodes are partially overlapping coverage, especially,
in the node distribution of intensive regional. If the node Si
is a large overlap area, will the more overlapping nodes, the
greater the degree of the node coverage redundancy. D(n) is
defined as the coverage redundancy, and the value is greater
than 1. So, Di was Coverage redundancy value of node i.
The value of coverage redundancy is set as follows:
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The algorithm ECAC design goal is to make as much as
possible so that redundant nodes to be cluster head, and cut
back node (particularly in the border sparse node) energy
consumption with the low value of coverage redundancy.
Even if a number of redundant nodes dead, the network's
quality of coverage is not affected. So the value of coverage
redundancy should be an important parameter in the cluster
head selection.

B. Node Energy

LEACH does not consider node energy problems in the
cluster head selection, so the probability of the situation in
Figurel.a is increase. Not only the quality of network
coverage can not be guaranteed, and the node's energy
consumption is not balanced. Lead to shorter life cycle of
the network. Therefore, the node power consumption ratio of
G(n),was introduced into the threshold for cluster-head
selection and occupied a certain weight in calculation of the
threshold. It is set as follows:

En

Emax

G(n)=

o)

Where En is the current energy and E,, is the initial
energy of the node. Here we assume that all nodes have the
same initial energy, by the formula (5), we can see, the
initial node of G(n)=1. And G(n) as the node energy
consumption of descending.

C. ECAC Analysis

Based on the above targets, an adjustment function H(n)
is introduced into the formula (1) of LEACH algorithm. The
larger the value of H(n), the greater the probability of the
node to be cluster head. It calculated as follows:

Hm) =(1-nFn) +nG) (6)
_._ S 7
Fin) =1 26 (7)

( r as the current round number ,N as the total number of

sensor nodes and 7= r(r+1\9)

Then, the node i of the r round, which function H(i) can
be expressed as

H(i) = (1= n)F@) +nG(i) ®)

Combination of the formula (1) and (6), the threshold
M(i) selected from cluster head of the r round set as follows:
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Now, to prove the reasonableness of the above formula:

It is supposed that all the sensor nodes have the same
initial energy and the energy consumption of cluster head is
more than the cluster nodes.

1) the threshold M(i) selected from cluster head of the 1
round calculated as follows:

Each node has the same value of C(1),G(i) and n, where
GG)=1; 7= %H—N) is equal to its minimum, and 1-77 is
equal to its maximum. So, we can show that weight of F(i)
get largest in H(i) this time. So, D(i) and M(i) as the direct
proportion relationship.

According to the above analysis, in the first round of
cluster head selection, if the node is a redundant node and its
coverage redundancy degree is higher, it is most likely to be
the cluster head. It can completely satisfy the design goals of
algorithm.

2) the threshold M(i) selected from cluster head of the r
round calculated as follows:

As a great deal of energy was consumed in the node of
the last r-1 round, coverage C(i) declined. Here we assume
that the current C(i) = 0.95. With the increase in the number
of rounds, n value increases, by the analysis of 1), we can
show that weight of F(i) get smaller in H(i) this time, while
the weight of G(i) in H(i) increased. Therefore, the more the
node residual energy, the greater the value of G(i).we
discuss it in two ways at this point.

a) If nodes close to the value of the coverage
redundancy degree, the node with the more residual energy,
the greater the probability of cluster head election.

b) With the reduction of coverage, the redundant
nodes die gradually, which indicates that the value of the
universal coverage of the remaining nodes has become
smaller.so,D(i)—1,According to formula (7) conclude
F(i)—0. Then, formula (9) approximate evolved into
H(i)=nG(i). Therefore, the greater the residual energy of
nodes, the greater the probability of elected cluster head.

In the algorithm, the threshold M(i) can be obtained by
network coverage and rest energy of nodes. Moreover, the
weight of them can be dynamically adjusted in different
round r. ECAC can efficiently guarantee the quality of
network coverage and balance nodes' energy consumption to
extend the network life-cycle.

Iv.

This paper simulates under the Network Simulator (NS-
2.27) environment realizes ECAC. The reference network of
the simulation consists of 100nodes distributed randomly
across a plain area of 100x100 meters. Each node is
equipped with an energy source whose total amount of
energy accounts for 2J at the beginning of the simulation.

SIMULATION RESULTS



Every node transmits a 200-bit message per round to its
actual cluster-head. The cluster-head probability P is set to
0.05 — about 5 nodes per round become cluster heads.

Based on the number of node alive in the life time,
ECAC is compared with LEACH simulation results shown
in Figure 2. By the curve analysis, we can get:

e ECAC algorithm is earlier than LEACH algorithm
for dead node appeared. However, from the above
analysis shows, the early dead of nodes have the
very high value of coverage redundancy degree,
which does not affect the quality of network
coverage.

e In the later round, ECAC smooth curve of the
algorithm, and compared with LEACH algorithm is
a long life cycle of the network. This shows that the
number of node alive to be better maintained in
ECAC. Because the node residual energy as the
increase in the number of rounds, G (i) in the M (i)
increased weight and balance of the entire network
node energy consumption, extend the network
lifetime.
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Figure 2. Comparison between the two kinds of algorithms on network

coverage

Based on the network coverage, ECAC is compared with
LEACH simulation results shown in Figure 3. It obviously
from the trend curve that LEACH algorithm is not
considered the issue of network coverage, resulting in
coverage curve is similar to the inversely proportional to
the number of dead node diminishes. However, ECAC has
been significantly improved, until the death of 30 nodes,
remained in the initial coverage.

The foregoing analysis, the new algorithm compared
with LEACH has greatly improved in the quality of
coverage and network life-cycle.
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V. CONCLUSION

The paper discussed the defects in LEACH algorithm.
The cluster-head is elected randomly, leading to excessive
energy consumption and network life-cycle reduction. And
then the author proposed a modification of LEACH's cluster
head selection algorithm, which is good to solve the above
problems. It is considered the coverage redundant degree
and the residual energy of nodes in the cluster-head election.
The simulation results show that the algorithm makes the
energy consumption of sensor network balance and extends
the network life time. Especially in the quality of network
coverage, it has improved significantly.
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Abstract—Kriging is one of the important interpolation
methods in geostatistics, which has been widely applied in
engineering project. In this paper, we present an efficient
method for the parallelization of universal Kriging
interpolation on shared memory multiprocessors. By using
OpenMP directives, we implement a portable parallel
algorithm, which enables an incremental approach to add
parallelism, without modifying the rest part of sequential code.
To achieve optimal performance, the parallel grain size has
been considered and analyzed. Numerical experiments have
been carried out on two multicore windows workstations, the
results of which demonstrate this method could enhance the
overall performance significantly.

Keywords- Kriging; spatial interpolation; parallel algorithm;
OpenMP

L INTRODUCTION

Kriging interpolation method is a group of geostatistical
techniques to interpolate the value of a random field at an
unobserved location from observations of its value at nearby
locations. Kriging interpolation method has been widely
applied in mining [1], hydrogeology [2], environmental
science [3], black box modeling in computer experiments [4]
and remote sensing [5] etc., which is also a computational
bottleneck of these applications, preventing them from
obtaining desirable performance. For this reason, research on
parallel computing for Kriging interpolation has received
considerable attention in recent years to improve the overall
performance [6-10]. We note that most of these works are
implemented on high-performance computer or distributed
memory clusters by using MPI. Due to the emerging trends
of multicore CPU recently, the shared memory
multiprocessors, ~ which  support an  incremental
parallelization from serial program, are readily available.
Therefore, the main objective of this work is to present a
parallel version of universal Kriging interpolation method
based on OpenMP, which could meet the intense demands
on performance.

The outline of this paper is as follows. Section 2 gives a
brief description of OpenMP programming paradigm.
Section 3 gives an overview of the universal Kriging method
and the OpenMP parallel implementation details on it.
Experimental results as well as performance analysis are
presented in Section 4 and Section 5 summarizes the work.
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IL.

OpenMP is a shared-memory application programming
interface (API), whose features are based on prior efforts to
facilitate shared-memory parallel programming [11]. As
shown in Fig. 1, OpenMP provides a fork-and-join execution
model which supports an incremental approach to design
parallel programs. Parallel work can be explicitly coded
through the use of parallel regions, or implicitly obtained by
work-sharing constructs, such as parallel loops. Compared to
MPI, OpenMP applications are relatively easy to implement
from the standard sequential code only by placing parallel
directives around time consuming loops which do not
contain data dependences, leaving the most part of the
program unchanged. Another salient advantage of OpenMP
lies in that it could achieve low latency and high bandwidth.
Also, it adds fine granularity and enables increased and
dynamic load balancing, which may lead to performance
enhancement. More detail information about OpenMP can be
found at the web site: http://www.openmp.org.

master thread

OPENMP PROGRAMMING PARADIGM

a group of threads

-9—1-r—1 > For

parallel region

Join

time
Fork

parallel region

Join

Figure 1. The fork-join model of OpenMP. Program begins execution as a
single thread until a parallelization directive for a parallel region is found.
Then the master thread creates a group of threads and the intensive
computational work can be distributed among threads, without explicitly
distributing the data.
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III. PARALLELIZING OF UNIVERSAL KRIGING

INTERPOLATION

A. Universal Kriging Interpolation

The basic premise of Kriging interpolation is that every
unknown point can be estimated by the weighted sum of the
known points:

()

where Z; represents the unknown point, Z, refers to each

Zy = I\ (7,

known point and A ; is the weight given to it. The body of
the Kriging algorithm is involved in the selection of the
appropriate weights. For details about the theory of Kriging
interpolation, readers may refer to [12] [13].

Universal Kriging assumes a general linear trend model.
It includes the drift functions to calculate m(x), which is the

expectation of Z(x) . Considering

@
where ©, v are the coordinates of point X . Then we

can get

2 2
m(x)=a,+au+a,v+au +auv+asy

Z’t (ay+ax, +a,y, +a3xi2 ta,x,y, +a5yl.2) 3)
2 2
=aytax, ta,y, tazx, +a,xy, tasy,
In order to set up Eq. (3), the following equations can be
gotten

z&;f:l; ZE:xizxo;
SAv=v  YAx=ad: @
2 AxY, =Xoyo: DAY =y,
Set l l
Y AP (x)=P(x), (1=012345) )
in which PI = {17x,y,x2,xy,y2}.
As
E[(Z,-Z,)*1=Var(Z,)+ ©
Zzﬂﬁﬂ,c(x, s X )— ZZﬂ;C(xi » %)
i J i
where and

o(x,x;)=COV(Z,Z))
c(x,,x,)=COV(Z,,Z,), based on Lagrange multiplier rule,
we have
5
A x) = 2 B () = e(x,x) ((=12,,m)
J =0 (7)

> AR(x)=P(x) (=015

which could be rewritten in the matrix form such as
Ax = b to calculate the value of A (i=1,2,-+-,n). From Eq.

(1), finally we could get the estimation of unknown points.
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B.  Parallel Algorithm on Shared-memory System

As stated in section 1, the computational steps of
universal Kriging method which is based on covariance
function could be schematically summarized as follow:

Step 1 calculating the distance between each known point;
Step 2 sorting the distances according to their values;

Step 3 grouping the sorted distances;

Step 4 constructing a variogram and the covariance function
c(x,y);

Step 5 computing covariance between each known point and
then the coefficient matrix A ;

Step 6 computing the inverse matrix of 4;

Step 7 calculating the weights [/11,/12,---,/1}1 ]T and then the

estimate for each unknown point.

The first task in a parallel implementation is to identify the
portions of the code where there is parallelism to exploit
[14]. In scientific codes, the most common form of
parallelism is data parallelism; and for shared-memory
systems, it typically comes from the iterative loops.

In our work, an incremental approach based on OpenMP
to parallelize the universal Kriging interpolation algorithm
was carried out. By placing directives around time
consuming loops which do not contain data dependences, the
parallelization can be applied separately to individual parts,
leaving the rest of source code unchanged. By profiling the
execution of the sequential code of universal Kriging, it is
noted that step 7, which involved a three-level nested loop,
took up the most part of computational time. The program
structure of step 7 can be briefly outlined as follow:

fori=0to NP—1do
for j=0to NV —1do
calculating the RHS
endfor;

for j:=0to NV +5do
for k:=0to NV +5do
calculating the weights
endfor;
endfor;

for j:=0to NV —1do
calculating the estimates
endfor;
endfor;

The variables i, j, and k are the loop counter of each for-
loop. The variables NP and NV refer to the number of
unknown and known points respectively. RHS denotes the
right hand side of the linear equation.

The program block is largely a three-level nested for-loop,
which mainly consists of three different computational steps.
An important consideration on parallelization the code is to



decide the parallel grain size. Theoretically speaking, by
analyzing the data dependency, each of the three loops could
be parallelized by OpenMP directives. Especially, enlarge
the grain size of a parallel program appears to bring better
performance as it avoids frequent fork-join operation at the
beginning of each iteration. However, the sequential code
uses the same storage space to store the RHS for each
unknown point, which means there is a loop-carried
dependence in the outer loop. Parallelizing the outer loop,
each RHS has to be made private explicitly and additional
storage spaces are required, which may prevent the program
from getting optimal performance. Therefore, making the
inner loop parallel, which results in small grain size
parallelism, is the best option for our case.

It is estimated that the second computational step of
calculating the weights which is a two-level nested for-loop
consumes the most part of execution time of the block. The
OpenMP parallelization could be written as follow:

# pragma omp parallel for private(k, j)
shared(C_UK,A UK,B UK,NV)
for j=0to NV +5do
C _UK[j]=0;
for k:=0to NV +5do
C UK[jl=A UK[j*(NV+6)+k]*B_ UK[k];
endfor;
endfor;
The variables C UK , A UK and B UK are the
estimate, the inverse matrix and right hand side respectively.

IV. PERFORMANCE ANALYSIS

The numerical experiments were carried out on two win
server 2003 (x64) workstations. Workstation 1: Intel Xeon
E5310 1.6GHz (2CPU, 4 cores per each) and 2.0 GB
memory; Workstation 2: Intel Xeon 5110 (2CPU, 2 cores per
each) and 2.0 GB memory. The size of measured points and
unknown points are 947 and 15719 respectively. The
exponential variogram models and quadratic drift function
were applied to the universal Kriging algorithm.

The first experiment was designed to find the hotspots in
sequential program. The test was carried out only on
Workstation 1. From Fig. 2, we observed that step 7 which is
responsible for calculating the weights and estimates takes
up the overwhelming majority of computational time.
Another time consuming step is the computation of the
inverse matrix. However, it is comparatively small when it is
compared to step 7. Therefore, this experiment confirmed
that the parallelization of step 7 is the primary concern of our
work.
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In the second experiment, the speedup versus different
number of threads on two workstations is tested. From Fig. 3,
it can be found that the speedup scales well from 1 to 4
threads for Workstation 1 and 1 to 2 threads for
Workstation2, which demonstrates significant progress in
reducing computational time and desirable parallel
performance. However, we observed an obvious deviation
from 4 to 8 threads for Workstation 1 and 2 to 4 threads for
Workstation 2. From our analysis, this could be attributed to
that the problem of cache coherence between two CPU in
one workstation may degrade the parallel performance.
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Figure 3. Speedup vs. number of threads

V.

This paper describes an efficient fine-grain parallel
scheme on shared-memory system, along with its
implementation for universal Kriging interpolation method.
As multiple-processors computers are currently much more
affordable and available, and OpenMP is becoming the de
facto standard for parallelizing applications, this ensures
portability over a wide range of computers. In summary, we
present a portable parallel implementation by using OpenMP
directives, which enables an incremental approach to add
parallelism, without modifying the rest part of sequential
code. The experiment results demonstrate that the parallel
scheme has achieved desirable performance. Further research
will involve the parallel implementation of universal Kriging
method on distributed shared memory architecture.

CONCLUSIONS
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Abstract—This paper provides an overview of some of the
techniques and methodologies utilized in the modelling of
complex systems that involve many interacting components
with different physical properties over different spatial and
temporal scales. Such systems are difficult to resolve, since
they exhibit high levels of uncertainty. We discuss modelling
strategies and present some applications from the field of
complex system modelling.
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I. INTRODUCTION

Complex systems appear in abundance throughout
science and engineering. A definition for the term “complex
system” may be found in many relevant textbooks (see e.g.
[1]). As such this is defined as a system whose different
parts are interconnected and as a whole exhibits properties
not obvious from the properties of the individual parts. In a
seminal paper in the late 1940’s, Warren Weaver [2] used
the terms “organized complexity” and “disorganized
complexity”, in order to differentiate between systems that
display obvious organization as opposed to those that do
not. However, as is now known, complex systems do not
require the application of any external organizing principle
in order to display organization [3]. In the past 50 years a
number of researchers have directed substantial effort in
order to enhance our understanding of complex systems (see
e.g. [4-8]). One primary question that needs addressing is
what differentiates a “complex” system from a “simple” or
just a “complicated” one. Researchers (see e.g. [9]) agree
that a system in order to be characterized as complex
should: (1) exhibit emergent behaviour (i.e. its
characteristics not being evident from the analysis of
characteristics of its individual components), (2) display
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internal structure and self-organization (i.e. there are no
external factors controlling the appearance of this emergent
behaviour), (3) be able to adapt to inputs and evolve, and (4)
have a degree of uncertainty. For instance, a motor car may
be viewed as a complicated rather than a complex system,
since it might exhibit emergent characteristics but no self-
organization is evident. Hence, in order to understand the
behavior of a complex system, not only the behavior of its
parts must be understood, but also how these act together to
form the behaviour as a whole. It is because of this that
complex systems are difficult to understand. One should be
extremely cautious when describing a system or a process,
since the boundaries between “simple”, “complicated” and
“complex” could be very subtle. As described in [10], it is
extremely easy to cross the border from a “simple” system
to a chaotic one just by suspending one pendulum freely
from another!

The existing literature on complex systems is vast, due to
the range of systems that may be described as complex (e.g
from Applied Linguistics and language teaching [11] to
Epidemiology and the spread of infectious diseases [12]). In
this paper, the emphasis is placed on the techniques and
methodologies utilized for the modelling of complex
systems. In the following sections, some of the main
methods will be discussed, the concept of hybrid modelling
in complex systems will be introduced and applications will
be presented, where these methods have been successfully
applied by the authors and other researchers on complex
systems.

IL.

This work will not consider data analysis methods (i.e.
data mining, time series analysis etc.) but rather, it will
concentrate on techniques that build on the understanding of
the processes involved and their interactions, in order to

COMPLEX SYSTEMS MODELLING
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analyze the behaviour of complex systems. For a review on
data analysis methods, as well as methods for measuring
complexity readers are referred to [13].

Two main classes of methods will be presented in this
paper: (1) methods based on the local interactions between
system components, which are allowed to be in finite states;
and (2) methods where constitutive laws are formulated from
the micro-scale in order to resolve the interacting
components and are then incorporated in a larger scale
mathematical framework to resolve the system behaviour.
The first class of methods is based on cellular automata and
their complementary agent-based modelling, while the
second class of methods is termed hybrid modelling. Recent
work [14] discusses in detail the first class of methods. The
second class of methods was first introduced by the authors
and will be discussed in detail later.

III.

Cellular Automata (CA) are one of the most popular
methods for the study of complex systems. They were first
introduced by von Neumann as a tool for studying biological
systems [15] and since then, they have been utilized
extensively to study complex systems. The basic idea is quite
simple: consider a collection of cells with defined finite
states. The evolution of the system is modelled by updating
the state of each cell based on pre-described rules (i.e.
transition rules) which take into account the states of its
immediate neighbours. There are a range of applications that
cellular automata have been successfully applied to, ranging
from forest fires [16] to vehicular traffic [17]. For an
extensive list of applications see [18]. It is argued by
researchers that problems as complex as fluid flow may be
successfully addressed with CA (see e.g. [19]), by getting the
micro-physics correct and expecting that the macro-physics
will be implicitly accounted for (through system self-
organization).

An example of an elementary CA simulation is shown in
Figure 1, where the temporal evolution in a square lattice
occurs according to a simple evolution law (Rule 110, [18])
shown in Table I, where the state of a cell is determined by
the state of its 3 immediate neighbours (left, top, right)
during the previous time step. The two states allowed are “0”
(black cell) and “1” (white cell) and propagation is allowed
downwards. The given initial condition is that the only white
cell in the lattice is the one before last in the first row. In
order to find the new configuration during each successive
timestep, the lattice is swept from the bottom row, starting in
the first column for every row every time. It is obvious that
given a fixed number of steps, it is not possible to determine
a priori the state of the last row at the final timestep without
first computing the state at all intermediate steps.
Agent-based models (ABMs) are complementary to CA
and utilize “agents” in order to resolve a system’s
behaviour. As agents are defined autonomously behaving
components whose state is updated by pre-described
evolution rules (just like in CA), but which can learn from
their environments and can thus change their behaviour in

CELLULAR AUTOMATA AND AGENT-BASED MODELS
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Figure 1.

Example of an elementary CA simulation,
where the state of each cell at time (#+1) depends on the
state of its 3 neighbours (left, top and right) at time ¢. The
propagation occurs downwards (from [20]).

response. Agents are diverse, heterogeneous, and dynamic
in their attributes and behavioural rules. Behavioural rules
may vary in their sophistication, for example by how much
information is considered in the agent’s decision making, its
internal models to represent the external world including
other agents, and the extent of memory of past events the
agent retains and uses through the decision making. For an
in-depth description of the basic theory of ABMs see [21].

TABLE L EVOLUTION LAW FOR ALLOWED STATES IN ELEMENTARY
CA SIMULATION. THE LEFT COLUMN REPRESENTS THE STATE OF
NEIGHBOURS (ORDERED LEFT-TOP-RIGHT) AT THE PREVIOUS TIMESTEP

t t+1
000 0
001
010
011
100
101
110
111

O = | = | O ot [ b [

Agent-based modelling is the technique most often
associated with complex systems and has been extensively
applied to a number of problems, ranging from social
sciences [22] to economics [23]. Such models may enhance
our understanding of the interactions between the system
components at the microscopic level and should be
considered complimentary rather than competitive to
continuum-based large-scale models or discrete particle
/molecular dynamics models at the smaller scale. This will
be discussed in the following sections, where hybrid
modelling of complex systems will be introduced.



IV.  HYBRID MODELLING

Today it has become evident that problems in many
scientific areas cannot be resolved simply by breaking
systems into components and understanding those
components. Complexity does not lie merely in the number
of parts of a system but rather in the subtlety of interactions
across space and time scales between these parts. Consider
for example the fact that a human has roughly 30,000 genes,
whereas there exist grains of rice that have about 100,000
genes [24]! For a number of problems, when a system
comprises many parts with different physical properties
interacting over very different spatial and temporal scales,
the transition rules of CA and ABMs may not be adequate on
their own to explain the system’s emergent behaviour and
self-organization (see e.g. the sand pile problem in [25]). In
such cases, a more generic and holistic strategy is required,
which includes the formulation of appropriate tools which
enable the analysis of the system and its components across
different spatio-temporal scales. The steps that need to be
followed are:

e First, the behaviour of the individual system
components at the micro-scale is examined.

e Then, the interactions between these individual
components are studied and constitutive laws are
formulated, which connect component properties to
key system parameters.

e Then, these laws are embedded in a macro-scale
framework, which describes the evolution of the
system in a continuum-based approach.

This hierarchical approach is termed hybrid modelling
(HM) and was first introduced by the authors as a powerful
technique for the modelling of complex systems in [26]. It
consists of two interacting “horizontal” frameworks at two
different spatio-temporal scales: one at the microscopic
scale, where the system components are identified and
mathematical tools (i.e. Molecular Dynamics) are utilized
for their study; one at the macroscopic scale where the
whole system is modelled as a continuum using the
appropriate mathematical models (i.e. models of mass,
momentum and heat transfer). Then, these two frameworks
are coupled via a “vertical” structure which utilizes
mathematical / experimental / data analysis techniques in
order to resolve the interactions between the various system
parts (which may have different physical properties) and
transfer this information to the larger scale in the form of
constitutive laws. In this way, the system may be modelled
in a continuum-based approach, where the interactions
between the system components are taken into consideration
by connecting micro-scale properties of the components to
macro-scale system parameters. Schematically, the HM
approach is presented in Figure 2. HM has only recently
started to be utilized for the study of complex systems (see
e.g. [27]).

Granular material and the processes they are involved in
are a typical example of a complex system that has received
significant attention over the last few years (see e.g. [28-
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Figure 2. Schematic representation of the hybrid modelling
approach.
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29]). Recently, an HM framework was developed by the
authors in order to study granular material handling
processes in industrial production lines. The need for such a
framework arises from the failure of existing techniques to
address industrial problems associated with the handling of
granular material.

Continuum mechanics models have been used extensively
to simulate large-scale granular flow processes (see e.g. [30-
31]). These models have been partially successful in
capturing some of the main characteristics of the flow.
However, they lack essential information on particle-particle
interactions and material parameters at the microscopic
level, hence they are incomplete and cannot be employed to
simulate granular flow processes which might lead to
phenomena such as particle size segregation, particle
degradation or particle caking.

On the other hand, models inspired by Molecular
Dynamics have proven to be remarkably successful in
reproducing the complex behaviour of granular materials
(see e.g. [32-33]). In these models, each particle is
considered separately and the interactions between particles
and the external forces acting on each particle are taken
directly into account at the microscopic level. However, the
main limitation of this approach is associated with the high
computational cost of the identification of contacts between
contiguous particles and the subsequent calculation of the
interaction forces (there exist 10'* or more particles in a
moderately size industrial silo). It is therefore unrealistic to
employ this class of models in order to perform direct
simulations of any large-scale processes.

The developed HM framework integrates three key
granular material processes (namely, segregation,
degradation and caking) for the representation of a complete
industrial cycle involving granular material (i.e. material
stored in a silo, then being conveyed pneumatically for
processing and then packed and stored in bags). Reference
[34] discusses the complete procedure. For the
demonstration of HM in this paper, we will only discuss the
modelling of particle size segregation during silo discharge.
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Figure 3. Material interface profile during silo discharge. The

darker colour represents the material

Segregation occurs when particles differing in some
important property (often size) separate into discrete phases,
either spontaneously or in response to external conditions
such as the bulk flow field. The continuum-based
macroscopic model solves the equations for mass and
momentum transfer and is capable of modelling the flow of
the bulk mixture during the emptying of a silo. However, it
would not be in a position to differentiate among the
individual species in the mixture and the laws that dictate
their behaviour. For this reason, first the behaviour of
individual particles at the microscopic level was studied
using discrete particle modelling [35]. Then, with the aid of
experiments, the behaviour of particle ensembles was
analyzed [36-37] and three transport processes, which lead
to segregation, were identified:

e Strain-induced segregation arises due to the
preferential motion of coarser particles in the
mixture across gradients of bulk velocity, towards
regions where the bulk strain rate is highest, such
as free surfaces in a heap of material.

e “Diffusive” segregation, very similar to classical
molecular diffusion down a concentration gradient.
Diffusion principally affects the finer particles in a
multi-component mixture of granular material.

e Segregation through percolation, which is the
gravity-driven motion of the finer particles through
the interstices in the matrix of the coarse particles.

Then, constitutive laws were formulated [38], which
identify the segregation “drift” velocities for the individual
material components as functions of macroscopic
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Figure 4. Temporal variation in fines weight fraction (averaged
across outlet) during silo discharge (“segregation in time”).
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Figure 5. Temporal variation in fines weight fraction at various
parts of outlet during silo discharge (“segregation in space”).

parameters, such as mixture velocity, local concentration,
gravity, etc. Proportionality coefficients (i.e. “transport”
coefficients) were calculated within the micro-physical
framework [38]. These constitutive laws were incorporated
in the macroscopic mass transport equations for each of the
mixture species. A full analysis of the equations of the
macroscopic model and the functional forms of the
constitutive laws is given in [39].

The numerical model was tested for its consistency in
representing, realistically, binary granular mixture flow
patterns and was then used to simulate experimental data
obtained during discharge under gravity of a binary mixture
from a small cylindrical silo. For reasons of simplicity, and
due to the observed symmetry of the flow around the central
axis of the silo for the simulated cases, semi-3D geometry
was chosen, with a silo slice of 51 angle being simulated. A
60-40 mixture was simulated, i.e. consisting of 60% fines
and 40% coarse particles, uniformly distributed, of 2:1
particle size ratio, initial density of 950 kg-m® and solids
density of 2100 kg-m* and was left to discharge under
gravity from a silo. The silo’s cylindrical section was 6.3 cm
tall, its conical section was 7 cm tall, and its half-angle was
300]. The inlet diameter was 10.5 cm, while the outlet
diameter was 2.5 cm. The appropriate parameters and
coefficients required within the formulated constitutive laws
were calculated in the micro-physical framework and
imported in the macroscopic model. Figure 3 shows the
predicted profiles of the granular material as the silo
emptied which agrees well with observations [37]. Figures 4
and 5 show the comparisons of the model with experimental
data during the emptying of the silo. Figure 4 shows the
time varying distribution of fines averaged across the outlet
due to segregation in the silo, whilst Figure 5 shows the
temporal variation of fines at two different locations within
the silo. As can be seen, excellent agreement is established
between the experimental data and the HM framework
predictions. The work performed for granular material sets
the trend for the modelling of other complex systems, using
the HM approach.



V.

The present paper does not claim to be a thorough review
of all techniques employed in the modelling of complex
system. Rather, it concentrates on techniques that build on
the understanding of the processes involved and their
interactions, in order to analyze the behaviour of a complex
system. For this reason, it reviews cellular automata (CA)
and agent-based models (ABMs) and introduces the hybrid
modelling (HM) approach, which the authors believe to be
the most appropriate technique for the modelling of complex
systems, since it utilizes information from various spatio-
temporal scales in order to resolve the evolution of a system.
In this sense, it might be more useful to utilize CA and
ABMs within HM frameworks rather than stand-alone
techniques, in order to achieve the link between the two
“horizontal” components of the HM framework (namely, the
microscopic and macroscopic scales) through the derivation
of appropriate constitutive laws. Further work is already
underway by the authors for the utilization of the proposed
HM approach for the study of other complex systems [40].
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Abstract—We introduce a basket option pricing problem
arisen in financial mathematics. We discretized the problem
based on the alternating direction implicit (ADI) method and
parallel cyclic reduction is applied to solve the set of
tridiagonal matrices generated by the ADI method. To reduce
the computational time of the problem, a general purpose
graphics processing units (GP-GPU) environment is
considered. Numerical results confirm the convergence and
efficiency of the proposed method.
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GP-GPU, GPU, CUDA

L INTRODUCTION

A basket option is a type of option whose underlying
asset is a set of commodities, securities, or currencies. An
investment with multiple sources of risk exposures can
hedge the combined exposure less expensively by purchasing
a basket option than by purchasing options on each asset
individually.

In spite of its inaccuracy, basket options are often priced
using a Monte-Carlo simulation. Although the pricing
method based on a partial differential equation (PDE)
provides better accuracy, the dimensionality of the problem
requires much more computer time than a Monte-Carlo
approach.

The aim of this paper is to develop an efficient parallel
method to reduce the computational time of pricing a basket
option. Especially by considering the use of a general
purpose, graphics processing unit (GP-GPU) as a
computational environment, we also try to decreases the
price of the computation compared to a traditional expensive
parallel cluster or vector machine.

This paper is organized as follows. In Section II, we give
a brief introduction to a PDE that provides the basis of the
basket option pricing and the alternating direction iterative
(ADI) method as a discretization method. In Section III, the
parallel algorithm on a GP-GPU is introduced for solving the
matrix system generated by the ADI method. In Section IV,
numerical examples are provided. In Section V, some
conclusions are drawn.

IL.

In order to describe the option price, let S, u, and o;
denote the price of the i-th asset, the expected instantaneous
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rates of returns and the corresponding instantaneous
volatilities for i=1/, 2. We assume that the underlying asset
prices follow the geometric Brownian motion,
dS, = uS.dt+o,S,dz,
where the z, are the correlated Wiener processes and the
correlation between them is denoted by p. Then under the
arbitrage-free assumption, the price of an option,
V=V(S,,S,,t), satisfies the following PDE:

ov o1 , .,V oV
. ~ 50 Sl Zaz  PP1P TG Aa
or 2 oS; 05,08, o
5 .
—lajsj 0 Z—rSla—V—rSza—V+rV=0,
2 oS as, as,

where (S,,S,,7) € (0,0)* x(0,T] and r is the risk-free
interest rate.

The initial data of the equation is determined by a payoff
function, which is agreed to be paid at the maturity date
(t=T) or anytime during the lifetime of an option. If the
payoff function only depends on the underlying stock prices
at the maturity date, we call this a European option.
Otherwise it is called an American option. In this paper, we
only consider the European option, but the extension to an
American type option is straightforward. See [1] for details.

A.  The ADI Method

Even with the recent advances in computing devices, a
real-time computation of a 2-dimsional time dependent PDE
problem is still over the ability of a personal computing
device. As an effort to reduce computational time and
resources, Douglas, Peaceman, and Rachford proposed the
alternating direction iterative (ADI) method in [2, 3]. The
efficiency of the ADI method is still so attrative that we meet
applications in various numerical fields such as astrophysical
and bioengineering applications to tsunami modeling.

There have been many successors of the original ADI
method, among them Craig and Sneyd introduced a second
order scheme in both time and space including cross and first
order derivatives in [4]. Especially, the financial problem
based on Black-Scholes equation, which contains a mixed
derivative, is an important application of the method.

To simplify the discretization and analysis, we remove
the degenerating terms of (2.1) by introducing the change of
variable,
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S, =Xlogx,, and V(S,,S,,t) =e "u(x,,x,,1),
for i=1, 2. Thus, we obtain

ou 1 ,0u o’u 1 ,0u
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ot 2 = Ox ox0x, 2 7 0Ox, a1
1 ,\oV 1 ,)\0u
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where (x,,,,1) € (—00,00)° x (0,T.

For a numerical computation, we need to truncate the
infinite domain into a finite one. Once the domain is
truncated into the finite one, (x,x)’x(0,7], we need to

impose boundary conditions on the truncated boudaries. As
described in [5], a linear boundary condition is a common
candidate for this purpose. In this paper, we apply the linear
boundary condition by setting the second derivatives to zero.
A more exact formulation of the boundary conditions will be
described in conjunction with a payoff function in a
numerical example in Section IV.

By introducing an intermediate stage u*, we obtain the
following discretization:

—ut 1 | 1
L G =028 U+~
dt 4 . 4 . 2 -
| : (3.2)
+p0,0,0, 5;2”” +(V—50'12]5X1u" +(r—50'22j5x2u”,
u™ —u . . .
" ——o}0lu" =u ——0o; 32” , (3.3)
where
5 :u(x]+Ax]’x2)_u(xl_Axl’x2)
2Ax, ’
5 = u(x, + Ax,,x,) = 2u(x,,x,) +u(x, —Ax,,x,)
Xy Ax12 ’
5x. é;z (u(x1 +Ax;, X, + Ax,) —u(x, + Ax,, x, — Ax,)

" 4AxAx,

—u(x; — Ax,,x, + Ax,) +u(x, — Ax,, x, — Ax,)).

We want to remark that (3.2) and (3.3) produce
tridiagonal matrices for fixed x, and x;, respectively.
Therefore, we need to solve both pairs of tridiagonal
matrices simultaneously. The parallel method for this
purpose will be described in Section III next.

III. PARALLEL IMPLEMENTATION

A.  Parallelization and GPU

The main computational cost of the proposed method
comes from the calculation of an elliptic equation at each
time step. To reduce the computation time, we focus on
parallel computation of the elliptic equation. Since the linear
system resulted by the ADI method is a set of tridiagonal
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matrices which are independent each other, it can be easily
parallelized on a many-core processor.

Recent progress in GPUs provides the optimal choice for
the parallization of this type of problems. GPUs have
evolved into a highly parallel, multi-threaded, many-core
processing units with tremendous computational power and
high memory bandwidth. Recent common GPUs consist of
30+ multiprocessors with a set of multiple arithmetic cores.
For example, in NVIDIA’s Tesla C1060, there are 30
multiprocessors and each multiprocessor has 8 single-
precision scalar processors and 1 double-precision scalar
processor. In particular, CUDA, released by NVIDIA, is a
general purpose parallel computing environment that enables
developers to use GPUs for solving many complex
computational problems by providing a C-like programming
language interface to the hardware. We used CUDA in
implementing our proposed algorithm. The details about
CUDA can be found in [6, 7].

To utilize many arithmetic cores in a GPU, the
computation of one tridiagonal matrix is assigned to a block
as in Fig. 1. We initialized the blocks as many as the number
of tridiagonal systems. In each block, the computation of a
tridiagonal system is also parallelized by the algorithm
described in the following subsection.

B.  Parallel cyclic reduction

A tridiagonal system having (n-/)-knowns can be written
in the following form:
a.xX.

i7vi-1

+bx +cx,

i7Vi+l :di’
for i=1,---,n—1 and g, =c,, =0. In matrix form this can

be written as

b« 0 X, d,
a, b ¢ X d,
a; b X |=| d

’ Cha : :

0 a b X d

n-1 n-1 n-1 n-1

The Thomas algorithm, which is the tridiagonal specific
simplification of Gaussian elimination, is the most common
way to deal with a tridiagonal system and has a linear
complexity instead of the third order complexity of Gaussian
elimination.

Since each block in a GPU also consists of set of threads,
the adaptation of a parallel algorithm is necessary to utilize
many computing cores in a GPU fully. The Thomas
algorithm is simple and efficient, but is essentially a serial
algorithm. As a parallel algorithm for a tridiagonal system,
the cyclic reduction algorithm was developed on a vector
machine in [8]. In order to use more cores in parallel, we use
the parallel cyclic reduction method. Although the parallel
cyclic reduction needs more arithmetic than cyclic reduction,
there is an advantage in that parallel cyclic reduction uses
more computing cores quite efficiently. A comparison of

different tridiagonal solvers on a GPU can be found in [9].
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Figure 1. The computation of each tridiagonal system is assigned to a block.

For simplicity we assume that » = 2% and ¢ is a positive
integer. For k=0,...,q-1 and j=2", the parallel cyclic reduction
method reduces the following equations

koK Kok _ gk

+b X el x =d
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a;_jXis;
k _k kk kk
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into the following equation:
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where

k+l _ k+l _ gk k _ K
a =-a_,a, b =b Cij&=a; P,

K+l _ K+l _ gk k k
¢ == d" =d; -d a-d.p,
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a = ) and ﬂ = 5
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By assuming the existence of the ghost nodes,
a,=c,=d =x,=0, and b =1 fori<Oorixn,
we obtain the value of x; at the last step k—1=1log,n—1.

See [10] for details.

IV. NUMERICAL EXAMPLES

To confirm the proposed algorithm, we calculate two
examples. In the first, we measure the speed-up of the
parallel cyclic reduction introduced in Section III. In the
second, one of typical basket option, European put-min
option, is considered. Based on the analytic formula of the
option in [11], the error reduction rate is also provied as well
as the speed-up on a GPU.

The numerical examples are executed both on a GPU
(Nvidia Tesla C1060) and a CPU (Intel Xeon E540,
2.00GHz). We define the speed-up and error reduction rate
by
time consumption on CPU

Speed-up = — ; >
time comsumption on GPU

and

. absolute error in the previous ste;
Reduction Rate = log, [ P pJ .

absolute error in the current step

Example 1. Compare the computation time for solving a set
of tridiagonal system on CPU and GPU.

In Table 1, Matrix Size, M xN represents M
independent matrices with N unknowns in each matrix. On a
CPU, the Thomas algorithm is applied and the parallel cyclic
reduction algorithm is used on a GPU. The results show
about 20-fold speed-up, in particular, in the 256 x 256 case,
about a 30-fold speed-up is observed.

TABLE L. TIME COMPARISON FOR SOLVING SET OF TRIDIAGONALS
Matrix Time Consumption (msec.) Speed-
Size CPU GPU up
64x64 1437 90 15.97
128x128 3008 123 24.46
256x256 5965 211 28.27
512x512 12017 594 20.23

Example 2. Compute the value of a European option based
on the two underlying assets of which o; = 0.2, 6, = 0.3, p =
0.5. The risk-free interest rate is 0.05 and the time to the
maturity is 0.5. The payoff function is defined as

Payoff max(X min(S,,S,),0),

where the strike price X=50.

To truncate the domain into a finite one, we choose
x=-2.54andx =2.54. The following linear boundary

condition is imposed on the truncated boundaries:
{uw =0, ifx =xorx =X,
u, =0,

In the numerical computation, the spatial mesh is
uniformly divided such that Ax, =Ax, =(x —x)/(n-1),
where # is the number of spatial mesh points. In Table II,
Mesh Size, M x N represents the number of time intervals
by the number of space intervals. Absolute error is the
absolute difference between the exact solution and the
numerical solution.

In Table II, the reduction rate is almost two except for the
last case. The small error reduction rate in the last case
comes from using single precision floating point arithmetic.
Although double precision arithmetic gives more accurate
results, the small number of double precision arithmetic
cores hurts the speed-up. In this example, to maximize the

ifx, =xorx, =X.

TABLE II. ERROR REDUCTION OF EXAMPLE 2.
. Absolute Error at .
Mesh Size (S1,8:)=(50,50) Reduction Rate
65x62 0.122691 -
130x126 0.029841 2.04
260x254 0.007122 2.07
520x510 0.002087 1.78




performance of the GPU, we used single precision floating
point. From the result, we can conclude the proposed
algorithm shows a second order convergence.

In measuring the time consumption, a setup phase which
allocates memories and assigns an initial data is ignored. The
CPU code used the optimization option —O at compile time.
In Table III, the results show about 20-fold speed-up and
these reflect the speed-up’s of the tridiagonal solver. In
particular, the small speed-up’s at the top two cases in Table
III are due to the inefficiency between a CPU and a GPU
compared with the bottom two cases.

TABLE III. TIME COMPARISON FOR EXAMPLE 2.
. Time Consumption (msec.)
Mesh Size Speed-up

CPU GPU

65x62 114 14 8.14

130x126 965 65 14.85

260x254 7863 399 19.71

520x510 65810 3081 21.36
V. CONCLUSION

In this paper we have considered a parallel method using
GP-GPU hardware acceleration for a basket option pricing
problem. We utilized the ADI method as a discretization
method and parallel cyclic reduction method for solving the
set of tridiagonal matrices generated by the ADI method.
The primary example in Section IV shows second order
convergence and very high level speed-ups. Since the
example in this paper is fundamental for multi-asset option
pricing problem, the proposed method can be used as a
building block for many exotic multi-asset option pricing
problems.
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Abstract—The paper investigates the scalability of a parallel
Euler solver, using the Vijayasundaram method, on a GPU cluster
with 32 Nvidia Geforce GTX 295 boards. The aim of this research
is to enable large scale fluid dynamics simulations with up to
one billion elements. We investigate communication protocols for
the GPU cluster to compensate for the slow Gigabit Ethernet
network between the GPU compute nodes and to maintain overall
efficiency. A diesel engine intake-port and a nozzle, meshed
in different resolutions, give good real world examples for the
scalability tests on the GPU cluster.

I. INTRODUCTION

We investigate the scalability of a parallel Euler equation
solver [1], [2], [3], [4], using the Vijayasundaram method [5]
on a GPU cluster. The GPU cluster is built from eight nodes
with each being driven by an Intel Core i7 965 Extreme
Edition CPU running at 3.2 GHz and four Nvidia Geforce
GTX 295 dual GPU boards [6]. The main challenge with
the GPU cluster is the Gigabit Ethernet network interconnect
between the nodes, that gives two orders of magnitude lower
bandwidth than what is available on a compute node’s PCIE
bus, that connects the four dual GPU boards.

We show that even with these limitations, that are relevant to
many GPU cluster configurations, it is possible to run a GPU
enabled parallel code with good parallel efficiency throughout
the whole cluster. The parallel efficiency of a finite volume
code, using domain decomposition as the parallelization ap-
proach, benefits asymptotically from the decreasing surface to
volume ratio, that is directly proportional to the communica-
tion to compute ratio. The question always is whether the ratio
gets low enough to make the communication cost small with
respect to the compute time. Especially for GPU boards with a
limited amount of memory, typically around 1GB per GPU, the
local problem size running on a single GPU is limited and thus
also the minimum surface to volume ratio that can be achieved,
thus giving a direct limitation to the parallel efficiency on the
GPU cluster.
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Nevertheless, the benchmarks with unstructured finite vol-
ume meshes from 155,325 up to 10,283,200 tetrahedra show,
even with a slow Gigabit Ethernet network interconnect it is
possible to reach a sufficient communication to compute ratio
to get good parallel efficiency. For example it was possible to
speed up the computation time for 200 time steps in the Euler
equation solver from 508.74 seconds on a single Intel Core
i7 965 CPU core to 0.692 seconds with 32 GPUs running on
four GPU compute nodes. This represents a speedup of 735x
of the full Euler equation simulation code, and is equivalent,
assuming perfect parallel efficiency, to the performance of a
supercomputer with 184 high end quad-core CPUs.

The GPU cluster was custom built in summer 2009 at the
University of Wyoming, USA, with a cost of 5,000 USD per
compute node, i.e. 40,000 USD for the eight node cluster.
Compared with the supercomputing resources required to
compete with the GPU configuration, this results in a very
attractive price / performance ratio in favor of the GPU cluster.

The original sequential Vijayasundaram simulation code,
called ARMO [7], for the Euler equation was developed at
the Széchenyi Istvan University, Gyor, Hungary for industrial
projects. The diesel intake-port unstructured finite volume
mesh used for the benchmarks stems from these cooperation.
A nozzle mesh was primarily used for the parallel scalability
test, with mesh sizes of 642, 700, 2,570, 800, and 10, 283, 200
tetrahedral finite volume elements.

Section II outlines the Vijayasundaram method for multi-
physics Euler equations. Section III discusses the parallel
algorithm resulting from a domain decomposition approach to
the Vijayasundaram solver code. Section IV gives details and
a discussion of the benchmark results. Section V furthermore,
gives a detailed outline of the hardware of the GPU cluster.
Finally, section VI gives an outlook for further improvements
in the parallel implementation of the solver code for large scale
simulations with up to one billion finite volumes, that are now
viable on the presented GPU cluster.
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II. MULTI-PHYSICS EULER EQUATIONS AND THE
VIJAYASUNDARAM METHOD

The Euler equations are given by a system of differential
equations. We use two gas species with densities p; and po
for the simulations and benchmarks with an ideal gas state
equation. More complicated and realistic state equation can
also be handled by the ARMO [7] simulation code.

Let p1, p2 be the densities of the gas species and p = p;+p2
the density of the gas, p the pressure, and p = {p1,p2,p3}
the components of the gas momentum density, and E the total
energy density. Let x = {x1,72,23} € R3 and t € R be the
space time coordinates. Then the conserved quantity w(x, t)
is given by

P1
P2
P
P2

b3
FE

()

and the flux vectors are defined as

p1pi/p

papi/p
plpi/ﬂ + 61:p
papi/p + d2ip
papi/p + 0zip
(E+p)pi/p

with the state equation given by p = (v — 1)(E — p?/2p)
and v = (p1Cp1 +p2Cp2)/(p1Cv,1 + p2Cy,2). The constants
Cp.ks Cv,iy k = 1,2 are the specific heat at constant pressure
and volume for the two gas species. Written in this conserva-
tive form the Euler equations can be expressed as follows:

f;(w) , 1€{1,2,3} 2)

3

>

i=1

ow(x,t)
ot

ofi(w(x,t))

3)
Together with suitable boundary conditions the system can
be solved with a finite volume approach. The essence of the
Vijayasundaram method is the calculation of an eigenspace
decomposition of A; = df;/dw, i = 1,2,3 into positive
and negative subspaces. With this decomposition approximate
fluxes can then be calculated and the Euler equations can be
solved. For our studies of the parallel efficiency of this numeri-
cal approach it is important, that the eigenspace decomposition
is an arithmetically intensive task and thus is very well suited
for GPU computing. From this perspective the details of the
Vijayasundaram method are less important here and can be
studied in the literature [5], [8].

III. A DOMAIN DECOMPOSITION APPROACH FOR THE
VIJAYASUNDARAM SOLVER

The Vijayasundaram method needs various data structures
for the execution of Algorithm 1 on a parallel computer. Let
n be the number of finite volume cells on a processor after
the domain decomposition of the mesh and m the number of
boundary faces with neighboring processors. The conserved
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Figure 2. Domain decomposition of the diesel engine intake-port into four
mesh fragments.

quantities f and g are stored as vectors of length (n+m) *6
for the six variables p1, p2, p1, P2, p3, . The extended vectors
accommodate the communication buffers for the exchange of
data with neighboring processors. In a first step the func-
tion exchange(m,n, f,g,com) sets up the communication
buffers, using com, a list of finite volume cells that have to
be exchanged. The next step in the algorithm is a MPI all-
to-all data exchange mpi_alltoall(m,n,g, f) function,
called with the appropriate offset buffers. Followed by the Vi-
jayasundaram function vijaya(n,nei, geo, pio, f, g, o), that
calculates the new quantities g from the current f using a
database of neighboring finite volume cells nei, precomputed
geometry data geo, and parameters for boundary conditions
pio as input. Moreover o, the maximum flux over all cells
is returned as an output parameter for the calculation of
the adaptive time step. In the next step a MPI all-reduce
function mpi_allreduce_max(o) is executed to calculate
the global maximum of o. After that in the last step a



simple Euler time stepping is used to update the flux values:
update(n, f,g,0,C). After this step the time ¢ is updated
and a counter is incremented and the loop starts again.

The GPU version of the algorithm is essentially the same as
outlined in Algorithm 2, except for the fact that all computa-
tions are done by the graphics processor, what is indicated by
the subscript D in the function name, short for device kernel.
In fact also the conserved quantities fp, gp and the other data
structures comp,netp, geop, piop,op have to be stored in
GPU memory, for an efficient execution by the GPU kernels.
The main difference of the algorithms is thus the setup of
the MPI communication, where the data has first to be copied
from GPU memory to CPU host memory. This is realized
by the functions device_to_host then the MPI commu-
nication takes place and finally the new data is copied back
from CPU host memory to GPU memory using the function
host_to_device. Except for these communication details
the CPU and GPU version of the Vijayasundaram solver are
the same.

As illustration, Figure 1 shows the diesel engine intake-port
and Figure 2 shows four pieces of the intake-port resulting
from domain decomposition with the software tool METIS [9],
[10]. The METIS tool decomposes the unstructured mesh with
a focus on balancing the number of finite volumes in each
mesh fragment while minimizing the boundary between the
mesh fragments.

Algorithm 1 CPU-ARMO Parallel Algorithm
Require: f, g, com,nei, geo, pio
Require: %4z, imaz, C,0,m,n
t<« 0,10
while ¢ < t,,4, and ¢ < 7,4, do
exchange(m,n, f,g,com)
mpi_alltoall(m,n,g,f)
vijaya(n, nei, geo, pio, f, g,0)
mpi_allreduce_max(0)
update(n, f,g,0,C)
14 i+1
t«t+C/o
end while

IV. PARALLEL SCALABILITY BENCHMARKS ON THE GPU
CLUSTER

We discuss the parallel scalability of the Vijayasundaram
solver on the GPU cluster, but also include several CPU
benchmarks for the purpose of comparison. Different hardware
architectures for the CPU / GPU benchmarks were considered:
The shared memory server quad2 (4x AMD Opteron 8347 @
1.9 GHz with 32 GB DDR2 RAM), the multi-GPU server gtx
(AMD Phenom 9950 @ 2.6 GHz with 8 GB DDR2 RAM
and 4x Nvidia Geforce GTX 280 PCIE x8), the single-GPU
server 102009 (Intel Core i7 920 @ 2.66 GHz with 6 GB
DDR3 RAM and Nvidia Geforce GTX 280 PCIE x16), and
the GPU cluster iscsergpu (8x Intel Core i7 965 @ 3.2 GHz
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Algorithm 2 GPU-ARMO Parallel Algorithm
Require: fD7 gD, comp,neip, geop, piop,op
Require: t,,4z, imaz, C, 0, m,n, snd, rcv
t+ 0,20
while t < t,,4 and 7 < 7,4, do
exchangep(m,n, fp,gp,comp)
device_to_host(m,n,gp, snd)
mpi_alltoall(m,snd,rcv)
host_to_device(m,n, fp,rcv)
vijayap(n,neip,geop,piop, fp,9p,0oD)
device_to_host(op,o)
mpi_allreduce_max(o)
host_to_device(op,0)
updateD(n7 fDa 9D, 0D, C)
141+1
t+t+Clo
end while

with 12 GB DDR3 RAM and 32x Nvidia Geforce GTX 295
PCIE x8).

The first benchmark set uses the relatively small unstruc-
tured mesh of the diesel engine intake-port with 155,325
tetrahedral finite volumes. The purpose of this benchmark is
to show the efficiency of the solver for small problems on a
single GPU computing node. For the cluster wide execution
of such a small mesh the resulting mesh fragments are too
small to be efficient. Nevertheless, on a single GPU server
even simulations of this size achieve good parallel efficiency.
See Table I for a detailed benchmark series. The comparison
of a single Opteron core in the shared memory server quad?2
with an eight GPU cluster node configuration gives a speedup
of 486 for the full simulation run. Even compared to an Intel
Core 17 965 CPU core we achieve a speedup of 135X using
all eight GPUs on the compute node. When we run the CPU-
ARMO simulation code on the CPUs of the iscsergpu cluster,
with eight quad-core CPUs with hyper-threading enabled, the
simulation time is reduced to 0.65 seconds, this is still about
10 times slower than on a single GPU compute node, which
reduces the timing for 200 time steps in Vijayasundaram solver
to 0.069 seconds. The parallel efficiency on the GPU server
gtx is 0.82 with four GPUs and 0.69 for a compute node in
the iscsergpu cluster with eight GPUs. As outlined above, due
to the small problem size, a single Vijayasundaram iteration
takes only 0.000345 seconds, we see the impact of setup times
in the MPI communication routines and CUDA [11] memory
transfers.

The second benchmark series is aimed specifically at the
parallel scalability of the GPU enabled ARMO simulation
code. For this purpose an unstructured nozzle mesh in different
resolutions has been generated. The smallest nozzle mesh
starts with 642, 700 finite volumes, then the next larger mesh
has 2,570, 800, and finally the largest mesh uses 10, 283, 200
tetrahedral finite volumes. Table II shows the full benchmark
on all CPU / GPU servers for the smallest mesh. The speedup
on a single GPU compute node compared with an Opteron



CPU cores

quad2 gtx ro2009  iscsergpu ‘
1 3358 19.37 10.84 9.32
2 16.07  9.26 5.28 4.55
4 7.59 4.47 2.66 2.29
8 3.13 2.14 1.81 [1]
16 1.38 1.09 [2]
32 0.65 [4]
Speedup 2421 433 5.07 14.34
Efficiency 1.51 1.08 0.63 0.45
GPU cores | quad2 gtx ro2009  iscsergpu ‘
1 0284  0.254 0.380
2 0.141 0.175
4 0.086 0.098
8 0.069 [1]
Speedup 3.30 1.00 5.51
Efficiency 0.82 1.00 0.69
Table I

PARALLEL SCALABILITY BENCHMARK FOR AN INTAKE-PORT WITH
155,325 ELEMENTS WITH TIMINGS IN SECONDS.

core is 734x for the smallest mesh. For the medium sized
mesh and two GPU compute nodes the speedup is 1297x,
and for four GPU compute nodes on the largest mesh 2001 x.
Benchmarks for these meshes are presented in Table III and
Table IV. The parallel efficiency decreases somewhat from
the smaller to the larger meshes on the shared memory server
quad? due to cache effects that affect the smaller meshes.
Positive cache effects can also be seen on the GPU servers,
where the texture cache [11] speeds up part of the computation,
when neighboring finite volume cells are accessed. Overall
the GPU cluster is efficient up to one node or eight GPUs
for the small problem, up to two nodes or 16 GPUs for the
medium size mesh, and up to four nodes or 32 GPUs for the
largest mesh. The number of GPU compute nodes used in the
benchmarks are denoted by the number in square brackets.
Generally the benchmarks were conducted first increasing the
number of CPU or GPU cores on a single node and then
doubling the number of compute nodes. It should be noted
that the parallel efficiency numbers for the Intel Core i7
CPUs also include hyper-threading, explaining the efficiency
numbers around 0.6. The r02009 server features a newer
version of the Nvidia GTX 280 that seems to have different
performance characteristics than the original Nvidia GTX 280
version in the gfx server. While the newer board was faster
for all smaller benchmarks problems, it was slower on the
medium size benchmark. r02009 and gtx use the same CUDA
3.0 toolkit and drivers [12]. For the largest mesh it was not
possible to run the simulation on a single GPU due to an out
of memory situation. Similarly, also the server 702009 did not
have enough memory to start up the CPU simulations. Further
improvements on the memory requirements of the simulation
code are subject to future work.

V. GPU CLUSTER HARDWARE AND SOFTWARE
CONFIGURATION

The GPU cluster iscsergpu comprises eight nodes with each
node based on an ASRock X58 SuperComputer motherboard
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CPU cores | quad2 gtx ro2009  iscsergpu ‘
1 13580 79.65  49.54 40.62
2 65.85  38.55 24.54 20.13
4 32.73 19.06 12.45 10.23
8 15.67 9.76 7.86 [1]
16 7.61 4.22 (2]
32 2.42 [4]
Speedup 19.06 4.13 4.87 17.27
Efficiency 1.19 1.03 0.61 0.54
GPU cores | quad2 gtx 102009  iscsergpu ‘
1 1.189 1.048 1.561
2 0.540 0.702
4 0.279 0.337
8 0.185 [1]
Speedup 5.00 1.00 11.60
Efficiency 1.25 1.00 1.45
Table II

PARALLEL SCALABILITY BENCHMARK FOR A NOZZLE WITH 642,700
ELEMENTS WITH TIMINGS IN SECONDS.

CPU cores

quad2 gtx ro2009  iscsergpu ‘
1 415.00  259.89  176.69 142.83
2 203.15 12870  95.04 72.03
4 105.69  65.90 45.51 37.27
8 55.34 36.52  29.47 [1]
16 29.16 14.77 2]
32 7.40 [4]
64 3.75 [8]
Speedup 14.23 3.94 4.84 38.09
Efficiency 0.89 0.99 0.60 0.60
GPU cores | quad2 gtx 102009  iscsergpu ‘
1 3.955 4.180 4.683
2 1.694 2.052
4 0.841 1.002
8 0.514 [1]
16 0.320 [2]
Speedup 4.70 1.0 14.63
Efficiency 1.18 1.0 0.91
Table III

PARALLEL SCALABILITY BENCHMARK FOR A NOZZLE WITH 2,570,800
ELEMENTS WITH TIMINGS IN SECONDS.

with an Intel Core i7 965 Extreme Edition quad-core CPU
running at 3.2 GHz with hyper-threading enabled. The GPU
compute nodes have 12 GB DDR3 RAM and four Nvidia
Geforce GTX 295 dual GPU boards [12] with 1.8 GB RAM
per board. The four GPU boards are connected via PCIE x8
slots with about 2.5 GB/s of bidirectional bandwidth. The
GPU cluster is connected with an unmanaged 16 port Gigabit
Ethernet switch used exclusively for MPI communication.

On the software side the Rocks cluster software [13] was
used to set up the cluster. Rocks is a very powerful tool for
managing the setup of cluster nodes, with convenient node
management and installation capabilities. The cluster uses the
Nvidia CUDA 2.3 [12] toolkit and drivers and OpenMPI [14]
as parallel communication library.

VI. CONCLUSIONS, OUTLOOK, AND FUTURE WORK

The benchmarks clearly show that it is possible to run large
scale Euler equation simulations with good parallel efficiency



CPU cores quad2 gtx r02009 iscsergpu ‘
1 1384.5 916.89 * 508.74
2 693.25 462.34 * 257.83
4 361.81  238.70 * 132.20
8 200.29 * 110.17 [1]
16 108.48 55.93 [2]
32 28.20 [4]
64 14.11 [8]
Speedup 12.76 3.84 36.05
Efficiency 0.80 0.96 0.56
GPU cores quad2 gtx 102009 iscsergpu ‘
1 * * *
2 6.602 7.576
4 3.088 3.509
8 1.712 [1]
16 0.925 [2]
32 0.692 [4]
Speedup 2.14 10.95
Efficiency 1.07 0.68
Table IV

PARALLEL SCALABILITY BENCHMARK FOR A NOZZLE WITH 10,283,200
ELEMENTS WITH TIMINGS IN SECONDS.

on a GPU cluster even with Gigabit Ethernet network intercon-
nect. With further memory optimizations roughly 10 million
finite volumes can be handled by a single GPU with about 1
GB memory, what leads to the conclusion that the iscsergpu
GPU cluster we considered for our experiments can handle
meshes up to half a billion finite volumes efficiently. Further
improvements, especially for small meshes, with respect to
parallel efficiency can be achieved by overlapping part of the
MPI communication, although the parallel reduction required
for the calculation of the Courant coefficient cannot be hidden
by computation. These improvements will be investigated in
the future. Also increasing the memory efficiency by reducing
the amount of precomputed geometry data will be considered.

ACKNOWLEDGMENTS

This research was supported in part by NSF grants 1018072
and 1018079 and Award No. KUS-C1-016-04, made by King
Abdullah University of Science and Technology (KAUST).
This research was also supported by the Hungarian National
Development Agency and the European Union within the
frame of the project TAMOP 4.2.2-08/1-2008-0021 entitled
”Simulation and Optimization” and the Austrian Science Fund
FWF project SFB032.

REFERENCES

[1] C. Bruner, “Parallelization of the Euler equations on unstructured grids,”
Ph.D. dissertation, Virginia Polytechnic Institute and State University,
1996.

D. Kroner, Numerical Schemes for Conservation Laws.
Stuttgart: Wiley and Teubner, 1997.

G. Haase, Parallelisierung numerischer Algorithmen fiir partielle Dif-
ferentialgleichungen. Stuttgart: Teubner, 1999.

G. Haase, M. Liebmann, C. C. Douglas, and G. Planck, “A parallel
algebraic multigrid solver on graphics processing units,” in High Perfor-
mance Computing and Applications: Second International Conference,
HPCA 2009, Shanghai, China, August, 2009, W. Zhang, Z. Chen, C.
C. Douglas, and W. Tong, eds., Springer-Verlag, Berlin and Heidelberg,
2010, pp. 38-47.

[2]
[3]
[4]

Chichester,

54

G. Vijayasundaram, “Transonic flow simulations using an upstream
centered scheme of Godunov in finite elements,” J. Comput. Phys.,
vol. 63, pp. 416-433, 1986.
Nvidia  Geforce  graphics
www.nvidia.com/geforce

A. Horvath and Z. Horvath, “Application of CFD numerical simulation
for intake port shape design of a diesel engine,” Journal of Computa-
tional and Applied Mechanics, vol. 4, pp. 129-146, 2003.

M. Feistauer, “Finite volume and finite element methods in CFD,”
Lecture Notes, Charles University Prague, 2007.

A. Abou-Rjeili and G. Karypis, “Multilevel algorithms for partitioning
power-law graphs,” in IEEE International Parallel and Distributed
Processing Symposium (IPDPS), 2006.

G. Karypis, “Multi-constraint mesh partitioning for contact/impact com-
putations,” in SC '03: Proceedings of the 2003 ACM/IEEE conference
on Supercomputing, 2003, p. 56.

Nvidia CUDA Programming Guide, Version 3.0, Nvidia Corporation,
2010.

Nvidia CUDA technology. [Online]. Available: www.nvidia.com/cuda
Rocks cluster software. [Online]. Available: www.rocksclusters.org

processors.  [Online].  Available:

] OpenMPI software. [Online]. Available: www.open-mpi.org



2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

Modelling a knee ligament repair device

Achilles Vairis
Mechanical Engineering Department
TEI of Crete
Heraklion, Greece
e-mail: vairis@staff.teicrete.gr

Nektarios Vidakis
Mechanical Engineering Department
Heraklion, Greece
e-mail: vidakis@emttu.org

Markos Petousis

Mechanical Engineering Department
TEI of Crete
Heraklion, Greece
e-mail: petousis@emttu.org

George Stefanoudakis

Orhtopaedic Surgeon
Heraklion, Greece

Betina Kandyla
Internist MD
Athens, Greece
e-mail: betkand@otenet.gt

Abstract— Ligaments in the knee that connect the femur to the
tibia are often torn during a sudden twisting motion, which
results in instability in the knee. In such cases ligament repair
surgery may be an effective treatment where the ligament
involved is replaced with a piece of healthy tendon which is
grafted into place to hold the knee joint together. A novel
device for use in knee ligament repair surgery has been
designed, which aims to reduce damage to the ligament grafts
used and to minimize post-surgery complications. To evaluate
the efficacy of the design the device has been modeled as it
would be subjected to static forces while joining the bones
together.

Keywords :
biomechanics

modelling, knee ligament repair, tendon grafft,

L INTRODUCTION

The human knee joint has a three dimensional geometry
with multiple body articulations that produce complex
mechanical responses under loads that occur in everyday life
and sports activities. The necessary knee joint compliance
and stability for optimal daily function are provided by
various articulations, menisci, ligaments as well as muscle
forces. Therefore, knowledge of the complex mechanical
interactions of these load bearing structures is helpful in the
design and evaluation of the treatment of relevant diseases.

The ligaments control the passive motion of the knee
joint while the dynamic stability of the joint is provided by
muscular movements. Injury or damage to any of these load
bearing structures will lead to degradation or loss of the joint
function. In this joint the anterior cruciate ligament (ACL)
plays an important role in maintaining normal knee function,
and injuries to the ACL are commonly treated with surgery
as they result in joint instability in the anterioposterial
direction.

Various applications in biomechanics have long
demonstrated that realistic mathematical modeling is an

978-0-7695-4110-5/10 $26.00 © 2010 IEEE
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appropriate tool for the simulation and analysis of complex
biological and physical structures such as the human knee
joint. During the past two decades, a number of analytical
model studies with different degrees of sophistication and
accuracy, have been presented in literature [1-6]. An
alternative approach to in vivo measurement of structural
behaviour of the body and artificial structures that are
incorporated in the knee is to calculate ligament forces using
numerical modelling. In this study a model has been
developed to evaluate the design of a new knee ligament
repair device, by estimating the distribution of stresses on the
graft as well as individual components of the device under
static loading.

II. KNEE LIGAMENT REPAIR DEVICE

The surgical reconstruction of injuries of the anterior or
the posterior cruciate ligaments is one of the most common
orthopaedic operations, especially in sports medicine. During
this surgical procedure, the surgeon drills at the beginning of
the operation two service holes on the knee parallel to the
vertical axis. A camera is inserted into one hole while the
surgical tools are inserted into the other. Using this camera
as a guide the surgeon inserts the appropriate tool. It is usual
that during this procedure the meniscus is also inspected and
repaired, should it be necessary. The surgeon grinds with a
tool the area from anatomical abnormalities or those caused
by wear and tear. He also widens the space available in the
knee for the ligament so as to provide a wider space for the
graft to function after the knee reconstruction operation is
over. Then, the surgeon applies the graft to the patient. This
is the most critical part of the surgical procedure.

Grafts can be either biological or artificial. If a biological
graft is selected, the surgeon employs an intermediate step to
take the graft from another area of the body of the patient.

Conventional reconstruction protocols employ fixation
methods for grafts that can have disadvantages. The most
serious of these disadvantages is graft wounding at the graft
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fixation points in the osteal tunnel. This appears due to the
complex stress conditions that exist at the entry and exit
points, which may combine tension, torsion and shearing.

Over a long period of time our research team of
engineers and medical doctors developed an innovative
ligament fixation system, which can be applied to biological,
synthetic or hybrid grafts. This novel knee ligament repair
device aims to reduce the time necessary for the operation as
well as that necessary to full recovery, reduce the probability
of injury to the graft and bone (eg. osteolysis) during
fixation, as well as minimizing recrudescence.

Figure 1 illustrates the securing appliance for tendon
grafts used to pass them through a hole, which has been
drilled into the bone, and has the graft on its outside surface.
In figure 2 the second part of the device is shown, which is a
securing pin for these ligament and tendon grafts.

During the product development phase, the 3D
geometrical models were developed using a CAD system
(figure 3). These models were necessary for the visualisation
of the device parts by the medical doctors and the accurate
description of their geometry for manufacturing reasons.
Because of the complexity of the device geometry which has
three dimensional curves with variable radii, the accurate
description of their shape would not be possible in a two
dimensional mechanical drawing. Also, these 3D
geometrical models are used to choose the appropriate
manufacturing process at an early stage of the design
process.

In order to further verify the device geometry, the 3D
geometrical models were produced as 3D physical mockups
at the EMTTU laboratory 3D printer. These physical
mockups helped the product development team and
especially the people with medical background to validate
the device design and to further improve it to fully achieve
the specifications they were built to. These physical mockups
were built within a few hours of design, while any other
manufacturing process would require weeks or months of
preparation and would have incurred much higher costs [7].

III. FINITE ELEMENT MODEL & ANALYSIS

The final 3D geometrical models developed by the
process described previously, were employed in the current
study to determine the mechanical strength under static
loading of this knee reconstruction device. In figure 4 the
model developed for the analysis of the knee reconstruction
is shown. The finite element model consists of six different
3D geometrical models: two models of the securing part, the
security pin, the tendon graft, the tibia bone and the femur
bone. The tendon graft was modeled as a string wrapped
around a loop and secured at the other end with a screw
which it’s the expected shape after the knee reconstruction
operation. Bones were modeled as truncated cones with a
diagonal hole in the direction of the drilled hole for the
insertion of the graft. These models were assembled at the
relative positions they have after the knee reconstruction
operation is done with the patient standing up. In the image
in the right of figure 4 the bones have been removed so as
not to hinder the view of the knee reconstruction device.
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For the analysis of the model the commercially available
software package Pro Mechanica Structure was used. The
geometric models were discretized using 15457 3D solid
elements. For the analysis to complete, material properties
must be assigned to these entities. Three different materials
(table 1) were used, bone for the tibia and the femur,
ligament for the graft and biocompatible titanium (Ti6Al4V)
for the securing device and pin.

Following this, constrains were applied to the model. All
parts were fully constrained, except for the graft. The graft
was divided into three areas, the first being the part of the
graft that is inside the tibia, the second being the part of the
graft that is inside the femur and the third the rest of the graft
which is between the first two parts in what is the knee. This
arrangement was necessary to accurately simulate the
behavior of the graft inside the leg. The two parts of the graft
inside the tibia and the femur can only move along the
drilled hole, so constrains were applied to that effect. The
part in the middle where the knee is was assumed to move
freely in space, as it is not restricted by any body part.

TABLE 1. MATERIAL PROPERTIES USED IN THE ANALYSIS.
Density Young’s Poisson’s Ratio
(gr/em’) Modulus
(GPa)
Bone 1.27 [8] 17 [10] 0.36 [10]
Titanium 4.43[9] 113.8 [9] 0.34[9]
Ligament 1.2 0.39[11] 0.4 [10]

Finally, a static force was applied as loading. The
magnitude of the force was 350N (which is half the weight
of an average person, as the total weight of a person is split
into two legs) [12-13]. Since the anterior cruciate ligament is
restricting the forward movement of the tibia relative to the
femur, this force was applied to the middle part of the graft,
which is between the two bones. Five different load cases
were studied. In each case the force was applied in a
different direction and stresses and strains were calculated.
The direction of the force in each of the five scenarios is
shown in figure 5, and are the following : (1) the force is
applied horizontally parallel to the ground, (2) the force is
applied in a 30 degree direction along a vertical axis to the
left, (3) the force is applied in a 30 degree direction along a
vertical axis to the right, (4) the force is applied in a 30
degree direction along a horizontal axis upwards, and (5) the
force is applied in 30 degree direction along a horizontal axis
downwards. The application of these forces was such as to
simulate impact loads that may affect the knee joint (eg.
during falling).

IV. RESULTS & DISCUSSION

Figures 6a and 6b show the calculated stress and strain
distribution in the model for the case where applied force is
horizontal with a 30 degree inclination to the left.

In all cases the distribution of stress and strain on the
model was similar. The magnitude of these parameters did
not change dramatically for the different load cases.
Maximum stress and strain appeared in the middle of the
graft in all cases. Figure 7 shows in detail the area where the
maximum stress appears when the force applied has a 30



degree upward inclination. The pin side of the graft
developed higher stress than on the other side of the graft.

TABLE II. MAXIMUM STRESS AND STRAIN
Force direction Maximum Stress Maximum Strain
(MPa)

Horizontal 379 9.22
30 degrees left 362 8.83
30 degrees right 373 8.65
30 degrees down 411 8.93
30 degrees up 274 6.65

As it is shown in table 2, only the last load case, where
the force is applied at a 30 degree upward inclination has
significantly lower stress than the other cases. This may be
due to the fact that the tendon is passing through the drilled
hole in the bone which is at a 20 degree inclination to the
vertical, and the combined load produces lower stresses.

In addition to the above, the stress distribution on the
circumference of the graft in the middle of the graft, close to
the area where the maximum stress appears, was studied.
Figure 8 shows the stress distribution along half the
circumference in this cross section of the graft for the five
different load cases. As it is shown, the distribution of stress
is similar in all the different load cases, with the stress being
much lower than from the maximum stress appearing in the
whole device.

V. CONCLUSIONS

A number of load case analyses were performed and the

following conclusions were drawn:

e The model developed has calculated stresses that
were within the tendon elastic range, which is the
expected response to such loads

e Load case direction does not affect significantly the
developed stresses on the circumference of tendons
in the most stressed region

e High stresses develop at points were tendons wrap
around objects such as the securing pin of the knee
ligament repair part

e Tendon stresses in the screw part of the device are
not significant for failure to occur.

Figure 1.
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Figure 2. Securing pin for ligament and tendon grafts
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Figure 3. Three dimensional geometrical models of the knee ligament repair device

Figure 4. Model for the finite element analysis of the knee reconstruction device
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Figure 5. Directions of the ifferent load cases studied

Figure 6. Strain (a) and stress (b) distribution (Force direction is horizontal and at 30 degrees to the left)
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Figure 7. Stress distribution (Force direction 30 degrees up)
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Figure 8. Stress along half the circumference of the tendon graft for the five load cases (middle of the graft)
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Abstract—The composition of distributed resources is a
pervasive challenge facing almost all modern application fields,
especially for large-scale scientific applications. In most of
these applications, several resources need to be integrated in
order to fulfill the requirements of a complex scientific task.
However, even though current Web Services have emerged as
a paradigm for managing complex distributed resources, the
lack of machine readability in representation prevents Web
Services from supporting the efficient composition of
resources. This paper presents SECPlanner, a new Web
Services composition approach which combines the Al
Planning Graph technique with semantics enabled
matchmaking algorithm to find the optimal composition
candidates. The composition result will afterwards be
represented as a scientific workflow for future reuse.

Keywords-Distributed; Compositon;AI Planning Graph; Web
Services;Semantics

L INTRODUCTION

Most research efforts for managing complex distributed
resources have been focusing on Web Services technology.
As such, the number of available Web Services increased
dramatically during the recent years. However, in almost all
modern applications, especially in those complicated
scientific applications, it is often impossible to find fully
satisfied Web Services. Therefore, composing the most
appropriate Web Services from existing services to fulfill the
complex requirements of a scientific task becomes even
more indispensible. The traditional syntactic composition
considers only the string equivalence of parameter names of
the input/output message defined in WSDL of a service [1].
But, the lack of semantic understanding of WSDL prevents
the efficient composition [2]. The major challenge when
composing web services is scalability, as the search space
will exponentially increase if the number of available Web
Services increases. Toward this problem, efficient
composition algorithms are highly preferred.

This paper addresses these problems by proposing a new
semantics  enhanced  composition  planner, called
SECPlanner. We introduce a reconstruction of Al planning
graph algorithm by providing an extension for semantics
enabled matchmaking to recognize semantically related Web
Services. The semantic matchmaking algorithm focuses on
reasoning about Web Services by explicitly declaring their
parameters with terms precisely defined in ontologies.
Finally, the composition result will be represented as a
scientific workflow for future reuse.

The rest of this paper is organized as follows. Section II
presents our SECPlanner framework. The state-of-the-art
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technologies will be introduced in Section III. In Section IV
we end with conclusions and future work.

IL.

Our approach for semantic Web Services composition is
presented in this section. The predominant component in our
approach is the SECPlanner which tries to enhance the
traditional Al Planning Graph. Fig.1 shows the architecture
of our planner which consists of three main components: the
semantic processing, semantic composition and plan
generation. A new semantic similarity model parsing
annotated semantics of Web Services and the user’s request
has defined to enable the semantic matching and ranking in
the semantic matchmaking. Furthermore, different from the
well known algorithm of AI Planning Graph where the graph
expansion is separated from the plan extraction, our solution
attempts to combine these two steps with a bi-directional
expansion in the semantic composition. Those sequences of
semantically ranked services obtained from the semantic
matchmaking act as candidates on each expansion level. In
the end, in the plan generation, those sub-plans extracted
from both forward expansion and backward expansion will
be validated and integrated into a full range of the
composition chain. The existing dependency among them
can be recognized by checking the Web Services parameters
and eliminated by formalizing it into a scientific workflow
model language. In the rest of this section, the algorithm will
be presented in details.

®®®S®

Parser H Ranking

Semantic Processing

SECPLANNER FRAMEWORK

Forward
Expansion

}—\‘ﬁ Validation ‘

Plan Generation

Backward
Expansion

Semantic Composition

Figure 1. System Architecture of SECPlanner.

A.  Modeling-a-WSC-Problem-as-an-AI-Planning-Graph

Before discussing the details of our algorithm, let us
model a Web Service Composition (WSC) problem to an Al
Planning Graph. Al Planning Graph algorithm [3] has
recently emerged as the fastest planner for solving classical
planning problem. Implicitly, it is represented as a 5-tuple
<P,P,,G,A,T > consisting of a set of propositions P, an
initial state Py, a goal state G and a set of actions 4 which
can be transformed from one proposition to another via a
transition function I". The result is defined as a sequence of
sets of actions denoted as {r;, r,...,1; } , Where,. < 4 .
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Formally, A Web Service, w, typically has two sets of
parameters: w, ={j,i,...,i,} and w _ ={o,,0,...,0,} for SOAP

request and response message respectively. The user’s
request is denoted as r with initial input data r;, and desired
output data r,,. A WSC problem is how to generate a chain
of Web Services satisfying the user’s request. The mapping
from a WSC problem to an Al Planning Graph is shown in
the first row of Table I. All the propositions in Al Planning
Graph are those input/output parameters of Web Services
denoted as pre(w) and eff{w) respectively. A set of advertised
Web Services, W, are mapped to an action set 4, with pre(w)
as the preconditions and eff{w) as the effects of each action
in Al Planning Graph. An initial input data 7;,, are mapped to
Py, while a goal state, r,,, are casted to G. T in Al Graph
Planning domain is defined as follows: new Web Services
can be selected as actions on the current level if all their
input data are satisfied by existing propositions. Current
propositions will be updated with the effects of those newly
added actions.

TABLE 1. AI PLANNING GRAPH MODEL
P Py G A r
pre(w) | ri Tout W | P =P Uleff(w),wed}
efftw) A, ={w | pre(w)e B, w e W}
Cpre(W) Criy Crou w B, =P v{C, 7 (W), w, € 4,}
Cor(W) Ay = (o, | subsumd(C,.,(w,), P,),w, € W}

B.  Semantics Enabled Matchmaking Algorithm

Matchmaking is the process of comparing the service
request against the available service advertisements by
calculating the semantic similarity and finding the most
appropriate one. Semantics refers to the ontology annotated
in the Web Services Description Language. Such semantics
will be employed to measure the semantic distance between
services with semantic similarity.

The adoption of Semantic Web to overcome the
limitations of the traditional service description, has gained
considerable attention in the recent years. Note that the
choice of the semantic annotation is irrelevant to the WSC
problem. In this paper we assume that all the services have
pre-annotated in MECE [4] which is fully compatible with
WSDL by defining a schema extension for semantic
annotation as illustrated in Fig.2. Each element of the WSDL
can be semantically annotated with pre-defined ontologies.
In addition, semantics for Quality of Service (QoS) which
indicates how a service is delivered, rather than what is
delivered can be also annotated to Web Services. The use of
functional semantics is not sufficient when the number of
functional similar services exists, hence such QoS semantics
should also be taken into account.

Non-Functonal

x

d Annotation

Figure 2.  Annotation of Web Services with MECE Standard.

62

After annotating, a Web Service can be redefined by
means of a semantic model: 1y =< C (W), C,; (W), QoS(w) >

pre
where C,,.(w),Cep(w) refer to a set of relevant concepts of wy,
and w,, respectively, QoS(w) denotes its non-functional
semantics. Those annotated semantics assist the system in
selecting the most appropriate services.

Regarding semantic similarity, several proposals for
measuring semantic similarity exist. All of these approaches
share one thing in common: four matching degrees in terms
of the concepts referred to the ontology are introduced [6]:

e Exact: if two concepts ¢,, ¢, are equivalent

e  Plugin: if a concept c; is super concept of ¢;

e  Subsume: If a concept ¢; is super concept of ¢,

e  Fail: others

Typically, to distinguish these four degrees, four
numerical values are assigned to each of them. One major
concern with such approach is that it does not consider the
semantic distances of the properties involved. To increase
the accuracy in assigning matching degree, semantic
distances should be taken into consideration. The work in [7]
and [8] present a so called “Matching Score” to calculate
similarity more precisely with semantic distances. Still, the
model lacks those non-functional semantics as we mentioned
above. Furthermore, these solutions are in terms of two
single concepts. When computing the similarity between two
services, sequences of concepts should be considered. To
solve these problems, we further generalize the semantic
similarity model from two single concepts to two sets of
concepts along with QoS semantics:

1+ g, Exact(P, P;)
1 1

—+——+————————— Plugin(P, P, 1
2 2*(ma‘)}§‘(Hcm’cn ugin(P, /) ()

)+4q)
. n=>IP,|
sim(F,, P;) = |

2 * (max(| ;
m—>|P)

,Subsume(P, P,)
Cos Cul) + )

n=>|P}|

e, Fail (P, P,)

In (1), |lcicj| denotes the semantic distance between two
single concepts defined in a domain ontology. The similarity
of two sets of concepts, sim(P; P;) ,depends on the maximum
value of the semantic distance between each elements in P;
and P;. It indicates that the smaller the distance is, the more
similar two sets of concepts are. Here, q denotes the QoS
semantic of each service. The value of q can be determined
through a human user study in the range of 0.0 to 1.0. It is
worth noting that the value of semantic similarity will be in
the range of 1.0 to 2.0 when it belongs to “Exact” match, in
range of (0.5, 1.0) if it falls into “Plugin” match and in range
of (0, 0.5) if it is classified as “Subsume” match.

Given the semantic and similarity model discussed
above, we have remodeled the Al Planning Graph presented
in the second row of Table I. The concepts of parameters of
Web Services and user’s request are now mapped to the
correspondent elements of Al Planning Graph model. T is
also updated with the annotated semantics. Depending on
similarity model in (1), we developed the matchmaking



algorithm in SECPlanner. To facilitate the bi-directional
expansion in semantic composition component, our
matchmaking algorithms presented in Fig.3 has been
classified into FMatch, a forward matching aiming at find
succeeding services and BMatch, a backward matching
targeting to find the preceding services. In FMatch, a
successor is added to the result set if and only if all its input
parameters are satisfied by the existing propositions.
Similarly, BMatch selects all proceeding services whose
output  parameters  “Plugin” current  propositions.
Furthermore, in both algorithms, the result sets are sorted in
descending order based on semantic similarity. In addition,
to enable the goal-oriented composition in the next step, in
BMatch, we grouped the services into a sequence of subsets
where a set of actions are selected to reach all the goals. To
better understand these two algorithms, an example is
presented in Table II. Given four web services, P, and G,
after forward matching only #; and W, are selected, since P,
satisfies all their input data BMatch returns {(W;Ww,); as
result. That means both W; and W, must be combined to
jointly satisfy G.

Algorithm 1 Forward Matchmaking: FMatch(P,W)
Inputs: a set of propositions, P
a set of available web services, W
Data: degree of matching, d
Output: a set of successor services, s
Begin
foreach web services w do
d = sim(pre(w),P);
if (subsume (pre(w), P) == true) then
add w to s according to d in descending order
end if
end for
returns

Algorithm 2 Backward Matchmaking: BMatch(P,W)
Inputs: a set of propositions, P
a set of available web services, W
Data: degree of matching, d
Output: a sequence of sets of preceding services, S
Begin
foreach web service w do
d = sim (eff(w),P)
if (plugin (eff(w), P) == true) then
add w to s according to d in descending order;
end if
end for
S <—group the services according to the P

return S
@ End ®

End

Figure 3. The Matchmaking Algorithm: (a): Forward Matchmaking
(b): Backward Matchmaking

TABLE II. AN EXAMPLE OF MATCHMAKING ALGORITHM
A Cpre(W) Coy(w) Py G
W, | {4B} {F} {4.B.,C} (XY}
W, | {4,C} {D,E} FMatch(PyW): BMatch(G,W):
W; | (DEH, | (XY} { WL W} (W, W)}
Wi | {4.E} {HZ}

C. Goal-Oriented Composition Algorithm

More recently, Al planning technologies are often been
used to facilitate the automatic composition. But most of
composition Al planning based algorithms have limitations.
Particularly, they do not scale well when the number of Web
Services increases and there is no guarantee that a solution
for a composition problem will be found even if there exists
one [9]. Al Planning Graph tries to address various
limitations in traditional Al planning by providing a unique
search space in a directed layered graph G={P,
A, PyA4;, ,P,}, where proposition nodes P followed by
layers of action nodes A are arranged in alternating levels.

Al Planning Graph algorithm operates in two main steps,
namely graph expansion and solution extraction. First, the
graph expands with forward chaining starting from the initial
state. Here, a new action node a, can be added in the level ¢,
if and only if its preconditions subsume at least one of the
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subsets of the proposition nodes in level ¢-1. Regarding the
expansion of proposition nodes, the newly generated set of
proposition nodes P, in the level ¢,is a union of P, and the
sets of effects of the actions in 4, ;. This process will repeat
until all goal states are reached. Then the extraction phase is
invoked with backward chaining for building a valid plan by
searching the action nodes level by level. If no plan is found
and the Planning Graph doesn’t level off, then it will resume
expanding to reach another promising propositional layer.
Although AI Planning Graph algorithm is capable of
finding soundness, completeness solutions, it still has some
limitations on the performance. Al Planning Graph can
easily fail if many actions available and only few are relevant
to the goals. The main reason for that is due to forward
chaining applied for the graph expansion. Forward chaining,
intending to provide complete solutions may lead to the low
performance. On the other hand, backward chaining reduces
the width of the graph by only considering goal directed
actions. But it makes the solution incomplete. Accordingly,
the trade-off between forward and backward chaining needs
to be addressed. Another problem is the high redundancy for
the plan extraction, since most of the action nodes already
checked in the graph expansion phase need to be examined
again for the plan extraction [10]. Therefore the efficient
approach to build the plan by reusing the knowledge
obtained from the generated graph remains also a challenge.
Concerning the problems above, we present the SECPlanner,
which enhances the Al Planning Graph by combing these
two steps with a bi-directional graph expansion algorithm.
Briefly, in our algorithm, depending on the starting point
of the expansion, we distinguish between the forward
expanded graph with forward planner and backward
expanded graph with backward planner. These two planners
will be invoked to generate the corresponding graph
alternately during the whole composition process. Instead of
invoking solution extraction step in traditional Al Planning
Graph, we build the chain represented as a scientific
workflow by conducting validation leveraging on the results
obtained from forward and backward expanded graphs.
Algorithm 3 in Fig.4 is the main composition algorithm
in SECPlanner. First, both action nodes in forward and
backward expanded graph are initialized by FMatch, a
forward matchmaking starting with P,, and BMatch, a
backward matchmaking starting with G respectively. Then
the bi-directional expansion begins from checking the first
set of BA and updating BP, their backward proposition
nodes, with {C,,(m).w e BA}- At the same time, the forward

proposition nodes FP, are also updated with the newly added
actions. Such expand will continue until BP subsumes FP. In
the case that FP,.; subsumes FP,_;, which indicates that the
forward expansion levels off, the expansion converts to the
backward chaining to find the sequence of expected actions
which are satisfied by current forward propositions as inputs.
If there is no action nodes found in BMatch, which turns out
that we choose the wrong expected backward action nodes.
The system will move to the next candidate set of BA. In this
way, the useless graph can be recognized as early as
possible. The system will save time on finding good graphs.



Algorithm AI Pl Graph Comp
Inputs: a set of initial propositions, Py
a set of goal propositions, G
a set of available web services, W
Data: sequences of a set of backward actions, B4
sets of forward actions, FA4
sets of backward propositions, BP
sets of forward propositions, FP
Output: a sequence of set of actions, FR
a sequence of set of actions, BR

tion: Composition (Py,G,W)

Begin

FA; = FMatch(Py,W); B4, = BMatch(G,W);

FP;=Py; BP,;=G;

n=1;m=1;

loop: foreach ba € BA,

BR.add(ba); FR.add(FA,,);
BE,, < {C,.(w),w; € ba} —{C,,, (w) N C,y (W), w; € ba}
FP,, «{C,; (W), w, € FA,} U FP,

if (subsume(BP, -, FP,.;) == true) then
break;
else if (FP reaches the fixed point) then
unable the forward expansion;
else
BA,.,=BMatch(BP,.);
if (!forward expansion unable) then
FAjy+2=FMatch(FP,);
end if
if (BA,.>==null) then
BP.clear(ba);
if (\BA,.last == ba) then
continue;
else if (BA,, !=null) then
goto loop (BA,.2)
else terminate;
end if
end if
else goto loop;
end for
return FR, BR
End

Figure 4. The Composition Algorithm

A simple composition example in Fig. 5 illustrates how
the composition algorithm works. First, the forward and
backward planner start with Py={4,B,C} and G ={Z,X,Y}
respectively. Two generated action sets: FA4;={w; ,w,} and
BA={(w3 ,w4),(Ws ,Ws)} obtained from FMatch and BMatch
become the starting points for the bi-directional graph
expansion. The graph expands starts from {w; w,}, since as
we discussed before, after ranking they are the most
anticipated actions to reach the goal due to their highest
semantic similarity. The backward graph then expands to the
second level by generating BP, with C,.(w;3) and C,,..(wy).
We notice that the dependency may occurs among the nodes
from backward expansion, since when building the backward
action set, we treat those action nodes as a whole to reach the
goal, without considering their internal relations. Hence, we
should avoid adding the new proposition nodes if they
subsume the effects of the other action nodes in the same set.
For instance, in this example, gc C, . yis not added to BP,

due to the reason that it can be obtained from C,y(w,). In the
next step, those visited actions {w; w,} are added into BR.
Similarity, the forward graph expands to its second level by
updating F'P;, which equals to Py, to F'P, with Cy(w);) and
Cep(wy). Afterwards, the independent actions w;, w, are
added to the result set of forward graph, FR. Considering that
BP, subsume FP,, the process terminates and outputs the
result: FR = {w; ,W,}, BR={(w; ,w4)}, which will be sent to
the plan generation component to build the final chain.
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Figure 5. An Example of SECPlanner Algorithm: (a): Forward Planner
(b): Backward Planner.

Different from the plan extraction in Al Planning Graph,
which is an additional effort to extract the plan from
generated planning graph, SECPlanner attempts to combine
action nodes obtained from the backward and forward
expansion to form a complete chain. Owing to the existence
of dependency among backward action nodes, dependency
check will be first conducted in validation. Those internal
dependency can be recognized by checking c,.(w) and
ce(w) of each action node in BA* . If c,.(w; subsumes

c.(wy), then it leads to a conclusion that w; depends on w;.
SCUFL [11], a workflow language supported by Taverna is
employed here to formalize such dependency using the data
flow concepts. Let us recall the example above, after
dependency check, we found w; depends on w,. Table III
shows the formalization of dependency, where w, w;
represent as source and sink respectively. In the end, two sets
of action nodes are integrated into a complete workflow
represented as SCUFL for reuse in the representation
component.

TABLE IIL AN EXAMPLE OF VALIDATION
Actions Representation
w,—» W, <s:link source="w4" sink="w3:H" />

D. Test-Cases-

The test sets used to evaluate SECPlanner was obtained
from [12]. Each Web Service is annotated with pre-defined
ontology along with QoS semantics in MECE format. The
QoS of a Web Service is expressed by its response time and
throughput. It turns out that the Web Services with short
response time and high throughput should have high
privilege for composition. Accordingly, in this case we

throughput

defined ¢ = , where ¢ is the parameter

response *1000

for QoS in (1). Fig.6(a) presents the interface we developed
for SECPlanner, where all required files are specified.
SECPlanner tried to find the optimal chain between initial
states and the expected goal via the Al Planning Graph based
bi-directional expansion algorithm. The solution represented
as a SCUFL (Simple Conceptual Unified Flow Language)
scientific workflow can be reused and visualized in Taverna
as shown in Fig.6(b).



Compose | Discover

Browse...

Browse...

Browse...

Browse...

(2)

Figure 6. SECPlanner Evaluation: (a): Interface (b):Composition result
created by Tavena.

III.

Other efforts for Web Services Composition fall into two
categories: manual and automatic composition. For the
manual approach, some workflow systems, such as Taverna,
Kepler facilitate the composition in cooperation with domain
experts [13]. Such labor-intensive and error-prone task is not
appropriate for the large-scale cases.

Hence, more recently there has been an increasing
interest on automatic composition. Most of them are based
on Al Planning technologies [10]. OWLS-XPlan [14], which
allows for fast and flexible composition of OWL-S services
in the semantic Web belongs to this class. Here, Services
annotated with OWL-S are first converted to PDDXML, a
PDDL based plan description language, and then a Fast
Forward planner (FF planner) based algorithm is invoked to
generate the plan. Such algorithm relies on forward search in
the state space, guided by a heuristic that estimates goal
distances. How to efficiently define the heuristic function is
the main problem using this algorithm. The composition
approach presented in [10] utilizes Al Planning Graph. The
graph expands forwardly until goal states are reachable. The
plan is generated by removing the redundant Web Services
in each step. Although this approach opens a new path for
the Web Services composition, the semantic matchmaking is
not supported and the redundancy problem needs to be
solved.

RELATED WORK

IV. CONCLUSION AND FUTURE WORK

This paper presents a semantics-enabled composition
framework called SECPlanner. Considering that Al Planning
Graph can be constructed in polynomial time, we adopt this
idea in our system to provide an efficient composition
algorithm. The strength of this approach is that SECPlanner
extends the pure Al Planning Graph to support semantic
matchmaking. The matched services are determined not by
the string equivalence of parameter names in WSDL, but
through a degree of match obtained from a pre-defined
similarity model. Moreover, those matched services are
ranked according to their functional and non-functional
similarity, which facilitates the efficient discovery of more
relevant services for composition. Furthermore, in pure Al
Planning Algorithm, the extraction plan was invoked until
the graph expansion step finished. Unlike these two
separated time-consuming processes, SECPlanner provides a
bi-directional expansion algorithm which makes the process
goal directed. All matched actions in both forward and
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backward expansion are recorded and then represented as a
scientific workflow for reuse.

The further development can focus on understanding
different semantic specifications. Currently, only MECE are
supported. Later on we will test and evaluate our system over
SAWSDL-TC and OWLS-TC which consist of more than
900 SAWSDL and OWL-S services from different
application domains. Besides, the future improvement can
also focus on the ranking mechanism. Some other factors,
such as the number of input/output of a web service should
also be taken into account. Another concern is the validation
part. A more efficient way to solve dependency and
redundancy are required. Now validation is an additional
step to process all matched actions in each level. The
possible solution is to embed the validation work into each
expansion level.
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Abstract—For the propagation acoustic wave in
inhomogeneous, we need to study Helmholtz equation, one of
the difficulty is to cope with the big angular problem in the
research of the propagation acoustic wave, so it is necessary
to study the numerical method of isospectral problem. An
numerical experiment of Newton iteration on Lie group of
isospectral is introduced in this paper.

Keywords- Lie group, isospectral flow, Newton iteration

I.  INTRODUCTION (HEADING 1)

All The study of the propagation acoustic wave in
inhomogeneous is important in many areas. One of its usage
is the propagation in Crust to help us to research the
geology structure, the other one is the propagation
ocean, we can study the situation of object in ocean. In the
research of the propagation acoustic wave, we need to
study Helmholtz equation

¢ZZ +¢rr +n2(z9 r)¢ = O’

where, ¢ is the amplitude acoustic wave, z is depth, r

is its scope, (n, r) is the reflect rate. From Helmholtz
equation we can know

0
i—=H¢,
oa ¢
_l'_

Where H =—n’(n,r)—p>,p= .
0z

It is well know that it is difficulty to cope with the big
angular problem in the research of the propagation acoustic
wave, so the people has to solve the problem by the
spectral of the correspondence matrix. In the numerical study
of the equation above, 1 it is necessary to study the numerical
method of isospectral problem.

1L

Wherever Isopectral flow is a kind of flow that
keeps their spectral invariable. In the finite dimensional
problem, it means that the eigenvalues of the matrix of the
flow keeps invariable. We can get the eigenvalues of a
given matrix by numeric method according to the
isopectral flow, and we can also get a special matrix if we
know the eigenvalues and structure of the matrix we want to
know.

Isopectral flows are characterized by the matrix
differential equation

L=[B,L],L(0)=L,

ISOSPECTRAL FLOWS

(1.1)
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Where L, Be R**  and L, is a given d xd initial

matrix. The matrix function B = B(¢,L) depend on L and
possibly, on the time t, the square brackets denote the
commutator Lie bracket on matrices, [B,L]= BL — LB.

Each flow is characterized by the matrix B, which is
usually skew-symmetric, while L is generally symmetric. If
L
the matrix L respectively, when then we have the Toda flow,
associated with the Toda lattice equations governing the
motion of the particles on a one-dimensional lattice under
exponential  nearest  neighbor interaction. = When

B(L)=L —L,_, fisan analytic function of the spectrum

of L, then we have the QR flow. When B(L)=[N,L] for

a fixed matrix N, then we have the double bracket flow, and
SO on.

and L, denotethe lower and upper triangular part of

It is well known that the solution of the equation
(1.0) is isopectral flow, namely, the spectrum of the integral
L(t) of the equation (1.0) does not change with the time. the
d eigenvalues of L are related to the d conserved integrals
that has been discovered for the Toda lattice equations. The
integrals are in the involution, therefore the Toda lattice
equations, and consequently the other isospectral flows, are
integrable systems.

1.
The Consider differential equation

V=g)

The implicit Euler method of this equation is

k+1 :yk +hg(yk+l).

Y
differential equation on a Lie matrix G with

NEWTON ITERATION ON LIE GROUPS

The
corresponding Lie algebra g is
y=y-80),
in which
yeGc GL(n,R),g:G— gc gl(n,R).
The Crouch-Grossman and Munthe-Kaas versions of the
implicit Euler method would be

(k+1) _ (k) (k+1)
Y=y explhg (V).
For general g it is not possible to solve this equation
explicitly. Instead we try to compute a sequence
(y’gk)“l))nZO that converges to the solution of of the

equation (1.1) in some sense. An obvious choice for such a
sequence is the one generated by the fixed point iteration

D =y exp(hg(y*"),n=0,1---  (12)
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computer
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In the classical version of the implicit Euler method, a
fixed point iteration of the above type is frequently not
feasible, usually, some version of the Newton iteration is
preferred. The generalization of Newton’s method to the
equation (1.1) can be obtained by observing that for y

y(k), the

y=y" exp(()), with v(y)e g, thus we need to
solve the equation

f(»)=0,

where

f:G—>g,

y = v(y)—hg(y).
We solve the problem of the form f()) =0, where f
is a map from a Lie Group to its corresponding algebra.
The differential of f at a point y € G is a map

fyl :TG|,— g defined as

LA = % o S(rmexp(iZ, ((A,)  (1L4)

For any A € TG |, tangent vector to the manifold G

“near” we  have representation

(1.3)

at y. The image by fy of atangent vector Ay is obtained

by first identify A~ with a element ve g via left
multiplication. The exponential mapping transforms the
scaled v by t to element z of the group. Then ﬂ (A(»))

is obtained as
1.4 =1im

The differential f) can be expressed via a function

f0:=/0) s

df, g — g given by
df,v = (fOLy)' = fy Oly'
Therefore
' ' d
df, (u)= f,(Lu)= 7 o J(v-exp(tu)). (1.6)

Using formula (1.4), Newton’s method on the Lie

group G may proceed as follows: given y, € G, we first
determine the differential ﬂo according to (1.4), then find
A, €T G |y0 satisfying the equation
S @A)+ (v)==0,
and finally update y, by y, =, -eXp(L'y,1 (Ay)).
0

(1.7)

IV. PREPARE YOUR PAPER BEFORE STYLING

For matrix
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a1y b 0 - 0 ¢ 0 0 0
b d2 b - 0 0 ¢ 0 0
0 b d@3) - 0 0 0 ¢ 0
A S : : : 0
0 0 0 - dm 0 0 0 P
Yle o0 o 0 dm+)) 0 0 0
0 0 o 0 b dm+2) 0 - 0
0 0 ¢ 0 0 b dm+3) - 0
: : : 0 : : : : :
0 0 0 c c 0 0 -« d(n)

we compute its
iteration on Lie group,

where n=2m,b=-1,c=-1,

1<i <m+1,v(i) =1/(200%),d (i)v(i) + 4,

m+2 <i <n,v(i)/1/(600%),d(i) = v(i) + 4.
There are different ways to define the Lie algebra according
to matrix Y. if the matrix is defined as ¥~ —Y " , then rhe
correspondence flow is Toda flow, if defined as ¥, then
is LU flow, while ¥~ —Y° /2, corresponding to Cholesky
flow, and also double bracket flow B[Y]=[Y,P(Y)] .

Here we the Lie algebra generated by the matrix Y is
B=Y -Y",

In which Y ,Y" denote the lower and upper triangular

Characteristic value by Newton

part of matrix respectively. Then we calculate by explicit
and implicit Euler method on Lie group, the simple iteration
and Newton iteration was used in implicit method:

V.

In numerical experiment ,we find that the permitted
time step  will turn to very small if the scale of the
matrix becomes large. Since the time step is related to the
speed of the computation, how to use large ime step is
still a problem in Lie group method. Parallel computation is
a good choose to face this problem perhaps, so we are
planning to parallelize the computation in the future.

PROBLEM AND CHALLENGE
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Abstract—A new method based on best achievable
flexibility change is presented in this study for
structural damage localization. The algorithm
makes use of an existing finite element model of
the “healthy” structure and a subset of
experimentally measured modal parameters of the
“damaged” structure. Central to the damage
localization approach is the computation of the
Euclidean distances between the measured
flexibility change and the best achievable
flexibility changes. The location of damage can be
identified by searching for a value that is
considerably smaller than others in these distances.
A numerical example of a spring-mass system is
used to demonstrate the efficiency of the method.
The illustrative example shows the good efficiency
and stability of the numerical model on the
localization of structural damage. It has been
shown that the presented methodology may be a
promising tool to be used by research groups
working on experimental damage localization.

[flexibility

Keywords- damage localization;

change; best achievable

I.  INTRODUCTION

The basic idea of vibration-based damage
identification is that changes in geometry and
physical properties of structures will cause
changes in structural modal properties, mainly
changes in the natural frequencies (or the square
root of eigenvalues) and the mode shapes (i.e.,
the eigenvectors). A significant amount of
research has been conducted on structural
damage assessment in recent years [1-10]. In
this paper, using the concept of best achievable
flexibility change, a new method is developed to
determine the location of structural damage. As
will be shown in section 2, the key point of the
damage location algorithm lies in the
formulation of the best achievable flexibility
change. The damage is located by calculating
the Euclidean distances between the flexibility
change obtained by the measured modes and the
best achievable flexibility changes. The
developed theory is validated in section 3 with a
numerical example. The results obtained show
that the location of local damage can be
successfully identified by the proposed method.
In the following theoretical development, it is
assumed that structural damages only reduce the

978-0-7695-4110-5/10 $26.00 © 2010 IEEE
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system stiffness matrix and structural refined
FEM has been developed before damage
occurrence.

II. DAMAGE LOCALIZATION USING THE
BEST ACHIEVABLE FLEXIBILITY
CHANGE

Assuming For the intact and the damaged
structures, the global stiffness and flexibility
matrices will satisfy the following relationship:

F,-K,=F,-K, =1 (1)

where [ and K, are the nXn flexibility

and stiffness matrices of the undamaged

structure, F, and K, are the nXn

matrices of the damaged structure, I is the
nXn identity matrix. As is well known,
damage reduces the stiffness and increases the
flexibility of structures. Let AF and AK be
the exact perturbation matrices that reflect the
nature of the structural damage. Then the
undamaged model matrices and the damaged

model matrices are related as follows:
F,=F +AF )
K,=K,—AK 3)

In practice, the exact AF cannot be
obtained due to the limitation of the modal
survey. But AF can be approximated by the

first few low-frequency modes as [3,4,6,9]

1 21
AF =3 ——0,0 = 0,0, @
ﬂ’d Jj=1 ﬂ’uj

J=l 7Mdj
where m is the number of measured modes in
modal survey, /1uj(¢uj) and A4, (@) are the

eigenparameters of the undamaged and damaged
structures, respectively. The modes of the
damaged structure can be obtained by a modal
survey on it, and the modal data of the
undamaged structure can be obtained by solving
a generalized eigenvalue problem of the
undamaged FEM or through a modal test on the

intact structure. Substituting equations (2) and (3)
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into (1) yields

AF-K,=F AK 5)
Rewriting equation (5) yields
AF =F AKF, (6)

When damage has occurred in the structure, the

stiffness matrix perturbation AK can be

expressed as a sum of each elemental stiffness
matrix multiplied by a damage coefficient, that is

N
AK =K, (0<a,<1) (7)
i=1
where K ; is the i th elemental stiffness matrix,
o, is its damage parameter, /N is the total
number of elements. The value of ¢, is 0 if the
i th element is undamaged and ¢; is 1 or less

than 1 is

completely or partially damaged. Substituting

if the corresponding element
equation (7) into (6), one has

AF = iaiFuK,.Fd

i=1

®)

According to equation (8), the changes in the
flexibility could be caused by damage at a single
member or at multiple members. Assume, for the
time being, that the damage is caused by a single
member. Without loss of generality, assume that

only the 7th element is damaged (&, #0),
then equation (8) reduces to

AF =o,F K,F, )
Let the j th column of AF and F, be
represented by Af; and f, ., respectively.
AF =[Af;+Af A,

F, =[fd|---fdj---fd”]. From equation (9),

we have

That s, and

Af, =aF K f;.(j=1~n) (10
Let
E =FK, y;,=0.f; (1,(12)
Then equation (10) simplifies to
A, =Ey,;,(j=1~n) (13)
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The
important. Equation (13) is valid only if the

implication of equation (13) is very

vector Af ; is a linear combination of the
columns of E,. In other words, Af, must lie

in the subspace spanned by the columns of El. .
That is to say, if the ith element is damaged,

then the vector Afj will lie exactly in the
subspace spanned by the columns of E,. If not,
A ; would not lie in the subspace spanned by

the columns of El.. According to the matrix

theory, we can use the concept of the best
achievable vector to evaluate whether or not

Afj lies in the subspace spanned by the
columns of El.. The best achievable vector of

Afj can be computed by
A =E(E) Af,,(j=1~n) (14)

where E; is the matrix FE, where the zero

columns have been removed to enhance

computational efficiency, and the superscript +
denotes the generalized inverse. For j=1~n,

equation (14) can be assembled as
AR* =F (B’ AF

AF" =[Af A - Ay ]

matrix AF;“ is defined as the best achievable

(15)

where The

flexibility change. If the damage is caused by the
i th element, then the matrices AF” and AF

will be identical. If not, the two matrices will be
different. We can use the Euclidean distance
between the two matrices to evaluate whether or

not AF equals AF . The distance between

the two matrices can be computed using the
Frobenious norm

d, =|AF - AF; (16)

F

where ”” , Tepresents the Frobenious norm. If

the perfect data are presented, the damaged

element will has zero distance (dl. =0) and all



others will have nonzero values. For a structure
that has N

localization vector, of length V', can be defined

structural members, a damage

as

(17)

where dmax is the largest value in all distances,

ie, d_, =max(d,---d ---d,) . For the

i

measured data with truncation and noise,

max
will be equal or close to zero if damage is
located in element i and all other coefficients
will be populated with nonzero entries. As a
result, the location of damage can be determined
by searching for a value that is considerably

smaller than others in the vector d .

III. NEUMERICAL EXAMPLE
To illustrate characteristics of the proposed
damage localization algorithm, a numerical

example is presented. The example is a
spring-mass system with 3 DOFs as shown in

Fig.1. Consider the nominal model of the system

to have the parameters k, =1(i=1~3) and

m,=1(j=1~3).
k, k k

2 3

Fig. 1
A single damage case is studied in the

Spring-mass system

example that element 1 is damaged with a
stiffness loss of 10%. Using the complete and

exact modes, the damage localization vector d
can be computed as

d=[0 0.7071 1] (18)

Examination of ¢ indicates that a single
damage occurred in the element 1 because of

A

= 0. It has been shown that the proposed
max

method can successfully determined the damage

location.

IV. CONCLUSIONS

71

A new method for structural damage
localization was developed in this study, which
is based on the best achievable concept. The best
achievable flexibility change is a projection of a
measured flexibility change onto the subspace
that is defined by the undamaged analytical
model. Damage location can be determined by
the Euclidean distance between the measured
flexibility change and the best achievable
flexibility change. A numerical example is used
to exercise this process in damage localization.
The result shows that the proposed method can
accurately determine the location of structural
damage. Future research on the technique should
be carried out to demonstrate the procedure
using experimentally measured data.
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Abstract—This paper researches on QoS (Quality of Service)
control problems for web servers. A Fuzzy Adaptive PI
Control system is proposed in this paper. Via a basic PI
controller, the system can dynamically adjust the ratio of
request-accepting time in a control period, in order to turn
down requests when the server is overloaded. Considering that
in a real Internet environment, the network and server load
are continually varying in an uncertain range, we use a fuzzy
control approach to tune the PI parameters adaptively. Details
of the fuzzy control approach are elaborated in this paper.
Simulation results demonstrate that in a stable server load
environment, the Fuzzy Adaptive PI Control system works as
well as the basic PI controller, but it acts much more stably
and rapidly dealing with fluctuating loads.

Keywords- Web Server; QoS; PI Controller; Fuzzy Adaptive

I INTRODUCTION

The Internet has become an important media for many
circles. As its applications grow day after day, the overload-
protection of web servers is becoming more and more
important. Especially for electronic commercial web site,
server collapse due to overload will cause serious economic
loss.

A common way of guaranteeing QoS of the web server is

improving the software applications in the server end-system.

In recent years, using control theoretical approach draws
more and more researchers’ attentions. Authors of [5]
proposed a performance guarantees method for web servers
based on control theory. Authors of [7] designed an adaptive
web server architecture to provide relative and absolute
connection delay guarantees for different services. In [2]
tomcat server was modeled as a linear time-invariant (LTI)
system, which was under control of a PI controller with fixed
parameters. While the server load in a real Internet is
changing now and then, we adapt fuzzy adaptive PI
parameters in the controller. The PI parameters are tuned
according to the error between the desired value and the
output value, e, and the variance rate of e, ec. The adaptively
tuned PI controller generates better stability and dynamic
procedure when the server load fluctuates wildly.

One important indicator of a web server’s QoS is the
reply time, which can be clear sensed by the Internet users.
The reply time is comprised of the response time in the
server part and the transfer time in the network part.
Guaranteeing the response time will make the reply time
controlled in an appropriate range effectively. In this paper,
we control the response time in the server part through the
combination of the admission control strategy in [2] and the
fuzzy adaptive approach. The admission control strategy
manages the amount of the requests that the server can

978-0-7695-4110-5/10 $26.00 © 2010 IEEE
DOI 10.1109/DCABES.2010.22

72

accept, by dynamically changing the request-accepting time
interval in a control period. Simulation results show that the
controlled tomcat can maintain rapid response to the clients
when the server is overloaded badly. And the fuzzy adaptive
PI controller responses more stably than the basic controller
with fixed parameters when server load fluctuates. Our
approach also applies to other QoS targets controls, such as
throughput and packet loss rate.

Section II introduces the admission control strategy using
a basic PI controller. Section III describes how a tomcat
server is modeled as a LTI system. Section IV presents the
fuzzy PI adaptive approach in detail. Section V shows the
simulation results. Section VI concludes the paper and
suggests avenues for future work.

IL.

In A typical feedback control system consists of 3 main
parts: the monitor, the controller and the actuator [1]. The
monitor samples the running information of the controlled
system; the controller decides the motion in the next period
according to the sampled data from the monitor; the actuator
is responsible for translating abstract controller output into
physical action taken by the controlled system.

In [2], a notion called ATR (Accept Time Ratio) is
proposed in the admission control strategy. The atr is defined
as follow:

ATR FEEDBACK CONTROL SYSTEM

atr= tadm/Tctrl

T.,;1s the control period of the feedback control system;
t.am 18 the request-accepting time in the control period. In the
period of T, t.um, new requests will be initiatively turned
down.

The atr control process detects the server’s performance
periodically. In the process, the controller computes the next
atr according to the error between the real output and the
desired value. Then the request-accepting time 4, , is
computed, during which the server will accept requests.
While in other period, new requests will be turned down. By
continually changing the value of atr, the server can prevent
overloading and maintain the actual load at its capacity, and
keep its performance near the desired value. The whole atr
feedback control system implementing admission control
strategy is described in Fig. 1.

III.

The base of analyzing and designing a controller is the
dynamic model expressed by the mathematical relationship
(usually differential equations and difference equations) of
the system’s input and output. We see the open loop server
as a black box, and use a SISO (single-input-single-output)

SERVER MODEL
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Figure 1. Architecture of atr feedback control system.

model to fit the web server. The input signal is atr, and the
output is response time. We use fourth-order pseudo random
binary sequences (M sequences) as the input signal.

A first-order LTI model can well describe the input-
output relationship of the open loop tomcat server. The
model is shown in (1):

Y(k)+aY(k-1)=bU(k-1) )
Z-transformation of (2) is :
-1
Gy=T@ _ b _ b o

U(z) z+a 1+az”
For discrete system, the PI control rules can be expressed
by (3):
u(k) = u(k —1)+ (k, +k,)e(k) —k ,e(k =1) (3)
e(k)=r(k)—y(k), is the error between the output
and the desired value.

From (3), we get the transfer function of the PI controller:

U(z) (k, +k)z—k, @
E(2) z—1

While selecting PI parameters k,, k; the poles of the
transfer function of the closed loop system should be

managed in the unit circle of Z-domain, thus ensure the
stability of the closed loop system.

C(z) =

IV. Fuzzy ADAPTIVE PI CONTROL

In a PI controller, the scale coefficient &, can accelerate
the system’s response, greater k, generate more rapid system
response. The integral coefficient k; is to eliminate steady-
state error. However, too much great value of either &, or k;
will make the system unstable. According to the error
between the desired value and the output value, e, and the
variance rate of e, ec, fuzzy adaptive control process
dynamically adjusts the PI parameters k, and £;, to make the
controlled system response more rapidly and stably.

Using the models established in section III, the fuzzy
adaptive PI control system can be described as follow:

73

> Fuzzy control

e,ec Ak ,, Ak,
A4
Reference (k +k)z—k
_® > p M P
e z—1
Output b
z+a |

Figure 2. Fuzzy adaptive control system

Universe of fuzzy sets of e, ec, Ak , and Ak; are set to

{-6, -4, 2 0, 2, 4, 6}, the fuzzy subsets are
{NB,NM,NS,ZO,PS,PM,PB}, which stands for “negative

big”, “negative medium”, “negative small”, “zero”, “positive

EEINT3

small”, “positive medium”, “positive big”. All of e, ec, Ak »

and Ak, apply to the following fuzzy membership function

described in Table I.
On the basis of the effect of e and ec and their

relationships, we conclude the fuzzy rules of Ak, and Ak,
shown in Table II and Table III.

TABLE L FUzzY MEMBERSHIP FUNCTION
-6 -4 -2 0 2 4 6
NB 1.0 | 0.6 | 0.2 0 0 0 0
NM | 0.6 1.0 0.6 0.2 0 0 0
NS 0.2 0.6 1.0 0.6 0.2 0 0
Z0 0 0.2 0.6 1.0 0.6 0.2 0
PS 0 0 02 | 0.6 1.0 | 0.6 | 0.2
PM 0 0 0 0.2 0.6 1.0 0.6
PB 0 0 0 0 0.2 0.6 1.0
TABLEIL  Fuzzyrutesor Ak,
ec | NB | NM | NS Z0 PS PM | PB
e
NB | PB PB PM | PM PS 70 Z0
NM | PB PB PM PS PS 70 NS
NS | PM | PM | PM PS 70 NS NS
70 PM | PM PS 70 NS NM | NM
PS PS PS Z0 NS NS | NM | NM
PM PS 70 NS NM | NM | NM | NB
PB | ZO | ZO | NM | NM | NM | NB | NB




TABLEIL  Fuzzyrutesor AK,

ec | NB | NM | NS Z0 PS PM | PB
e
NB | NB| NB|NM|NM | NS | ZO | ZO
NM | NB | NB | NM | NS NS | ZO | ZO
NS | NB | NM | NS NS | ZO PS PS
Z0 | NM | NM | NS Z0 PS PM | PM
PS | NM | NS Z0 PS PS PM | PB
PM | ZO | ZO PS PS PM | PB PB
PB | ZO | ZO PS PM | PM | PB PB

When the (n-1)th control period ends, e and ec are input
into the fuzzy control module. The fuzzy module outputs

Ak, and Ak; using the fuzzy rules. Ak, and Ak, are

then passed to the PI controller, and the new PI parameters in
the next control period will be:

k, (=, (n-1)+ Ak,
ki (n): k,' (n-1)+ Akl

V. SIMULATION EXPERIMENTS AND RESULTS

One PC takes the role of the server and two other PCs
perform as clients. The three PCs’ platform are all Petium3,
512MB RAM, with the operation system of Ubuntu 8.10.
We use tomcat 6.0 [6] as the web server, and httperf [4, 5]
generating network loads in the client PCs. The size of
request uri is 186KB. Timeout is set to 5 seconds, which
means if a request does not get a response in 5 seconds,
httperf considers the request to have died.

In this paper, the controlled variable is the response time.
When we identify the model given in (2), the tomcat server
load is 62reqs/s, the input atr is M sequence, and the control
period (sampling period) is set to 5 seconds. The respt—atr
model we derive is:

respt(k)—0.0727respt(k —1) = 0.0195atr(k —1)

Designing of the PI controller is through roots loci
method. We choose the control parameters &, =3.4, k; =16.6.
In the process of fuzzy adaptive control, k, and &; are
changing periodically. We call the control process using
fixed parameters “Basic-PI-Control (BPIC)”, and the one
that uses vary-parameters is called “Fuzzy-Adaptive-PI-
Control (FAPIC)”. Three kinds of tomcat servers — the
original tomcat, the BPIC server and the FAPIC server are
tested separately during the simulation process. The response
time reference value is set to SOms.
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Figure 4. Response Time Comparison

Throughput (regs/s)
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Figure 5. Throughput Comparison

Fig. 3 shows the comparison of the error (requests
timeout and refused) percentage. Fig. 4 describes the average
response time. Fig. 5 depicts the throughput of the three
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tomcat servers. We can see that when the server load beyond
62reqs/s, both errors and average response time of the
original tomcat server grow dramatically, and the throughput
of the original tomcat server keeps declining. Meanwhile, the
BPIC server and the FAPIC server maintain rapid response
and very low percentage of errors. The error percentages are
controlled below 5%, the response times are kept at about
50ms (very close to the reference value), and the throughputs
are held near 60 reqs/s. The control results of FAPIC and
BPIC are nearly the same.

Fig. 7 shows the response time in a fluctuating server
load environment. The server load rate is given in Fig. 6. In
Fig. 7, the fluctuation range of BPIC is near 4.5ms, and the
one of FAPIC is near 2.0ms, which is less than the half of the
former value. FAPIC gets markedly better effect. While
FAPIC works as well as BPIC in the environment of a stable
load rate (Fig. 4-6), it gets much better results facing
fluctuating loads (Fig. 7).

100

95

90

85

80

75

Request rate on server (regs/s)

70

65

60
0

Response time (ms)

Figure 7. Response Time on Fluctuating Server Load Rate
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In this paper, we proposed a Fuzzy Adaptive PI Control
(FAPIC) system to guarantee QoS in the web server. The PI
controller designed through system identification and
control theory approaches can adjust the request-accepting
time of the web server in a control period, so as to guarantee
the server’s performance when it is overloaded. We added a
fuzzy adaptive control strategy into the basic PI controller
(BPIC). The PI control parameters are dynamically tuned
through the fuzzy adaptive process. Simulation results show
that when dealing with constant server load rate, the effects
of FAPIC and BPIC are almost the same, while in a
fluctuating loads situation, FAPIC acts more stably and
rapidly.

We use a single control way in this paper, and the
request uris are all static. These can not appropriately
represent the real Internet environment, which is complex
and diversified. In future work, we will study on dynamic
loads and hybrid loads, combined with priority scheduling
and service differentiation polices, to perfect our control
systems. The fuzzy control method used in this paper is a
basic and simple one, intelligent algorithms can be used to
optimize the fuzzy control process.

CONCLUSIONS AND FUTURE WORK
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Abstract— A predictive model of water-quality, which based on
wavelet transform and support vector machine, is proposed. This
model uses wavelet transform to get water time sequence
variations in different scale, and optimizes three parameters of
Regression Support Vector Machine with improved Particle
Swarm Optimization algorithm, to improve the accuracy of
prediction model. This model is used to take one-step and two-
step prediction for the dissolved oxygen density, which got from
Wang Jiang Jing auto-monitoring station. the maximum MAPE
is 4.54% in 10 samples, and then we make a comparsion between
results of this model and the BP neural network. Results show
that this model is good performance, higher precision, simple
operation, and has better quality prediction at prediction effect
than the model based on BP neural network, it provides a valid
way for water-quality.

Keywords-component: prediction of water-quality; wavelet
analysis; Support Vector Machine; Particle Swarm Optimization;
Chaos; parameter optimization

L INTRODUCTION

Many auto-monitoring water-quality stations have been
established at the main stream of important section water,
which can automatically surveillance important water-quality
indexes online, however, due to the limitation of water quality
parameters’ online monitoring technique, it is difficult to
achieve water quality change trend of online prediction.
Water-quality prediction can be used to monitor and controll
pollution at the point and surface sources, Therefore adding
the water-quality indexes prediction system when establishing
auto-monitoring stations, it is of great significance for water
resources’ protection and the safty of water environment.

There many influence factors of water-quality, including
physical, chemical, biological, meteorology and human
activities, which is a variety of factors involved in complex
system, with many influnce variable in time and space [1]. It is
difficult for the existing water quality prediction model based
on mathematical theory to consider all of these factors, so the
quality prediction result is unsatisfactory[2], Artificial neural
network, which has better capability to handle Nonlinear
relation, is widely applied in water-quality prediction, but it

Unrecognized Copyright Information
DOI 10.1109/DCABES.2010.23

76

Peijun Chen

Graduate student of Detection Technology and
Automation
Zhejiang University of Technology
Hangzhou, China
peijun995@163.com

has shortcomings, such as local optimal, over-fitting and
generalization ability defects, which reduce application effect
of artificial neural network in water-quality prediction in
certain degree.

According to the structural risk minimization principle,
support vector machine (SVM),which based on statistical
learning theory, can effectively overcome the deficiency of
Neural Network. Recent years, water-quality prediction with
SVM has been studied, but they only used single SVM model,
and didn’t use appropriate methods to parameter selection.
This paper proposes a predictive model of water-quality based
on wavelet transform and support vector machine. Wavelet
transform can effectively extract useful information from the
water quality monitoring data, realize high-resolution local in
time and frequency domain, it can establish the model after
SVM regression parameters optimized by improved Particle
Swarm Optimization algorithm, which can handle complex
Nonlinear relation, have fast convergence rate, and better
generalization performance.

1L THEORETICAL ANALYSIS

A.  Theory of wavelet and water-quality prediction

The water-quality is influenced by lots of factors,
especially pollution from people, some indexes of monitoring
data are greatly variable at some moment. Wavelet analyses is
multi-scale analysis, which are suitable for detecting transient
variation mixed with normal signals. In references [3], the
aothor succeeded in predicting short variation trend about
content of Chl-a in west lake with wavelet and neural
network, furthermore, resolved the problem that neural
network has a poor performance on directly predicting original
data mixed with some fast variable data.

In actual analysis of water-quality sequence, discrete
wavelet transform is necessary. Common discrete wavelet
transform algorithm includs Mallat algorithm and a Trous
algorithm[4]. In Mallat algorithm, it requires sampling every
three samples after filtering, and doesn't meet time-shift
invariance. In a Trous algorithm, the wavelet should take
redundant transform, the decomposed sequence length is the
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same as the original sequence at each scale, which meets time-
shift invariance.
According to above merit about a Trous algorithm, it is
suitable for on-line prediction of water-quality, so we adopt it.
Suppose that time-sequence of water-quality index is

wlt),i=01,2,---n, ¢, (t) = W(t) we can get the Scaling

coefficient throught discrete low pass filter /1 :

+o0o
cjﬂ(t): Zh(k)cj(t+2]k)a j:O,l,"'l (1)
k=o
Where, / is maximum scale, according to a Trous wavelet
transform’s properity, the detailed coefficients in each scale

is dj , dj is signified by scale coefficients:

dj+1(t):Cj(t)_cj+l(t) 2

The set 1ad2""ad1>cl} is wavelet transform at

resolution / from original sequence x(t), W(t) is comprised

of detail coefficients d ; and scale coefficients ¢;, By testing,

the water-quality time sequence,which got by wavelet
transformation, has better stability than the original sequence.

B.  SVM for regression theory and water-quality prediction
The basic idea of SVM predicting water-quality is that

given a set of water-quality in the training sample set

{x.,» }:':1 , X,€R",y,€ R" , through a nonlinear

mapping ¢, the sample data X; from sample space is mapped

to high-dimensional feature space (Hibert Space), linear
regression, thus solving a water-quality optimal regression
function which includs a variety of affecting factors.

In optimum regression function, we use appropriate
kernel functions K (xl.,x)to replace dot ¢(xi)- ¢(x)in high
dimension space, then ) can achieve linear fitting after

nonlinear transform, while, complexity of calculation doesn't
increase, the optimal regression function is

f(x)z Z(ai_O{i*)K('xi_x)-i_b

ieSV

3)

Where, Q. 0(:‘ is Lagrange multiplier, b is the threshold of

regression, SV is the support vector. SVM model based water-
quality only depend on the support vector, furthermore,
different support vector samples have different contributions
to the prediction, the decrease of unsupport vectors have no
influence on modeling. Therefore, the model built up by SVM
through less samples which play decisive role in water-quality
change trend, avoids the affect of other redundant samples.
Kernel function is used including: polynomial kernel
function, RBF kernel function, Sigmoid kernel function, etc.
RBF kernel function can map samples to high-dimensional
space, so it is suitable for solving the complex nonlinear
relation between the input and output of water-quality
prediction. Sigmoid kernel function has the same performance
as RBF kernel function when acquiring some specific
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parameters, moreover, RBF kernel function has only one
parameters ¥, the formula is:

Ky, )= expt -}

C. SVM optimization of parameters

“

By testing, we found that RBF kernel parameter ¥,

penalty coefficient C and pipe coefficient € have a great
influence on the prediction accuracy of water-quality. To
avoid the blindness of artificial selecting parameter, we
effectively determine the three parameters through the
improved Particle Swarm Optimization (PSO) in this paper.

In PSO algorithm, at first, initializing a group of random
particles, each particle corresponds to a set of SVM

parameters {7, C, 8}, every particle can remember and follow

the current optimum particle according to equation (5), and
search the optimal solution in solution space.

V=0 °V+C1r1(p3£sr _p)+czr2(gBEST -p) )
p=ptpevy
Where, p is current particle's location which indicates the

current value of SVM parameters {7, C ,8}, Ppesr 1s local

optimal solution, g@,.c, is global optimal solution, v is speed

of particle, which decides the update direction and the size of
next generation.

At PSO algorithm’s early stage, the convergence is fast,
however, but it is easy to step into local minimum, this is
called early-maturing. To solve this problem, we take the
chaos search to the current searched global optimal solution,
and get chaotic sequence using chaotic map, search in the
neighborhood of the current global optimal solution, make the
particle jump out of the local maximum points, and find the
optimal solution quickly.

For the sequence generated by Logistic mapping is very
uneven, literature[5] proposes custom Sine Chaotic system,
the performance on chaos is better than Logistic mapping:

an:sin(%j -1<z, <1 z,#20 (6)

The initial value z, of iteration can not be 0, and z, can

not be taken as one of the infinite numbers of fixed points.
Otherwise, it is stable orbit, which can not produce chaos,

fixed points is the solution of equation: z = sin(% )

Considering the unbiasedness of k-fold cross validation
estimate [6], we select 5-fold cross validation error as fitness
of PSO optimal SVM regression parameters. Algorithm
specific steps algorithm are as follows:
® Stepl: Set population size, particle swarm iterations,

learning factor ¢, and ¢, , constraint factor ,B , inertia

weight @, particle maximum speed v__ ;

max ?



®  Step2: Initialize particle position p and velocity v

max ?
update the new position p and new velocity v for

each particle according to formula (5);

® Step3: Train SVM for each particle, calculate all
particles’ fitness, and update individual optimal solution
DPpisr and global optimal solution g p.-cr;

® Step4: Determine whether the particle steps into early-
maturing according to fitness, if it is true, then enter to
step5, otherwise, return to step?2;

®  Step5: Take chaos optimization to the three parameters
of global optimal solution, set chaos iterations:

® (a) To ggper , initialize randomly a group of
chaotic variables z, = {z', 2%, 2"} ;

® (b) Carrier z, to the range of values of particle

position as Zn , train SVM, calculate the fitness, if it is

optimal, then update g, = 2;7 ;

® (c) Update chaotic variable z , according to equation
(6);
® (d) Repeat step(b)(c), until chaos iterations.

®  Step6: If you meet largest iteration step, the PSO is over
otherwise, return to step2.

M. MODEL CONSTRUCTION

Prediction model for water-quality based on wavelet
analysis and optimization of the parameters of SVM, which
diagram is show in Fig 1.

|Tirne-sequence of actual water—quality|

v

|Wavelet decomposition and single reconstruction|

v v v v

di d; EEEEEEESR dl ¢

v v v v

| Phase-space reconstruction |

v v v v

| Parameter optimized SVM |

v I

d, d;

snnnnnnn | d C/‘

| | e |
-

-
Y
| Prediction value |

Figl Diagram of water-quality prediction model
based on wavelet and SVM

There are several steps of constructing model;

® Stepl: Analysis the data from auto-monitoring station
firstly, get the main influnce factors about water-quality,
take weekly average concentration of main factors as a
time-sequence prediction w(¢),t =0,1,---n ;

® Step2: According to Formula(l) and Formula(2),
the w(t) takes wavelet transform, get final first-grade

scaling  coefficient ¢, and detail coefficients

d,,d,, d, from different scales, acquire approximate

component and each detailed component through single

reconstructing, get the training samples and tested

samples through phase-space reconstructing according to

Formula(7);
®  Step3: Partly training the SVM through training samples,

get the SVM optimal parameter using improved PSO

optimization, construct the SVM model for prediction
with approximate component and each detailed
component.

Predicting tested sample with this model, then combining
the approximate component with each detailed component,
getting the prediction value from final time-sequence data of
water-quality.

Take phase-space reconstruction for the water-quality data
that contains information about trendency at time-dimension
in article, convert one-dimensional time-sequence to the form
of Matrix, in order to greatly excavate amount of relevant
information. The Matrix as follow:

X W W, W,
s o
Xoem Win Wamn 7 Waa 7
i ]
Y= y'Z — m+2
yn—m M}’l

m is embed-dimension, that is, the next water-quality value
is predicted from m continuous water-quality data. So #n data
in original sequence becomes 7 -dimension sample, take the
front 7 data as training model sample, then there are r —m
training sample, at last, let’s make mapping f :R" — R,
and we get:
yz:f(xt):f(w:w,pw,mﬂ)a t=1,2,r (8)
X, is the input of training sample , and Y, is the output both at
time of 7.
Set the range of parameter optimization, see the table 1,
train the SVM which contains both approximate signal and
every detailed signal, finally, get SVM optimal parameter

through improved PSO.
Table 1 The range of parameter optimization



particle | iteration range 7 | range C range £
number | number
20 15 [0.01, 1] [1,000] | [0.001,0.1]

The training sample chooses optimal parameter to train
and gets optimal regression function:
3= 2@ =K, x)+b, 1=12-r ©)
SV

When the input of tested sample is

X

r—m+l = {W

r—m+1? Wr—m+2 PR Wr} 2
make the function which made up of one-step prediction for
each signal component, the function is

W =2 (@ —a)K(x,x,,.)+b (10)
ieSV
When the value of one-step prediction becomes the last-
dimensional, then predicts next value, the value is
A A
Xr-m+2 = {W e, Wr+]} .

r—m+22 Wr—m+3 ’

that is two-step prediction:

Wi = (0= 0 )K(X,, X1 ns2) +b (11
€SV
The SVM predictive model in this paper is established
through LIBSVM library files, optimum algorithm based on
the minimum sequence algorithm, parameter optimization by
improved PSO algorithm. The program runs on micro-
computer configured with Centrino 1.6Ghz CPU, Memory
512, use Visual ¢ + + 6.0 operation platform for SVM training
and testing samples.
In order to evaluate the performance of the prediction,
the performance reference is the root mean square error RMSE
and average absolute percentage error MAPE:

RMSE = [~ (0,3 (12)

MAPE:li (13)

n-

Yi~ Vi
Vi

Also, Y, is the true value, y is the prediction of y;, the

smaller that the value of RMSE and MAPE, the more better
that the performance on prediction.

IV. APPLICATION MODEL

Shengze Town in Suzhou city is near by Wang jiang jing
Town in Jiaxing city, Maxi port river, total length is 13km and
width is 40-80m, the boundary river among two cities, is one
of the main channels which drainage to east in north Hangjia
lake. Shengze Town has a traditional textile dyeing and
printing industry, governments in the upstream take some
intermittent production measures to manage the factory that
the sewage is exceeding. However, the main layout about
textile printing and dyeing industry, along the river basin, has
changed and transformed a little for these years, water
pollution is the most serious problem. Therefore, the way of
cross-administrative regions to predict river water quality can
play a certain role in early warning forecast.

Analysis the water-quality data from WangJiangjin auto-
monitoring station, at the period of the 51 weeks in 2008 to the
former 30 weeks in 2009 in Jiaxing, Zhejiang Province. From
the data, it concludes that the main factor is the dissolved
oxygen. This article takes dissolved oxygen time-sequence as
an example. According to the step of constructing model in
selection3, take the concentration on dissolved oxygen from
81 weeks as the signal sequence W(t) for wavelet transform.

The value of sequence 7 =81. This article takes dbN as
wavelet function, N between 1-10, after many experiments, the
error of prediction is the least, taken three degree
decomposition through db6 wavelet basis. So, we take the db6

wavelet basis, get the scaling coefficient ¢; and each detailed
coefficient d,,d,,d; , components getting from signal

reconstructing every coefficient, show in Fig 2.

actual value of dissolved oxygen

90

Fig 2 each component about dissolved oxygen after signal
reconstructing by db6 three-degree decomposition original

Sequence W(?) changes into approximate component C,

and each detailed component d,,d,,d, each component has

81 data, set the embed-dimension m is 5, so each component

has sample number is #—m =76 . All the sample take a
method of normalization according to equation (14):

PR .. SN, SN (14)

X

max ~— Xmin

Take the ahead data, number is 7 =71 from each component,
consisting 5 samples which containing the data, number is
n—m=66, as the training set to train the SVM, then the last
10 samples can become the tested sample, according to (10),
make the one-step prediction,get the value of prediction

A

w ., 1=1,2,---10 about 4 components from last 10 weeks,
make up these to get the value of prediction, shows in table 2,
w is actual value, v is prediction value, the unit is mg /[,
week is the unit of Time.

Table 2 Result about the one-step predict about
dissolved oxygen



A A

Time w w Time w W
09-21 | 5.09 5.0054 09-26 2.87 3.0185
09-22 | 443 4.2979 09-27 2.88 | 29126
09-23 | 3.59 3.6372 09-28 3.07 | 3.0048
09-24 | 3.44 3.6847 09-29 3.18 3.4459
09-25 | 3.24 3.4267 09-30 3.04 3.2368

In order to enhance the correlatability about effect of
prediction, this paper also takes the BP neural network model
to predict the water-quality. With the same wavelet transform
and phase-space reconstruction, make the three-layer network
structure which is 5-11-1, and use the way of normalization
for training sample and tested sample according to
equation(14). Hidden layer neuron transfer function is S-
logarithmic function logsig, output layer neuron transfer
function is a linear transfer function, purelin, the goal of
fitness is MSE, 0.001, training step is 500, learning rate is 0.1,
the result of prediction from trained BP neural network is
showed in Fig3:
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—e— orginal data
— © - SVR prediction
—=— BPNN prediction |7

B
4
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cconcentration of dissolved oxygen (mg/)
»

25 26 27 28 29
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Fig 3 Comparison on one-step prediction about
dissolved oxygen concentration
The effect on prediction about the dissolved oxygen
between two model is showed in table 2
Table 2 comparison on one-step

rediction about dissolved oxygen

Error SVM prediction BPNN prediction
RMSE 0.161 0.283
MAPE 4.21% 7.51%

By comparison of two methods, when they take the one-
step prediction, the accuracy about prediction model based on
SVM is better than the model based on BP neural network, but
difference about effect is not obvious, then make another
comparison that taking the two-step prediction of dissolved
oxygen concentration according to (11).

Similarly, the 5-dimension sample which consists of
ahead data which number is 66, makes an training sample and
training set, the last 10 samples become the tested sample, take
the two-step prediction after repeat the training, then get the

value w ., »i=12,---9 of prediction during last 9 weeks

,the result shows in Fig4:
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—e— orginal data
45L — & -SVRprediction ||
o —4— BPNN prediction

concentration of dissloved oxygen (mg/l)

23 24 25 26 27 28 29

2009 (week)
Figd Comparison on one-step prediction about
dissolved oxygen concentration
From the Fig4, the effect of two-step SVM prediction is
better than BP neural network, the detailed error is showed in
the table 3.

30

Table 3 comparison on the effect of two-step
prediction about dissolved oxygen

Error SVM prediction BPNN prediction
RMSE 0.191 0.874
MAPE 4.54% 24.5%

When it takes two-step prediction, the model based on
SVM can hold the high level about prediction, but the model
based on BP neural network, the effect of two-step prediction
is bad, especially it exists great volatility at the week of
24,25,26. It can conclude that BP neural network has some
disadvantages that easily stepping into local optimization,
overfitting, and generalization ablilty is poor.

V.

Predictive model of water-quality which based on the
wavelet transform and the SVM is proposed in this paper. This
model uses wavelet transform to get water time sequence
variations in different scale, and optimizes three parameters of
Regression Support Vector Machine with improved Particle
Swarm Optimization algorithm, to improve the accuracy of
prediction model. It gets variable characteristics from water-
quality time-sequence at different scale through wavelet
transform, and realizes auto-optimization for parameter of
regression for SVM through improved PSO, and avoids local
optimization, over-fitting, improves the prediction accuracy
and strengthens generalization ability of the model. Testing
result shows that the proposed model have good robustness,
accuracy of prediction generalization ability and high quality,
It can makes a great role for warning and forecast water
pollution and destruction, cooperating with water-quality auto-
monitoring system.

CONCLUSION
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Abstract— Reducing server’s bandwidth pressure is one of the
key problems in the designing of peer-to-peer video-on-
demand system. In this paper, we analysis and model this
problem via using the “pseudo sequence scheduling”, which is
widely used by many peer-to-peer video-on-demand
systems[1]. We reveal the relations between the server
bandwidth consumption, the cache size and the join speed of
peers. This result shows its importance in the design of
coordination strategy between peers in the system.

Keywords-  peer-to-peer, video-on-demand, bandwidth-

consumption, data-caching

L INTRODUCTION

In the P2P VoD system, nodes watching the same
program are organized into a single tree [2], multi-tree [3] or
the mesh structure [4] overlay network. Nodes contribute a
certain amount of memory in order to cache streaming data,
and exchange data segments for each other to reduce
bandwidth consumption of the server. However, most of the
research[2-5] only describe how to build a distribution
network topology mostly from the perspective of a single
program in P2P VoD. When large amount nodes watch a
single program, the nodes in the program can store all of the
content of this program even multiple copies of the data, it
will effectively reduce server stress. Data that a node needs
can be satisfied by cooperating with other peers. However, in
the real system, the node distribution watching different
programs is not uniform, but closer to zipf [6] distribution.
The size of topological distribution network of different
program is very different from each other. This non-uniform
distribution nature causes the cache capacities among
different programs vary considerably. On one hand, the
majority of nodes gather in the hot programs which only
come up to a small portion of the entire numbers of
programs. As user number in these hot programs is very
large, data cache between the peers can satisfy even surplus
node’s data request; On the other hand, small number of
nodes scatter in the cold program; as the network of cold
programs are small, data cache in peers can only store part
of data on programs and can rarely satisfy the node's data
need.

978-0-7695-4110-5/10 $26.00 © 2010 IEEE
DOI 10.1109/DCABES.2010.24
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This paper analyzes the server bandwidth consumption in
the P2P VoD system which use "pseudo-sequence" data
scheduling, in order to obtain the relationship between server
bandwidth consumption and join speed of nodes and the
cache size. The relationship has important significance to the
design of peer cooperation strategy in P2P VoD system. By
further analysis we conclude that: peer collaboration is very
important in solving the problem of diversity workload of the
server between different programs. By using peers with
sufficient bandwidth in the hot program to help peers in cold
programs, the amount of data cache in cold program can be
enhanced. Therefore, the server load of the system can be
greatly reduced.

IL.

In P2Cast[7], the nodes joining the system in similar
time form a session. For each session, the data server and the
nodes in the session form an application layer multicast tree,
called the base tree. Server distributes stream by the base
tree. If the parent node does not cache the stream they need,
newly joined nodes download it from other nodes in the
session or directly from server. The stream is called patching
stream. The patching mode makes P2Cast serve more users
than traditional C / S mode.

Different to the cache and relay mode, dPAM[8] uses
prefetching strategy to download and store a clip in advance
before playing. It points out that in order to use nodes’ cache
more effectively, asynchronous application layer multicast
must prefetch, not only to cache the data played, but also the
data cache to play.

BitTorrent[9] is a typical file-sharing system, which uses
rarest first data scheduling strategy. In the system, file is cut
into blocks with fixed length. Nodes periodically send Buffer
Map to their partners to update their cache, and request their
needed blocks based on partners ‘Buffer Map in rarest first
mode.

CoolStreaming[10] uses a similar data-driven scheduling
strategy as BitTorrent. Nodes calculate potential supplier
number before scheduling. Algorithm will identify the
provider of segments from only one potential provider,
followed by two potential providers, and so forth. If a packet
has a number of potential providers, the provider, with the
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highest available bandwidth and the longest providing time,
will be selected.

BASSJ[11] attributes streaming media system to delay
restricted file sharing, and designs a hybrid systems
supporting file download and VoD. Nodes download
segments from server according to playing status (skipping
the segments have been downloaded or are being
downloaded according to BitTorrent protocol). Nodes also
download segments from other nodes, according to
BitTorrent protocol.

[12] analyzes UUSee[13] nearly 400G system operating
data in 7 months. It proposes a server bandwidth allocation
algorithm based on hot forecast of different program. The
algorithm forecasts the next phase of all programs’
popularity according to historical data and the current hot.
Then it takes the initiative to deploy service bandwidth, to
ensure different programs’ QoS by using server's uplink
bandwidth. However, the paper does not model and analyze
the bandwidth on the bandwidth consumption of the server.

In summary, these papers do not analyze server
bandwidth consumption problem of VoD, and neither
provide theoretical support for the solution for server
pressure on cold programs. This paper analyzes the P2P
VOD server bandwidth consumption problems using
"pseudo-sequence” data scheduling, give the theoretical
feasibility analysis for the nodes, which watch different
programs, collaborate to improve the system load capacity.

111

In this section, we will analyze the server bandwidth
consumption problem of P2P VoD system which use
"pseudo  sequence scheduling". "Pseudo sequence
scheduling” is widely used in P2P VoD systems. In the
scheduling strategy, nodes do not strictly schedule data
according to the order of data segments, neither randomly
schedule in the entire file, but random scheduling within a
sequence of a small moving data exchange window (called "
sliding window "), shown in Figure 1. Therefore, the "pseudo
sequence scheduling" strategy is also called random
scheduling in the sliding window.

SERVER BANDWIDTH CONSUMPTION MODEL

Server Data

peer & [[TZ[BLABI T8[9 T - [-T]
| \

Peer B ‘1M[?!S]Hw[n[u[m]n‘

Peer C T{2(314[5(6[T[8[9|w|unfe|s|u
————

Figure 1 "pseudo sequence scheduling"

A.  Assumptions

For better analysis, we studies VoD system model based
on the following assumptions:
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e The video stream is constant bit rate, its bit rate is R.
Set video total playback time T, so that the video
size RT;

e Video stream is devided into multiple data segments
with the same size B, . Each data segment is the

basic unit of data scheduling. The node can play,
relay or discard a segment only after it receives the
segments completely.

e There are no VCR operations in the system. Peer
play the video continuously after it starts to play.

e The size of sliding window is M, each node requests
data segments at the average video stream bit rate R.
Each node can learn nodes information watching the
same content, and give priority to ordinary nodes
when requests data.

B.  Problem model

In the above model, our goal is to calculate the uplink
bandwidth server actually provides. In the system, server
continues to respond to the data segments request from
common nodes. For any data fragment x , the server
bandwidth consumption can be calculated, as long as the
frequency of the fragment x’ request to the server could be
calculated. From this perspective, we assume that fragment
x is distributed to node P by the server at time 0. Set X is
the nodes’ request event for the fragment x, o the time
interval between two incidents occur. Set Z is the request
event of x to the server, r the interval between two
incidents. Therefore, {Z}c{X} , Ye{Z}/{X} represents that
the request event of x is assigned to an ordinary peer, not to
the server, so the server bandwidth consumption is zero
under this circumstances. Let E(z|x) represents the average
interval between server receives requests. Therefore, the
server bandwidth consumption can be expressed as:

RIB. p

B =2, E|x)

x=1

)

C. Server bandwidth consumption in a single program
First, we analyze the server bandwidth consumption in a
single program. From the "pseudo sequence scheduling" data
scheduling strategy we can see, the time interval expectation
between nodes cache and remove the fragment x is
w=M/R. In the interval (0,”], P can provide distribution
service of segment x for other peers. The transfer process
will continue until the request interval exceeds the presence
of intervals the segment in cache. Once interrupted, the node
must request to the server when it need segment x. Suppose
the node obey Poisson distribution [14] with parameters A in
joining the system, and the request to segments x is
uniformly random distributed. Therefore, {X} is consistent
with Poisson distribution with arrival rate 4 =A1B,/RT . So

the probability of w<7T is F,(t)=P{w<T}=1-¢" ; the

probability density of o is Af;(tM):%:ﬂbe”A
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Additionally, if w<w , expectation of o
w
[ AGE A R

B @10 = iy e

At the same time, when w>w , the expectation of wis

[WAGE 2
En)>w (wl X) = W = e_A\JV Iw te A dt .

Assuming p=P{w<W}, occurrence of » incidents can be

a continuous probability p, = p"(1- p)=e*(1-e"*)" . The time

interval expectation of » event is

t =nE,_, (0| x)+E, (@ x)=n A sze’“vdH j tedt (2)
n — How W - l—eiﬂ‘w 0 4”

So during the interval, nodes can get data from other

nodes when they need data, without any request to the server.

Assuming 7 is the interval between the occurrence of

two z events. The expectation represents the average time

interval server receives the segments request. Obviously, the

expectation of 7 is E(z|x)=)t,p, , the server bandwidth
n=0

consumption is:

RT/B,

_zme)

RT/B,

2
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Figure 2, the server bandwidth consumption graph

From (2) we can see that, Bw changes with 4 and W .

The change curve is shown in Figure 2. From Figure 2 we
can find that, BW increases when W increases. Even more
likely, the increasing rate of BWw decreases while  is still
increasing. This also fully validates the objective fact that in
GridCast [15], the load of the system decrease rapidly when
the buffer of peers increase, but the decreasing rate decrease
gradually as the buffer of peers continuously
increase[16].For further analysis we can find that, the nature
that the decreasing rate of 3w was decreased gradually with
the increase of w . This fact provides an effective way to
solute the “cold” and “hot” problem in P2P streaming
system: cooperation between nodes. The nodes in hot
program H contribute small pressure on server.

These nodes can contribute certain cache to help the
nodes in cold program L which contribute to much bigger
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pressure on the server. Obviously, increasing cache in £ will
reduce the server pressure, however, the total cache size in
H is decreased, this would cause the increase of the server
load. Therefore, the goal is collaboration between the nodes
in different programs reduces the overall server bandwidth
consumption. So set AB(H,) server bandwidth consumption

reduced by increasing the program's cache. Obviously, for
any i,j, if AB(H,)>AB(L;), then the cache between different

programs helps to reduce the server bandwidth consumption
and improve the system's overall service capability.

D. The overall server bandwidth consumption

In this section, we further analyze the overall server
bandwidth consumption. [6] points out that in VoD program,
users who request to media files obey a similar frequency
zipf distribution. Assuming programs arrange according to
their popularity in descending order, numbered 1,2,3, ..., then
the access frequency distribution:

C))

Y 1
PN

N o (1-
p i E i
i=1

In which, P is the i th relative access frequency program,

N is the total number of programs for the system, «is a
control parameter, called skew factor.

Assuming the total program number in the system is N,
the average rate is R, the average playing time is 7, the
average node sliding window size is M , the user joining into
the system's rate is 4, so the user rate joining the i th
program is:

A=AP 4

4 l-lfaz N l-f(lfa)
i=1

)

Therefore, the bandwidth consumption of the system
server is:

N ,Tﬂ (eA W -1
BW,, = Z A _ 1 (6)
BS
. . RT . . .
in which, 2, =y S & arrival rate of events in the

l]—az»\’ i0

i=1

i th program in which the nodes request to the fragment X ,
w, is the exception of time, between data segments are

requested with data segments are removed from the cache, in
the i th programs.

Equation (7) notes the overall Server bandwidth
consumption relationship, when there is no collaboration
between different programs. By further analyzing the
relationship between Bw,, and the system parameters, we

further deduced that:

O]



From the "pseudo sequence scheduling” strategy we can
deduce that:

N

XW:NMA

i=1

®)

According to equation (6) and (7), we use Lagrange

N N
multiplier method, let f(4,,W)=3" % +tu [Z W, - NM&) >
e i=l

i=1

Therefore,

af(ﬂ/xi’ W;) =R ]: (e—/l\,m _ %VV;E%M) — RiTe%\,Wii (1 _ ﬂ\,VVi) =0

a, ®)

With 4, =4B,/RT, the relationship between node cache

M, among collaboration programs with the rate of node

joining 4, is:

AM, = R’T/B,

)

W
o i

Figure 3 /4, , W, curve diagram

Therefore, we reach a very interesting conclusion: 4 ,
M, was relatively simple inverse relationship, and the

relationship relates with the video bit rate, video files’ total
length and scheduling fragment length. In order to minimize
overall system pressure of server load, we can adjust the size
of the cache node in different programs in the optimization
design. According to the size of 4, node collaboration can

balance self-sufficiency ability of different programs. It can
reduce the bandwidth pressure on server and increase the
load capacity of the system.

IV. EVALUATION ANALYSIS

In order to verify server bandwidth consumption model,
we perform a single program of simulation on NS2[17]
which uses pseudo sequence scheduling. In the simulation,
the bandwidth of the server is set to 300Mbps, the video
length is 3600s, the stream rate is 300kbps, the size of each
data segment is 1KB, the average delay between nodes is
60ms. There are 1000 nodes joins the system in accordance
with the Poisson process in which A=1, 10~90 respectively.
The server bandwidth consumptions are shown in Figure. 4.
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Figure 4 The bandwidth consumption of the server

From Figure 4 we can find that, the increasing rate of
server bandwidth increase rapidly while the join rate of
nodes increase, because of the great data demand brought by
number of nodes joining the system. When the joining rate
reaches to a certain rate, the server bandwidth consumption
began to fall down because of the total cache brought by all
of the joined nodes.

V.

This paper analyzes and model "pseudo sequence
scheduling" in P2P VoD system, and based on the model, we
study the inverse relationship of server bandwidth
consumption between nodes’ joining speed and cache size.
The conclusion has important significance to the design of
the nodes cooperation strategy of P2P VoD system, and
provides a theoretical support for improving the system load
capacity of this method by peer collaboration between
different programs.

SUMMARY
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Abstract—Fuzzy Fisher Criterion(FFC) based clustering
method uses the fuzzy Fisher’s linear discriminant(FLD) as
its clustering objective function and is more robust to noises
and outliers than fuzzy c-means clustering(FCM). But FFC
can only be used in linear separable dataset. In this paper, a
novel fuzzy clustering algorithm, called Kernelized Fuzzy
Fisher Criterion(KFFC) based clustering algorithm, is
proposed. With kernel methods KFFC can perform clustering
in Kkernel feature space while FFC makes clustering in
Euclidean space. The experimental results show that the

proposed algorithm can deal with the linear non-separable

problem better than FFC.

Keywords-fuzzy Fisher criterion; kernel methods; fuzzy

clustering

L INTRODUCTION

Fisher’s linear discriminant(FLD) analysis is a very
useful technique for supervised pattern analysis[1]. Based on
fuzzy theory, Kwak et al.[2] proposed a fuzzy Fisher
classifier for face recognition. In order to deal with nonlinear
separable problem, Mika et al.[3] presented Fisher
discriminant analysis with kernels. Xiaohong Wu et al.[4]
studied fuzzy Fisher discriminant algorithm with kernel
methods. All these methods can only be used in supervised
pattern.

Aimed at unsupervised pattern, Suqun Cao et al.[5]
presented a novel fuzzy Fisher criterion(FFC) based
clustering method. It directly uses the fuzzy FLD as its
clustering objective function and is more robust to noises
and outliers than fuzzy c-means clustering(FCM). But FFC

can only be used in linear separable dataset. This shortage
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DOI 10.1109/DCABES.2010.25

87

Liu-Yang Wang, Quan-Yin Zhu
Faculty of Computer Engineering
Huaiyin Institute of Technology
Huai’ai 223003, China
E-mail: zqy@hyit.edu.cn

limits its application. In this paper, we extend FFC to a

nonlinear model, called Kernelized Fuzzy Fisher
Criterion(KFFC) based clustering algorithm, to solve the
linear non-separable problem. With kernel methods KFFC
performs clustering in kernel feature space while FFC makes
clustering in Euclidean space.

The rest of this paper is organized as follows. Section 2
introduces fuzzy Fisher criterion based clustering algorithm.
Section 3 presents kernelized fuzzy Fisher criterion based
clustering algorithm. Some tests are performed in later

section.

II. Fuzzy FISHER CRITERION BASED CLUSTERING

ALGORITHM

Suppose that the membership function u; € [0,1] with
2“;/ =1 for all j and the fuzzy index m>1 is a given
=1
real value, where u, denotes the degree of the jth
d-dimensional pattern belonging to the ith class, we can
define the following fuzzy within-class scatter matrix S ;, :

c N
wa = Zzu;n(x, _mi)(xj _mi)T

i=1 j=I

Q)

and the following fuzzy between-class scatter matrix S,

c

Sy =22 ul (m, —x)(m,—%)"

i=l j=I

2

Thus, we can define a novel fuzzy Fisher criterion as

follows:

@) CO‘ pute
1(!) I
& SOCIety



J :a)TS_fba) 3)
FFC C()TS‘/»WC()

By Maximizing J,,., several formulas as follows are

C

obtained[5].
S0 =415, 4)
where A is taken as the largest eigenvalue.
c m 1 -
Z ug (x; — 1 X)
m; = /=1N—1 5
-
2=
u, =F,/F, ©)
where

E = (a)T('xj _mi)('xj _m’_)Ta)_
Lo (m, —X)(m, —%)" @) "

A

F, = (0 (x; —m)(x, —m,) @—
k=1
1

%dwfawfﬂ%fﬁ

When Eq.(6) is used, as stated in the above, uy; should

satisfy u; € [0,1], hence, in order to satisfy this constraint,

we let

u; =1 and u, =0 forall i"#i,if

o (x; =m;)(x; —m, ) @
(M
< %a)r (m, —X)(m, —-%)" @
Fuzzy Fisher Criterion(FFC) based clustering algorithm
can be derived.
Algorithm FFC

Step 1. Give the number of iterations and the number of

classes c. Use K-means to initialize U =[g;]. »

m=(m,,m,,...,m.);
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Sw2> = b

Step 2. Compute

using Eq.(1), Eq.(2)

respectively;
Step 3. Compute the largest eigenvalue A and the
corresponding @ using Eq.(4);

Step 4. Update 71, and My using Eq.(5), Eq.(6) and

Eq.(7) respectively;
Step 5. If the number of iterations is equal to the given

value, Compute J,.. using Eq.(3), output the clustering

results and terminate, otherwise back to Step 2.

III. KERNELIZED FUzzy FISHER CRITERION BASED

CLUSTERING ALGORITHM

FFC is linear clustering algorithm and it can not solve
nonlinear problem. In real world, the nonlinear problem
always exists. To deal with this problem we introduce kernel
methods into FFC to obtain KFFC.

A pattern in the original input data space X can be
mapped into the higher dimensional feature space F
through the nonlinear mapping function @ .

DX =(x,x%,,... x,)>DPX)=(D(x)),...,P(x,))

Scalar product calculation in input space is transformed

into kernel function calculation by nonlinear mapping

(xx,) = (®(x) (x)) = K(x,.x) =K,  (8)

The idea is to apply FFC algorithm in the higher
dimensional feature space F which can be obtained by

maximizing the following fuzzy Fisher criterion in the

feature space F called Kernelized Fuzzy Fisher
Criterion(KFFC).
; 'Sy o ©
KFFC — (OT S}Q‘; W

where S and S are the fuzzy within-class and fuzzy

Sll)

between-class scatter matrices in feature space F. Sg

and S‘;’; are given as follows:



Zzu (@(x,)—m] ) @(x,)—m)"

=l j=1

(10)
S D TN D m T
=D > up (m —®(x)(m” —D(x))
i=l j=1
(11
where
D(x) —Lid)(x ) —LQ(X)I 1, =(1,..,1)"
N = J N NN s lyeces
(12)
N
m =3 B,0(x))=@X)B,, B =(Bys Bass B
Jj=1
(13)
As the vector @ lies in the span ®(x,),...,P(x,),
there exist coefficients & = (¢, a,,....a,)",
N
w=Y a,d(x,)=0X)a (14)
j=1
Using Eq. (8), (11) and (14) we get
o' Syo =o' Po (15)

Here

{z{zu,, Bt

i=1] j=1

}}KT (16)

where K 1is kernel matrix and its elements:

K, =K(x;,x,).

Using Eq.(8), (10) and (13) we get

o' Syw=a' Qu (17)
Here
Q:K{ > (U—vﬂiT—ﬁivT+l§,vﬁiﬁiT)}KT (18)
i=1
where
wyy
u=| = ™)
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Combining Eq.(15) and (17), Eq.(9) is equivalent to the
following equation:
o' Pa
o0

(19)

J xrre =

In order to maximize Eq.(19), we can apply the Lagrange

multiplier methods. Thus, we respectively have

Po=0a (20)

where A may be taken as the largest eigenvalue of Q™'P.

1 N
—ZM;’IN-),V

_ j=1
Bi=—~ = 21)
Sy iy
j=1 =1
u, =F, /F, (22)
where

F ="K (B, —h.)(ﬂ. —h.)TKTa

O!K(ﬂ— 1)(ﬂ I)KO!)m1

Fy =Y (A" K (B, ~h ), ~h Y K cr~

1

O(TK(ﬁk 1 )(ﬁk __1 ) K 0() -l

Here £, =(0,0,...,1 ,.. L0 h, is a column vector and in

addition to No. j element be 1, the rest are 0.

From the above analysis, KFFC clustering algorithm is
described as the following steps.

Algorithm KFFC

Step 1. Select kernel function and its parameters to

computer K ;

Step 2. Give the threshold &,&>0. Initialize u, and

B, using K-means;

Step 3. Compute P,(Q wusing Eq.(16), Eq.(18)

respectively;

Step 4. Compute the largest eigenvalue A and the
corresponding & using Eq.(20);



Step 5. Update S and u; using Eq.21), Eq.(22)
respectively;

Step 6. Compute J ... using Eq.(19). If the change of

J e 1s smaller than &, output the clustering result and
then terminate, otherwise back to Step 3.

IV. EXPERIMENTAL RESULTS

In this experiment, FFC and KFFC are applied in
ring-shaped simulated data shown in Fig. 1. Here we use
Gaussian RBF kernel

2
[+
Kij =K(x,.,xj)=exp(—7) (23)
1_
09 c
ED@%DD
0.8 2
Oé’o&@g o
el ot R o) o g
07+ a ggo 2] %D
o] o]
06} oo o2 ogm
= 04 B
04t
03f
02
01f
0 1 1 ! 1 ! ! ! 1 ! )
0 0.1 0.2 0.3 0.4 0.5 06 0.7 0.8 g 1

Fig. 1. Ring-shaped data

The clustering results from FFC and KFFC on these data
are shown in Fig.2 and Fig.3 respectively. It is obvious that
FFC cannot separate the ring-shaped data while KFFC can
do it very well.

From above experimental results, FFC cannot solve the
linear non-separable problem, and we extend FFC to a
nonlinear model, called KFFC. With kernel methods, KFFC
can deal with the linear non-separable problem better than
FFC.
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Fig. 2. FFC result
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Fig. 3. KFFC result
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Abstract—Protein structure prediction, known as an NP-complete
problem, is one of the basic problems in computational biology. To
get an efficiency approach of protein structure prediction with Toy
model, a new algorithm structure based on quantum-behaved
particle swarm optimization (QPSO) structure is suggested, which
is named as multiple-layer QPSO (MLQPSO). In this structure,
population of each generation is divided into elite sub-population,
exploitation sub-population and exploration sub-population,
respectively using different strategies, sequentially leading to
improve the ability of local exploitation and global exploration.
Subsequently, the algorithm to predict the structure prediction is
evaluated by artificial data and real protein. The experiment shows
the MLQPSO is a feasible and efficient algorithm.

Keywords: quantum-behaved particle swarm optimization,
Toy model, protein structure prediction

I. INTRODUCTION

Protein is a major life activity bearer and its functionality
depends mostly on its spatial structure, so the spatial
structure of the protein has an extremely important
significance[1]. Protein molecule is the peptide chain which
is composed of more than 20 kinds of amino acids through
the covalent bonds connected, these peptides on how to form
a certain spatial structure of protein molecules are still
unresolved issues in biology[2]. Biochemists currently used
NMR and x-ray crystallography to measure the spatial
structure of proteins. However, these techniques require not
only ultra-high-purity protein crystals but also the expensive
equipment, a long-period structure determination. Therefore,
it is costly, time-consuming and labor-intensive.

With the completion of genome sequencing, it is urgent
to develop a method of predicting protein structure according
to the amino acid sequence information and function. To
solve this problem, it is efforts in two ways. The first is to
simplify physical models and mathematical models and the
second is to look for protein structure prediction of the global
optimization method, which is a study of scientists have an
important long-term effort.[3-5]

Scientists have proposed a series of models; HP model is
one of the typical. The H on behalf of hydrophobic while the
P on behalf of polarity, as is hydrophilic. The protein
structure is determined on the basis of its hydrophilic and
hydrophobic properties. HP models are primarily divided
into two categories, one is the HP lattice model proposed on
[6] and the other is the non-lattice HP model proposed
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on[7], namely, Toy model. But in the former model the role
of the adjacent hydrophobic residues and the angle must be
limited to rectangular or straight angle, in the latter the role
of the adjacent hydrophobic residues is allowed to be the
arbitrary angle. Therefore the Toy model can better reflect
the natural properties of real proteins. But the potential
energy function Toy model constructed is highly nonlinear
and contain very large number of local minimum points[8],
which formed a typical NP hard problem. Thus it is
necessary to find a global searching for the problem.
Scientists have used a variety of ways, such as genetic
algorithm[9], neural networks[10], simulated annealing [4] ,
particle swarm optimization[11] and so on, but there is also a
certain lack of, this article will use the MLQPSO to reach the
solution of the problem.

In the improved QPSO, each generation is divided into
elite sub-population, exploitation sub-population and
exploration sub-population, respectively using the fine-
tuning strategy, QPSO and exploration strategy, sequentially
leading to improve the ability of local exploitation and global
exploration. Then we perform simulation with MLQPSO and
experimental results show that, MLQPSO can find the
ground state of the toy model and ultimately arrive at a two-
dimensional map of protein structure.

This paper is organized as follows: we firstly present the
background information about the protein structure
prediction, Toy model and QPSO [12-14]. Section II
presents a brief introduction to the Toy mode. We describe
QPSO and MLQPSO algorithm in Section III. Simulation
environments and tools are described in Section I'V followed
by evaluation results. Finally, conclusions and future work
are drawn in Section V.

IL.

In Toy model proposed by Stillinger [7], twenty kinds of
amino acids were divided into two categories: class A and B
representing hydrophobic and hydrophilic, and in-plane bond
length to connect the unit to form a linear chain of the
protein. An n-residue protein sequence consisting of, there
are n-2 angles 0,, 05 ... 0,1, as shown in Fig. 1. Where ; is
the angle between the adjacent peptide bond,-nt < 0; <m, 0; is
0 denote adjacent three amino acids in the same has been
online, 6; is positive denotes counterclockwise rotation.

Toy model does not take into account the interaction
between molecules, which is expressed as the main chain

THE TOY MODEL
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bending potential interaction with non-binding residues
combined. a set of variables &;, &, ... & ... &, are used to
represent A and B, & = 1 on behalf of residue i of A, & =-1
on behalf of residue i to B. Ultimately in the n-residue
protein the potential energy function @ can be expressed as:

q)=il/l(01)+§: Z”:Vz(”l,vé,mé/,) (1)

i=1 j=i+2
The default unit length of the main chain links, where
ri; is the angle between the distance function :

ry = ﬂl + jZI cos( i 0,)} +{ sin( i 9,)}}

I=i+1 I=i+]
@ N
V1 is simple trigonometric function on the 6;:

j-1

2

k=i+1

Vv, :%(l—cos 0.) 3)
V2 is defined in (4):
Vz(’?y»éa@) = 4(7}/'_12 - C(gi’gj) * rij_s) “)
Which € (¢:.¢ ;) are:
CULEN=cUrE+,+5008) )

Therefore, using Toy model for protein structure
prediction can be transformed into a problem of seeking the
ground state of Toy model to meet the minimum potential
value through a group of appropriate 6;.

III.

Particle Swarm Optimization (PSO) algorithm is an
evolutionary optimization technique originally introduced by
Kennedy and Eberhart [15], which has been successfully
applied in many fields. But the main disadvantage of PSO is
global convergence cannot be guaranteed[16]. Early
concepts of a global convergence guaranteed PSO, as well as
Quantum-behaved particle swarm optimization (QPSO) [12-
14].

QPSO ALGORITHM AND IMPROVEMENT

A.  Quantum-behaved particle swarm optimization

In Quantum-behaved Particle Swarm Optimization
(QPSO), a global point called Mainstream Thought or Mean
Best Position of the population is introduced into QPSO. The

The formation of several consecutive residues on the
protein sequence in the plane

Figure 1.
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global point, denoted as C, is defined as the mean of the
personal best positions among all particles.

€O = (CO.C0Co0) =~ S PO

1 ¥ 1 & 1 &
‘[ﬁg””(’)’ a0 H;&m}

Where M is the population size and P is the personal
best position of particle i. Then the value of L and the
position can be calculated by (7) and (8)

L=2a-|Cy(t)= X, (1) )
X, t+)=p, +e:|C, ()X, (1) In0/u) ®)

The parameter & is known as the Contraction-Expansion
(CE) Coefficient. It can be tuned to control the convergence
speed of the algorithms. The PSO algorithm with (8) is
called the Quantum-behaved Particle Swarm Optimization
(QPSO).

Since the search scope of each particle in QPSO is R”
space, the sampling space of QPSO in the each iteration is
also R P, which definitely covers the feasible solution space.
By criterion of a global convergent algorithm[17], we can
conclude that QPSO is of global convergence.

The Quantum-behaved Particle Swarm Optimization
(QPSO) algorithm is described as follows.

1). Initialize an array of particles with random position and
velocities inside the problem space.

2). Determine the mean best position among the particles

by (6)

Evaluate the desired objective function (for example

minimization) for each particle and compare with the

particle’s previous best values: If the current value is

less than the previous best value, then set the best value

to the current value. That is, If f(X,) < f(P,)then

X, =F

Determine the current global position minimum among
the particle’s best positions.
That is: & =arg min(f(£)) (M is the population size)
Compare the current global position to the previous
global: if the current global position is less than the
previous global position, then set the global position to
the current global.
For each dimension of the particle, get a stochastic
point between P, and P, :

Pu =9@*F,+(-)*P,, @=rand()
Attain the new position by stochastic (8):

Repeat steps 2- 7 until a stop criterion is satisfied OR a
pre-specified number of iterations are completed.

MLOPSO

In the MLQPSO, the main improvement is the location of
the particles using the fine-tuning strategies and exploration
strategy. MLSPO structure is divided into three separate sub-
populations which are the elite, exploitation and exploration
after sorting particles. The three sub-populations update the

(6)

3).

4).

5).

6).

)
7).
8).

B.



particle positions by the fine-tuning strategies, QPSO and the
exploration strategy respectively

The QPSO algorithm, when the solution space dimension
is large, is very difficult to reach the global optimum location
by (7) , maybe present in some dimension of the optimal
location of particles to achieve a more optimal solution has
been the location of the appropriate dimensions, Therefore,
by (8) is very difficult for particles to reach the global
optimum location. To improve the algorithm accuracy, the
location of the elite population needs to adjust for local fine-
tuning according to (10).

x; =x;+0.001* f(a)*rand() (10)

Where rand () and @ is uniformly distributed random

number between 0 and1, the coefficients f(a ) is as (11):

_J-1 a<05 1
T@= 4205 (a1
For the exploitation sub-population evolutionary

MLQPSO updates the exploitation of sub-populations of
particles by the QPSO standard (6) (7) (8).

Algorithm is easy to fall into local optimal solution of the
main reasons is because of all the particles in the late
evolution is concentrated in a localized area can not be out
of. Therefore, particles with high fitness value in the
previous population are replaced by particles generated by
random search in order to enhance the diversity. MLQPSO
updates the exploration of sub-populations by the exploration
strategy which is a random search guided random search, is
not the blind random search; this paper defines the following
functions:

X; = Xy +R*rand()* f(a) (12)
Where, X, indicated that the optimal location of the

current population, R said radius of random exploration,
rand() is a random number between 0 and 1, f (o) with (11)
the same.

Using the MLQPSO algorithm, combined with Toy
model, respectively, the artificial data and real proteins are
calculated and analyzed. .

The template is used to format your paper and style the
text. All margins, column widths, line spaces, and text fonts
are prescribed; please do not alter them. You may note
peculiarities. For example, the head margin in this template
measures proportionately more than is customary. This
measurement and others are deliberate, using specifications
that anticipate your paper as one part of the entire
proceedings, and not as an independent document. Please do
not revise any of the current designations.

IV. EXPERIMENTS AND RESULTS

Based on Toy model, we perform multiple experiments,
using QPSO and improved algorithms to predict protein
folding structure, and compare the results with the literature
[8, 18]. Simulation experimental conditions: Intel Pentium D
820 2.8GHz (CPU), 2GB DRR2/667MHz (RAM), Window
XP (Operation System), Matlab7.8.

TABLE 1. THE MINIMUM OF ARTIFICIAL POLYPEPTIDE CHAIN IN THE

Toy MODEL
sequence (0] sequence (U]
AAA -0.8664 BABB -1.219224
AAB 0.0314 BBAA -0.328024
ABB 0.0314 BBBA -0.5116
BAB -0.1402 AAAA -0.435715
BBB -0.1402 AABA -0.2179
AABB -0.9663 AAAAA -2.9612
ABAB -0.9564 AAAAB -1.6021
ABBA 0.0054919 AAABB -0.6012
BAAB -0.3068 AABAB -1.3574
BABA -0.2132 AABBB 0.0741
ABAAA -1.465 BBABA -1.4525
ABABA -2.1041 BAAAA -1.5094
ABABB -0.705 BAAAB -0.6014
BBAAA -1.4741 BBBBB -0.6283

A.  For the experiment of artificial proteins

We are targeting two types of artificial protein
experiments, the first to use with [8, 18] the same data
calculated in order to examine whether the algorithm can
find the potential lowest point with QPSO. To this end, we
first selected a number of short artificial sequences and
performed 50-times iterative calculations. In Tablel we can
see the use of models QPSO can get the minimum.

To determine QPSO ways to get the right protein folding
structure, this paper refer to Fig. 2 in the a-helix and B-sheet
structure of the standard, respectively, of the sequence
“AABABB" and "AAABAA" is solved, Fig. 3 shows, the
results show that the QPSO can be folded a-helices and
accurate forecasts and the effect of higher.

In the experiment, this paper takes KD methods to
distinguish the true protein 20 amino-acid hydrophobic and
hydrophilic residues, namely, 1, V, L, P, C, M, A, G for
hydrophobic residues, D, E, F, H, K, N, Q, R, S, T for the
hydrophilic residues[19]. From Fig. 3 starting this paper,
solid round, said hydrophobic residues with hydrophilic
residues, said hollow circle.

i o—0 ifl i o—® itl
i+3 p 2
il @—@ | j o——0® i
i+4 it+5
A B C

Figure 2. Toy model of two-dimensional folding structure: A for
the a-helix, B for the reverse B-sheet, C for the positive 3-sheet.
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Figure 3. The results of test sequences: A as a "AABABB" folded
state when the potential reach the minimum; b as "AAABAA" folded
state when the potential reach the minimum.

B.  For the experiment of real proteins

For the purpose of comparison, this paper also uses the
same lAGT and 1AHO with the literature[11, 20] as
examples of a natural protein, protein sequences were from
PDB database (http://www.rcsb.org/pdb/home/home.do).

1AGT and 1AHO are obtained from the PDB database
and their folding structure predicted by the web server:
STRIDE[21, 22], and stated as follows:

The first line is the sequence of the amino acids; the
second line is the corresponding secondary structure.

1 GVPINVSCTG SPQCIKPCKD 20
EEEEEE T TTTHHHHHHH
21 AGMRFGKCMN RKCHCTPK 38

H EEEEEEET TEEEEEE

1AGT by a total of 38 residues contains an a-helix, and 3
of B-sheets.

1 VKDGYIVDDV NCTYFCGRNA YCNEECTKLK 30
EEEEBBTTT T B B HH HHHHHHHH
31 GESGYCQWAS PYGNACYCYK LPDHVRTKGP 60
EEEEEEEE TTEEEEEEEE ETTTT B
61 GRCH 64
1AHO by a total of 64 residues contains a a-helix and
three B-sheets.

By MLQPSO iteration, we have been folded structure
shown in Fig. 4 below:

In order to evaluate the effect of QPSO in the calculation,
we have the potential energy minimum (in table 2) and
search time (in table 3) by the simulated annealing [4] and
the PSO [11] compared.

TABLE 2. THE LOWEST POINT OF THE POTENTIAL ENERGY BY
PERFORMING ALGORITHMS

SA PSO M-QPSO
1AGT -17.362815 -19.616866 -19.7691
1AHO -14.961273 -15.19101 -16.0173
TABLE 3. THE RUNNING TIME OF ALGORITHMS.
SA PSO M-QPSO
1AGT 12,065s 8,376s 8,195s
1AHO 15,8325 10,149s 9,816s
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Figure 4. A is the minimum potential energy conformation Map of
1AGT, where 6i is {112.796, 59.535, 3.901, 110.176, -47.799,
109.306, -47.764, 109.571, -76.806, 84.772, 7.877, -110.772, -
21.532, 59.868, 111.932, 7.198, 16.096, 30.307, 8.274, 3.872, -
110.999, 28.504, -24.088, -17.581, -23.167, 111.532, 59.660,
53.667, 28.913, -3.380, -23.588, 24.431, -111.101, -7.478, -
111.463, 32.659}.
B is the minimum potential energy conformation Map of 1AHO, where 0i
is {-0.613, -3.492, 20.746, -110.372, 51.844, 17.270, -17.148, -

32.857, -11.560, -108.867, -30.481, 46.455, -47.505, -62.834,
68.007, 42.771, 2.882, -15.031, 28.709, -110.170, 102.413,
59.989, 46.726, -8.351, 5.353, 23.194, 53.173, -32.230, 110.252
, -104.278, -26.104, 10.790, 105.543, -109.945, -14.870, 11.464
, -3.211, -100.631, -4.073, 19.511, -9.479, 39.639, -111.786, -
59.617, 60.293, 111.394, -98.871, -2.949, 14.819, -5.598, -
20.896, 4.374, -17.884, -104.328, -57.043, -2.984, 12.324,
17.608, 111.013, -10.029, -111.089, -12.749

The results show that, in protein folding structure
prediction, QPSO than the SA and PSO Algorithm in
computing the results and computing time demonstrate
significant advantages and Toy model can show a real
protein folding structure but differ slightly from the results of
the website strider, Therefore, the forecast accuracy of Toy
model needs to be further enhanced.

V. CONCLUSION

QPSO is the absolute solution for the global search
problem, but its disadvantages are equally marked. In this
paper, we propose improvements to QPSO, known as
MLQPSO, which is to get the better results about the lowest
point of the potential energy and the running time of
algorithms by stratifying the each iteration into three layers.
Clearly it shows that such improvements are feasible and
make sense. In our future work, we will further consider seek



further improved for QPSO both in algorithm and
applications.
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Abstract—In recent decades, multi-objective evolutionary
algorithms (MOEASs) are developed as powerful tools to solve
multi-objective optimization problems. While the diversity of
Pareto front (PF) plays an important role in the performance
evaluation of MOEAs, various diversity preservation strategies
(DPS) have been developed. In this paper, a novel approach
that inspired from the crowding distance technique is proposed
to maintain the diversity of solutions in multi-objective
problems (MOPs) with quite different spans of value range. In
order to improve its performance, this approach is applied in a
well-know MOEA NSGA 1II by replacing its original DPS.
According to 3 test MOPs, the modified NSGA II shows a
better diversity and distribution in the PF compared with the
original version. Furthermore, the influence of the spans of
value range on the performance of original DPS in NSGA 1I is
discussed and the robustness of the new DPS is illustrated.

Keywords-  Multi-Objective  Evolutionary  Algorithm;
crowding distance; diversity preservation; NSGA Il

I INTRODUCTION

In many real-world engineering problems, there are
various design objectives need to be optimized at the same
time. For example, maximize the performance and
robustness while minimize the cost, power dissipation
etc[12]. However, the optimum of each objective always
can’t be achieved concurrently. That means some of the
objectives are conflicting. Thus, the solution of a multi-
objective problem should be a set of non-dominated
solutions in the PF rather than a single one. The urgent need
for complex MOP solving in real-life engineering
dramatically promotes development of multi-objective
optimization in theoretical and practical aspects. In recent
years, the Computational Intelligence approaches like
evolutionary algorithms (EAs) was introduced for solving
multi-objective problems obtains and became more and more
popular[13]. Various highly efficient MOEAs have been
developed by researchers[8][9][10][11]. At present, some
representative ones among them include the NSGA II which
proposed by Deb ect.[1], NPGA by Horn and Nafpliotis
ect.[2], SPEA2 by Zitzler and Thiele[3], PAES by Knowlets
ect.[4] and MGAOO by Coello[5].

Diversity of non-dominated solutions is always
considered as one of the most significant aspects to evaluate
the performance of MOEAs. A broader distribution of
solutions in the PF provides more choices for decision
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makers. Therefore, the mechanism to maintain the diversity
of solutions in order to avoid the prematurity in multi-
objective optimization is indispensable. Nowadays, some
related methods have been roughly divided in to five
categories, that is, niche technique, information entropy,
crowding density, hyper-grid, clustering analysis[6][7]. The
new strategy for diversity maintenance specified in this paper
is inspired from the crowding density technique introduced
by Deb’s NSGA 1.

That original DPS in NSGA 1I can effectively adjust the
distribution of the population (the set of solutions) in the
objective space, meanwhile it represents the interrelationship
of nearby individuals (a single solution)[7]. Hence, it’s very
appropriate for regulating the distribution of the population
during the evolutionary procedure. Moreover, its calculation
process is free from any predefined parameter which makes
it much easier to be handled than niche technique and hyper-
grid. Meanwhile, there are several disadvantages for this
DPS as well. For example, the static calculation process can
be a matter. When several individuals are close among each
other, their crowding distance values are relatively small and
all of them may be deleted in the elitism. This situation will
result in big gaps in the PF and degrade the distribution.
Some improvement to overcome this problem has been made
in [10].

In the remainder of this paper, we will briefly mention
the crowding distance technique in NSGA 1II and discuss its
difficulty to maintain diversity for a specific multi-objective
optimization problems in Section II . Thereafter, in Section
III, a modified method is proposed to solve this problem. In
Section IV, some simulation results are showed and the
superiority of the new method over the original one is
highlighted. Finally, in Section V, we outline the conclusion
of this paper.

II.  THE CROWDING DISTANCE AND ITS LIMITATION

A. Crowding Distance in NSGA I1

The DPS based on crowding distance in NSGA 1II is
discussed below. In this approach, the population is firstly
divided into several levels through non-dominated sorting
with a rank value to each level. During binary tournament
selection and elitism, the individuals in the same level with
large crowding distance will be selected and preserved on
account of diversity consideration. It is obvious that the
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individual with greater crowd distance gets a smaller crowd
density and locates in the sparse areas.

Given that P[i] jiunce Stands for the distance of the ith
individual, and Pfi].m i

is the objective value of the 1
individual in the m"™ objective, then we get:

Plilyonee = (Pli+11k—Pli—1]4) )
k=1

where r represents the number of objectives in the MOP. It is
noticeable that the objective values in (1) have been
ascending sorted prior to the calculation.
The pseudo code for crowding distance calculation in
NSGA Il is listed below:
Crowding-distance-assignment(P)
//P is the solution set of a certain floor
{
N=|P|;
// N is the number of solutions in P
fOT’ each i ’P[l]distance:a.
//initialize distance to be zeros
for each objective m
/fcalculation for each objective as follows:
{ P=sort(P,m);
//sorting for objective m
fori=2to (N-1)
// calculate crowd distance for non-boundary points
P[l]distance :P[l]distance +(f)[l+]]n/l'P[l_]]m)
Jend for objective m
P[Ojdistance :P[N]distance =
// make the boundary points be selected always

}

B.  Case Study

An example is illustrated to discuss the limitation of the
original DPS method mentioned above. Let us take account
of a two-objective minimization problem. The objective
values of five individuals in the same level after non-
dominated sorting are listed in Tab. 1.

TABLE L OBJECTIVE VALUE OF THE INDIVIDUALS
P1 P2 P3 P4 P5
fl 0.1 0.5 0.8 0.81 0.82
2 10 8 3 0.25 -4.7
It is obvious that:
P[1].1<P[2].1<P[3].1<P[4].1<P[5].1 2)
P[1].2>P[2].2>P[3].2>P[4] 2>P[5].2 3)

As they are non-dominated among each other, it is
feasible to put them in the same level after non-dominated
sorting. Thus, we can calculate the crowding distances for
them according to the previous method in section II.A. The
results for each individual are listed as follows.

2
P[]]distancezoo; P[Zjdistance: Z (P[}]k — P[l]k) :77,
k=1
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Figure 1. an example for crowding distance calculating

P [ 3] distance=8~ 06 ;P [ 4] distance=7~72;

P[5]dlxtance:oo;

We can easily get the following relationship:

P[deixtance

=P, [ 5] distance
“)

Considering that only four individuals can be preserved
in the elitism, it is obviously that P/2] with the lowest
crowding distance will be discarded from the population.
However, from Fig.l1 we may intuitively find out that P/2]
has the lower crowding density when we maps them to the
Objective 1, since the P/3], P[4] and P/5] are too close to
each other. For Objective 2, the provides a comparable
crowding density with P/3] and P/4], though it is slightly
numerically smaller. So it would be unreasonable to get rid
of P[2] at first, because it outstandingly performs in
Objective 1. Due to the numerical summation approach, the
DPS based on crowing distance can be much biased to the
solution distribution in Objective 2, and it can’t take into
fully account the contribution of Objective 1. The cause for
such inequity is that the span of objective value range in
Objective 2 is much larger than that in Objective 1. From
Fig.1 we can get the span of function value range for
Objective 2: 10-(-4.7) = 14.7, and for Objective 1: 0.82-0.1 =
0.72. This results in that the influence on the density from
Objective 2 is magnified while that derived from Objective 1
is reduced.

>P [ 3] distance>P [ 4] distance >P [ 2] distance

III.

According to the example demonstrated above, when the
spans of function value range in each objective are with
different magnitudes, directly applying the crowding
distance approach mentioned above may cause unsound
performance for diversity preservation. Generally, to solve
this problem, the normalization of each objective function by
mapping to the comparable spans of value range will be
conducted. But in most cases, the maxima and minima of the
objective functions are hard to be calculated. So we can’t
acquire the exact function value range. Besides, the form of
the functions is much too complex. The objective functions
can be highly nonlinear and incontinuous in the search space.
Therefore, it is quite difficult to apply normalization.

A NEW METHOD FOR DIVERSITY PRESERVATION



To avoid the inconvenience by normalizing of various
objective functions, we propose a novel DPS based on the
crowding distance approach. Instead of summing up the
numerical crowding distance value in each objective, this
new method integrates the rank number of the crowding
distance in each objective to measure the relative distance of
solutions in the objective space.

Definition: the result of P/i+1].k - P[i-1].k in the original
crowding distance approach is defined as the local distance

of the i" individual on objective k th , denoted by A[fi].k.

Now, we calculate the relative solution distance in the
process below:

(1). sort the function values P/i/ in ascending order for
each objective.

(2). compute the local distance of the individuals on
every objective.

(3). sort the local distance on each objective separately.

(4). for each individual, sum up its local distance rank
number on every objective, and regard the summation as the
relative distance value.

As the relative solution distance is independent from the
span of function value range, it can balance the effect of
every objective on the diversity of solutions. In the case that
the relative distance values of some individuals are equal, an
approach based on the comparison of numerical crowding
distance among these individuals will be applied to adjust
their relative distance value.

The pseudo code for this new method is showed as
follows:

Crowding-distance-assignment(P) based local distance

{
N=|P|;
//size of solution set in P.
_fOV each i ’ A[l] :0; P[l]newdistance :0;
// initialization, P[i] ,eqdisiance 1S the new crowding distance
for each objective m
// operations on each objective
{ P=sort(P,m);
// sorting for objective m
fori=2to (N-1)
// for non-boundary points
Afi].m =P[i+1].m-P[i-1].m
//record of the local distance on objective m
A[l].m=A[i].m=eo;
[O,position] =sort(A[i].m)
//sort and save the original locations
forj=1toN
{ P [position(z)] newdistance:P [POSitiO”(l) newdistance +i;
//the distance plus i as the order is i

end for objective m

Use this new diversity preservation strategy to analyze
the date in Tab.1. Local densities of every individual are as
below:

A[l] 1=900, A[2].1=0.7, A[3].1=0.31, A[4].1=0.02,
A[5].1=e0;
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A[1].2= 0o, A[2].2=7, A[3].2=7.75, A[4].2=7.7,
A[5].1=<°.

Then, sort the local distance on every objective, and sum
up the rank number of every individual on every objective.
Therefore, the final relative distance of every individual are:
P [ 1] newdistance =P, [ 5] newdistance:(g, P [ 3] newdistance:5 s
P[2]rlevtfdistar1ce:49 P[4]newdistance:3~ So the relative distance of
P[4] is smallest, which is the one that is deleted at first.
Therefore, the new method can overcome the problem that
the original crowding distance technique can’t solve.

IV. SIMULATION RESULTS AND ANALYSIS

A. Test Examples and Results
A set of specific test problems is listed in Tab. II.

TABLE II. TEST EXAMPLES
MOP1 MOP2 MOP3
{f(l) — (x_5)4 Rendon B1nh(2)
1 (=47 +4y7
2) = x> )=
f@=x f0=2 +y2 41 Q=57 +(-5
J@=x+3y"+1 | dx=57+)-25<0
—3<x,y<3 —(x—8 —(y+3y +7.7<0
—5<x,y<15

Among the MOPs above, MOP1 is reconstructed based
on conventional functions, and MOP2 is called Rendon
function proposed by Valenz-uela, Rendon and Uresti
Charre, and MOP3 is called Binh(2) function introduced by
Binh and Kom[7]. One significant characteristic of these test
problems lies in the great variance of the spans of function
value range on each objective. All the problems have two
objective functions and none of them take normalization into
consideration.

TABLE III. THE PARAMETER SETTINGS
Population Mutation Cross Generation
Size Probability Probability
100 0.05 0.9 50

The NSGA II combined with ranking integration DPS is
labeled as modified NSGA II for short. To verify the
performance of the proposed DPS, both NSGA II and the
modified NSGA II are running with the parameter settings in
Tab. III. Results are as below in Fig. 2-7. For each pair of
figures, the left one shows the PF while the right one

illustrates the distribution of decision
variables.
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Figure 2. the result for MOP1 by NSGA II
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Figure 7. the result for MOP3 by modified NSGA 11

From the experimental simulations above, we can find
out that the modified NSGA 1II shows better performance for
diversity preservation than the original NSGA II when
dealing with the MOPs with various spans of function value
range. In MOPI1, the value of decision variables mainly
congregate in the interval (0, 3) after iterations by NSGA I,
while the ideal result should be the uniform spread of
decision variables in the interval [0, 5]. Obviously, the
modified NSGA II demonstrates better performance with a
more uniform distribution in the feasible decision space. The

100

results of MOP2 and MOP3 also show the improved
diversity performance by modified NSGA II.

B.  Tests for Sensitivity

Next, we take MOP1 and MOP?2 for instances to measure
the sensitivity of the crowding distance DPS on the span of
the function value ranges. The two test problem both has two
objective functions with different spans of value range. The
long span is proportionally reduced by division while the
short span keeps intact. We set the maximum ratio of the
long and short spans at 10, 5, 2 respectively, and then test the
modified problems. Please note that the value range of the
functions can’t be determined beforehand. This is the reason
why we can not normalize all the spans of the function value
range at first and then directly use the original DPS in NSGA
1L

TABLE IV. MODIFIED TEST PROBLEMS
MAX RATIO OF MOP1 MOP2
THE SPANS
10X O =fmy/25 FW' =10
/) =f(2) [ =114
5X fO'=rm/s S =10
f@ =1 f2) =12)/8
2X Sy =fmn2s () = Q1)
@) =12 f(2) = f(2)/20
R o LR L T P R W N
MOP1 contract in solution space (ratio=10X)
| N
NSGA I * " Modified NSGATT
MOP1 contract in solution space (ratio=5X)
e D T L
MOP1 contract in solution space (ratio=2X)
Figure 8. contrast of MOP1 in solution space with different ratio

From the simulation results, it’s obviously that the
diversity performance of the original DPS in NSGA II
enhances as the variance of spans of function value range is
reduced. The performances of the NSGA II and the modified
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NSGA 1I are almost the same when the max ratio of the
spans is less than 2. Thus, we can conclude that the original
crowding distance method in NSGA 1I is sensitive to the
span of function value range, and the method we proposed is
more robust and suitable for real-life engineering application
with objective functions in highly different dimensions.

V.

The paper focuses on a kind of MOPs whose diversity of
solutions may not be well preserved by original crowding
distance estimation. In these problems, the spans of the
function values are quite different over multiple objectives.
Through a case study, we analyze the shortcoming of
directly using crowding distance introduced in NSGA 1I to
evaluate density theoretically. Then a modified method
based on the ranking of local crowding distance is proposed
to address the issue. From comparison of the experimental
results on NSGA II and the modified method, we can see
that the new method does help to overcome the disadvantage
of NSGA 11 in this kind of problems.

CONCLUSION
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Abstract—In order to solve the multiple supply chains design
(MSCD) problem with two dimensional cooperation, a across-
chain horizontal cooperation model with two supply chains is
used in this paper. Through hybrid genetic algorithm and
software tools Matlab & Lingo, the MSCD problem with two
dimensional across-chain horizontal cooperation can be
rationally solve. For illustration, a example test is utilized to
show the feasibility of the MSCD. Empirical results show that
there exists strong correlation between multiple supply chain
optimal design and proportion of items allocation, and that
minimal cost of MSCD with horizontal cooperation can be
reached. When the vertical cooperation item allocation
proportion is 0.8, transportation variable costs have an effect
on supply chain system design, but transportation fixed cost do
not.

Keyword-supply chain; horizontal
cooperation

across-chain design;

[. INTRODUCTION

Supply Chain Design (SCD) is the most important
content in Supply Chain Management [1] [2]. There are
roughly three levels of decisions in a supply chain: the
strategic, tactical, and operational levels. Tragantalerngsak
etc (2000)[3] and Amiri (2006)[4] analyzed the optimal
design of supply chain system from the strategic level;
Melkote (2001)[5], Chauhan & Nagi & Proth (2004)
[6]established a three-level supply chain design model with
manufacturer, distribution centers and customer from tactical
and operational level; but Shen & Qi (2007)[7] integrated
safety stock, inventory costs and VRP into supply chain
design, replacing the original linear transportation routes for
the nonlinear circuit.

The literature discusses supply chain design approach
from different aspects, but only based on the design
construction of single supply chain, without considering the
case of multiple supply chains design (MSCD) problem with
two dimensional cooperation. Based on this, this paper
establishes two single-chain cross-cooperation horizontal
model, determine and optimize the influence factors and
validate the model through a numerical example.
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II. MAINMETHODOLOGY

Under the conditions of duopoly, supply chain

cooperation is two single supply chain cooperation, that is in
the market, including two suppliers, two manufacturers and
two retailers, they were formed two supply chain SC! and
SC?, in addition to each supply chain has a vertical
cooperation with the upstream and downstream firm, there
still exists horizontal cross-cooperation between the two
single-chain. We use the following notation throughout the
paper: Subscript style notation: i=set of products, i€ {1, 2
» ..., I}; j=setof supply chainsjE {1, 2 }.
Parameter variable: direct_c; means transportation prices
from supplier to manufacturer of SC; for product i; ¢; means
the total transport capacity of SC; for product i; direct f;
means fixed transaction costs from supplier to manufacturer
of SC; for product i; m; means production costs per unit of
SC; for product i; cap; means production capacity per unit of
SC; for product i; M; means total production capacity of
manufacturers of SC;; direct_p; means transport prices from
manufacturer to retailers of SC; for product i; p; means the
transport capacity of SC; for product #; direct_g; mean fixed
transaction costs from manufacturer to retailer of SC; for
product i; h; mean retailer's inventory capacity of SC; for
product i; INV; means retailer's total inventory capacity of
SC; ;d; means total demand for product i on the terminal
market; cross_c; means transport price for product i from SC;
supplier to another SC manufacturer; cross_p;; means product
price for product i from SC; manufacturer to another SC
retailer; cross_f; means fixed transaction costs for product i
from SC; supplier to another SC manufacturer; cross_g;
means fixed transaction costs for product i from SC;
manufacturer to another SC retailer.

Decision variables: v;=1, if supplier of SC; provides
product i to another SC manufacturer, if not, v;=0; w;=1,if
manufacturer of SC; provides product i to another SC
retailer, if not, w;=0; u;=1,if supplier of SC; provides
product i to manufacturer, if not, w;=0; z;=1,if manufacturer
of SC; provides product i to retailer, if not, w;=0; x; means
transport batch from supplier of SC; for product i to another
SC manufacturer; y; means transport batch from
manufacturer of SC; for product i to another SC retailer; a
means the material assignment proportion between vertical
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cooperation and horizontal cooperation is a :( 1-a); Without
loss of generality, we taking into account the horizontal
cooperation of mutual and reciprocal effect, assuming that
each firm undertake operational in accordance with a weight
coefficients. The problem can be formulated as:

Objective Function:

Min TC= iiaxﬂdirect it ii(l — )X, Cross_c;; + iim %
+ Zthy direct_p, +ZZ(1 0)y;Cross_p,+ ZZu sdirect £,

+ZZvﬁcrossifﬁ +ZZZﬂdirect7gﬁ +22wﬂcrossigﬂ
i i i

(D
Subject to:
I
le.l.Scl.Vj=l,2 2)
;
ZCapﬁxﬂSM‘/ Vj=1,2 (3)
II
>y, SPVj=12 (4)
;
2y SINV,, Vj=1,2 (5
axju; +(1-—a)x,v,; 2 y,; Vi (6)
ax,u, +(I—o)x,v, 2y, Vi P
2 2
Zay/.izﬁ+2(l—a)yﬂwﬁ=di
j j
Vi=1,2,.,1 (8)
1
ZuﬂZI,Vj=L2 ©))
:
Zzﬂzu Vji=1,2 (10)
le.ZO,yj,.ZO,uﬁe{O,l},vﬁe{0,1} (1
Z‘/.,.E{O,l}’wﬁe{0,1}’Vi7j (12)

Objective function consists of transport costs and fixed
costs of vertical cooperation and horizontal cooperation
between supplier and manufacturer, production costs of
manufacturer, transportation cost and fixed transaction cost
of vertical cooperation and horizontal cooperation between
manufacturer and retailer; the Constraints of the model, (2) ~
(5) respectively represent the transport capacity, production
and inventory capacity constraints, (7) ~ (8) respectively
represent the supplier of different SC to meet the producers
of all orders, (9) represent market demand constraints, (10) ~
(11) ensure the horizontal cross-cooperation of different SC
always existed, (12) mean variable non-negative constraints
and 0-1variable constraints.

III. SOLUTION APPROACH

The model is a 0-1 integer variable with mixed nonlinear
programming problem, considering the advantage that the
hybrid genetic algorithm has in solving complex nonlinear
programming model, we use this method for solution.

A. Code design

In the genetic algorithm, fixed transaction cost is
represented by chromosome 0 or 1, adopting binary coding
method to solve chromosome containing multiple types of
decision variables. As shown in figure 1.

SC; SC:
u vy z W uz v,

N P T G S e

parentt. (1] 1] 1] ol o o a] e e[l [el 1] 1) I[1]

parenez (][] (] o[ fel [ el el ][]

Figurel. Chromosome Code design
Each group of chromosome means a replenishment mode
of horizontal cross-cooperation and corresponding to a linear
programming model, Accordingly, the objective function TC

can be decomposed into two parts that is TC=tc ,ﬂcg‘

ZZa x; -direct _c;, +ZZ(I a)-x;-cross_c; +zz XM,
+22a-yﬁ -direct _p, +ZZ(1—a)~yﬁ “cross_p,
o Joi

2 1 2 I 2 1
=33 os g, 3w _f 33l g 2,3 S g
Jjoi Jjoi Joi

B.  The fitness function

In any case, for better determining the reaction by fitness
value of individuals in the community, we hope that the
fitness value is bigger and better, in theory, we adopt a
simple linear calibration method to determine the fitness
value function, namely: F,=C,,,.-TC,if TC;<C,,,. ,Otherwise:
F=0 (C,,. is a appropriately and relatively big positive
value). If the linear programming model has not the optimal
solution, the fitness value =0, it will not choose to crossover
or variation, and not genetic to the next group. As shown in
figure 2.

pasea EEEIIIEMIIIEEW
parn2 EBHWHHH Ellﬂﬂﬂﬂﬂ

Binary Mask |
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(a) Crossover

Figure2. Crossover and variation operator
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(b) Variation

C. Genetic operators: selection, crossover and variation
Suppose the population size is NP, in order to prevent the
precocious phenomena of genetic process, a new fitness

genetic algorithm is given here, so that the probability (p..
and p,, ) of an individual selected can automatically adjust to
the size values.

ey~ JF'>F,,
P. = Fmax Faug

k, ,F'<F,,

k3 Fmax F F>F
Pm = Fmax avg

k, JF <F,,

F,..x s the maximum fitness value of all population; F,,,
is the average fitness value of each population; F’ is the



bigger fitness value of two individuals cross operation; F is
the individual fitness value of cross operation; k; .k, k;
k,€{0,1}, general k;= k;= 1.0, k,= k,= 0.5.

D. Algorithm steps

Stepl: Determine the initialization parameters. such as
population size m; crossover rate p., variation rate p,,;
maximum algebra M; the initial population solutions g;
G={g,g> ...g.};the current algebra is CURRENT GEN = 1;

Step2: If population solution is feasible, witch to step 3,
otherwise, discard the solution, and look for a new feasible
solution;

Step3: Calculate individual fitness value F(G");

Step4: Sequence and adopt proportional selection
strategy to determine the probability p; of individual is

selected; Random generate ¢, € U{0,1},when

i—1 i
> P SE <D p,, select the individual Z, and put the
i=1

i=1

father chromosomes in the matching pool;

Step5: The crossover operation of the father chromosome
in the pool with probability p. produces offspring groups;

Step6: Select gene segment from the father chromosome
in the pool and do a variation operation with probability p,,;

Step7: Judge the terminate conditions, if the current
chromosome genetic number is M, output the optimal results,
then the algorithm stops, otherwise, CURRENT GEN + +,
turn to step 3.

IV. EXAMPLE ANALYSIS

Consider two single supply chain, each have one
supplier ,one manufacturer, one retailer and a common
service terminal market, and market demand for two kinds
of types of products, Assuming that in SC,, the producing
capacity and transporting capacity of manufacturer are 1100
and 360, the transport capacity of supplier is 360, the total
storage capacity of retailer is 1080; in SC,, the producing
capacity and transporting capacity of manufacturer are 1200
and 375, the transport capacity of supplier is 360, the total
storage capacity of retailer is 1150. Table 1 shows the actual
assignment of each parameter variables, Matlab and Lingo
tools are used to solve them.

A.  The influence of weight ratio on the SCS

Give different weight coefficient a, the step long of
weight coefficient is 0.05, then calculate the value of the
decision variables and the objective function value in
different weight coefficient. In the test, when 0.55< a <0.85,
the decision variables values and the objective function value
don't change greatly. But as a whole, the objective function
value tends to decline with the increasing of a, as shown in
figure3, the more the supply chain trend to vertical
cooperation with upstream and downstream firms, and the
higher the risk of horizontal cooperation is.

To choose a better program from different a values,
different total cost (TC) are divided by K. Generally
speaking, the smaller TC/K is, the better the corresponding
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program, and vice verse when a = 0.8, (TC/K),,;,,,= 3186.114

B.  The impact of the related costs on SCD

When a = 0.8, there is a need consider the change
relation between transportation cost of supplier and the total
cost , the change relation between transportation cost of
manufacturer and the total cost ,and the change relation
between transportation cost of and the total cost, which
reflects the degree of vertical and horizontal cooperation of
SC. As is shown in Figure 4 and 5, based on the longitudinal
and horizontal cooperation, the change of transport costs
unit from supplier or producers has a bigger impact on the
total cost, but the change of transport fixed costs has a
smaller impact on the total cost. Figure 6 shows the change
relation between total transportation cost of all the link firms
in the supply chain system and total fixed costs, the model
sensitivity to the total transportation cost analysis is similar
to the above. Therefore, unit transport costs is an important
factors in the supply chain design based on the long-term
vertical and horizontal cooperation, particularly the vertical
unit costs change. while the vertical and horizontal
transportation fixed costs has less impact on supply chain
design.

V. CONCLUSIONS

In this paper, we have outlined a formulation of cross-
chain horizontal cooperation model with two supply chains.
through hybrid genetic algorithm and software tools Matlab
& Lingo, it is found that the material assignment proportion
between vertical cooperation and horizontal cooperation is a
:( 1-a). With the value (0.5< a <1) increasing, the total cost
of supply chain system is trend to decline. But supply chain
system is more inclined to vertical cooperation, not to the
horizontal cooperation, and the risk of supply chain system
will be also higher. Only if @ = 0.8, can the total cost and the
operation risk of supply chain system with horizontal cross-
cooperation model achieve the optimal status. In the near
future, it's expected to consider adding certain service and
competition constraints to this supply chain system design
model.
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Table LPARAMETER VARIABLE DATE

Parameter direct ¢; Cross ¢; direct f; cross _f;i direct p; CIOSS _pji
SC; (=1,2 1 2 1 2 1 2 1 2 1 2 1 2
Product; 1 10.5 10.0 11.5 11.0 120 110 130 120 10.0 10.5 11.0 12.0
(i=1,2) 2 14.0 13.5 15.0 15.0 150 145 180 170 12.0 13.0 13.5 14.0
Parameter cap pji hji direct g Cross_giji d; m;
SCi (i=1,2 1 2 1 2 1 2 1 2 1 2
Product; 1 1.5 1.5 1.0 1.0 90 95 110 115 350 32 31
(i=1,2) 2 3.0 3.0 3.0 2.5 140 150 160 160 380 38 37
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Abstract—Human conversation is the best example of loosely
coupled distributed communication known to man. This study
specifically considers those parts of the human conversation
that show evidence of dynamism and attempts to model these
parts with the objective of translating the knowledge of
conversational dynamics into the domain of computerised
distributed systems. The discipline of metaphorical modelling
is adopted in order to create a communication framework that
will maintain the aspects of dynamism and apply these design
directives in distributed architectures.

Keywords- Human Conversation, Distributed Systems, Petri
Nets, Conversatinal Dynamics.

I INTRODUCTION

During the course of investigating distributed
communication models, we found out that using purely
mathematical and simulation techniques are not sufficient to
model the many aspects of dynamism in complex systems
[11, [2], [3]. The significance of dynamism goes further than
measuring critical Quality of Service (QoS) parameters and
analysing consequential behaviour from within the system,
and it should form part of the system’s communication
model. In order to understand the impact of conversational
dynamism, this study considers the model of human
conversation as a metaphor.

Although this analogy has been considered in the
literature, to model some aspects of communication in
networking, the main focus remains on communication
within Multi Agent Systems (MAS) [4]. This includes the
work done on the application of human conversation to
software agents using the concept of policy to regulate the
conversations, and the applicability of policy specifications
and role theory of the agents as source of knowledge for the
management of conversation [5], [6], [7], [8]. Furthermore,
in their study on agent communication policies, Greaves et al
present a declarative specification formalism to govern the
communication of agents by introducing an agent
communication language (ACL) [7]. Moreover, for the
coordination within a conversation, a link between the
strategies of agents and the related communication protocols
was proposed in [8].

The common features of these studies are the fact that
the arguments adopt distinct principles of the human
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conversation to discuss the management model amongst the
communication agents. They all propose a policy based
approach or a constrained specification model (formalism) to
analyse and manage the conversations. They clearly define
an abstraction that separates the specifications of controlling
the communication from the communication dynamics.

The paper starts with a brief introduction to the concept
of modelling using the metaphor of human conversation.
Then, a detailed study of the dynamism in human
conversation is presented. This is followed by the modelling
and simulation of the processes that exist within such a
dynamism using Petri Nets. Then, a new communication
model for distributed systems is proposed. Finally, we
conclude with some suggestions for future work.

IL.

In this study the metaphor of human conversation is used
in order to understand the aspects of dynamism and more
precisely the conversational dynamics. In human
conversation people move in and out a conversation without
disturbing the flow of the conversation. As people move out,
the conversation continues and as people move in, they are
able to quickly get back to the conversation in re-gaining
their initial state prior to leaving the conversation. Thus, the
modeling of some aspects (obviously not all) of human
conversation could assist in understanding the basis behind
the dynamics that is not purely dedicated to policies and
management.

The use of metaphors is essential, especially in software
engineering, since the artifacts developed in software
engineering are mostly done on models. An early study of
metaphors in software engineering [9] suggested that
relatively little research has been undertaken into the
communication process between analyst and client, in
particular the role of metaphors in communication. Only
recently, much attention has been given to the forms of
representation and metaphors used during systems analysis.
Since software engineering is about pure logic, a science of
modelling where the product itself is a model, metaphors
tend to add value and tangibility to the process modelling.
Metaphors come from observed phenomena in nature that
can be partly represented as models, designed to resolving
problems.

MODELLING WITH METAPHORS
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I1I.

Human conversation can be considered as a system of
processes that shape the communicative acts between parties.
But, human conversation is expected to be independent from
any technology, highly complex, intelligent and very
efficient way to organise messages into relevant context, thus
providing a common guide to all parties. This suggests that a
conversation is not only about communication but also about
providing an environment within which the mechanism of
sending and receiving of messages is handled, the logistics.
However, the environment is not a structure or design but
instead made up of several small actions. A conversation by
definition protects itself and is a network of trust, by nature.
It may be initiated through an invitation leading to
negotiation that may or may not result to an agreement of
conversationalist(s) to join the conversation.

The conversationalists put on different masks while they
converse. In this research we refer to these masks as Persona.
A persona is an individual's social facade or front that,
according to the analytic psychology of C. G. Jung, reflects
the role in life the individual is playing [10]. The persona
being a pre-selected series of qualities is an important
element that should be considered when attempting to
interpret the behaviour of conversationalists. An invitation to
a conversation or willingness to join a conversation prompts
conversationalists to be aware of the conversation and its
environment. These environments define the framework
within which the conditions, policies and principles of the
conversation are established. Acknowledging these policies
require a conversationalist to deploy the appropriate persona
and consequently join the conversation. However, it should
be noted that the policies in a conversation could be very
minimal, practically invisible and not talked about yet they
always exist.

Moreover, we use the word Anima to express the thought
process that is drawn into a conversation while
conversationalist encounters each other. Hence an Anima is
the thinking block that takes place in any given process of a
conversation i.e. it is not an object or procedure but a process
within another process. Therefore, there are distinguishable
roles a Persona takes during a conversation which may
change during the life of the conversation. The roles
characterise the behaviour of the Persona and influence the
reaction towards the receipt and delivery of information
during a conversation thus forging the behaviour of the
persona.

DYNAMISM IN HUMAN CONVERSATION

A.  Organisation of Human Conversation

The different aspects of human conversation metaphor
can be summarised as follows:
e Conversation is the process of exchanging information
over a period of time.
Participant is one who has the choice to join a
conversation but while conversing, will only reveal part
of itself depending on the environment variables of the
conversation and the trust factor.
Persona determines how a participant wishes to be
perceived by others during a conversation.
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Anima is the thinking process required over a period of
time during a conversation.

Roles build the character of a persona at any given time
during a conversation and hence dictate the behaviour of
the persona. Roles are changeable over the lifetime of a
conversation.

In an attempt to use the conversation metaphor, an interface
is defined to interpret the receipt and delivery of information
during a conversation, in the form of hearing and voice
respectively. The voice is an interface to convey information
during a conversation while the hearing is an interface to
capture information during a conversation.

Thus, a conversation is a process that happens over a
period of time which harvests comparative information
together. This implies that an information block exists and
contains the data that describes the nature of the
conversation. However, a process over time indicates a start
time and a probable end time. The concept of harvesting
comparative information also suggests the existence of a
common goal prevailing over a period of time during the
conversation. The common goal may be interpreted as
subject matter(s) that may or may not have triggered the
conversation which may change over time, but at any given
time there is at least one subject matter. On that basis, a
conversation can be defined as the movement of common
perceptions between at least two participants over a subject
matter for a given period of time. This statement implies two
variables of a conversation, time and motive.

B.  Management within Conversation

In real human conversation there is no information block
that hangs around people with strictly governing the
protocols and communicative acts while they talk. Yet there
exist protocols that allow conversation to proceed smoothly
and efficiently and are measures that co-ordinate the
movement of knowledge from various parts. Moreover, there
are disciplines that allow change during a conversation to
happen without any threats to the running of the process. For
instance, the roles of participants in a conversation change
and the subject matter may also change, but these
transformations however, occur usually harmoniously during
a conversation. Thus, by understanding the different factors
that define the conversation policies it will be possible to
translate these factors into the conversation model without
the interpretation of an information block object hanging
around or serving during a conversation, i.e. having a central
data bank that logs the information and states of the
participants. Different approaches exist for such abstraction,
typically this is based on a structure where at one level, the
actual conversation takes place, i.e., the movement of data,
which is built upon another level, the policy level, as figure 1
illustrates.

The term conversation policy is defined to be 1) the
strategies, 2) the guidelines and 3) the constraints of a
conversation. Constructing a policy level on which a model
of a distributed application based on a conversation structure
is devised, generate the notion of tightly coupled
infrastructure. This means, unlike the human conversation,
should the policies be allowed to be modified or tuned due to



Policy Level

Figure 1, Classical abstraction of Human Conversation

some unexpected events, unseen during the modelling stage,
require the need for a major change at the conversation level
in later stages. During human conversation, policies change
and measures to cope to such changes exist without
involving major modifications to the structure. There is a
dichotomy between the structure and the context of
communication. A layered structure wherein upper levels
dictate the structure of the lower levels is not a suitable
s