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Preface 

The 2010 International Symposium on Distributed Computing and Applications to Business, 
Engineering and Science (DCABES) will be held at Lingnan University in Hong Kong. This is the ninth 
conference in a series that began in 2001 in Wuhan, China. Besides Wuhan and Hong Kong, the symposia 
have also been held in Hangzhou, Wuxi, the Three Gorges Dam Project region (Yichang), and Greenwich 
(UK). 

 
The DCABES series began as a summer short course held at Hong Kong Polytechnic University in 

2000 with the support of the British Computer Society - Hong Kong Chapter. The two co-chairs of 
DCABES, Professors GUO Qingping and LAI Choi-Hong, extended the short course into a series of 
conferences that continues today and grows yearly. Participants from many countries enrich the 
conferences with ones from more than 20 countries attending in 2010. 

 
It is our privilege to mark a new era in the conference series with the proceedings now being published 

by IEEE CPS. We also have the pleasure to announce that the first such volume of proceedings comes 
back to Hong Kong where the conference was created. 

 
The DCABES is a community working in the area of Distributed Computing and its Applications in 

Business, Engineering, and Sciences, and is responsible for organizing meetings and symposia related to 
the fields. As in previous conferences, the DCABES intends to bring together researchers and developers 
in the academic and industry fields from around the world to share their research experiences and to 
explore research collaboration in the areas of distributed parallel processing and applications. 

 
In recent years, more and more attentions have been put to the distributed parallel computing. We are 

confident that the distributed parallel computing will play an even greater role in the near future, since 
distributed computing resources, once properly cooperated together, will achieve a great computing 
power and get a high ratio of performance/price in parallel computing. In fact the grid computing, cloud 
computing and the multi-core processor are closely related to and evolved from the distributed parallel 
computing. 

 
All papers contained in the Proceedings are peer-reviewed and carefully chosen by members of 

Scientific Committee, Program Committee and external reviewers. Papers accepted or rejected are based 
on majority opinions of the referees. 

 
All papers contained in the Proceedings give us a glimpse of what future technology and applications 

are being studied in the distributed parallel computing area in the world. 
 
We would like to thank all members of the Scientific Committee, the Program Committee, the local 

organizing committee, and the external reviewers for selecting papers. 
 
We are also grateful to Professor Jiachang SUN (Research and Development Center for Parallel 

Software Institute of Software, CAS, China), Professor Albert Y. ZOMAYA (Chair Professor of High 
Performance Computing and Networking in the School of Information Technologies, The University of 
Sydney), Dr. Nicholas CHRISTAKIS (Department of Physics University of Crete Heraklion, Greece) for 
their contributions of keynote speeches at the conference. 

 
Sincere thank is forwarded to DCABES 2010 local organizers of Lingnan University, Hong Kong, 

China: Tjosvold, Professor, Dean (Co-Chair of Local Organizer Committee), Department of Management 
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and Director, Hong Kong Institute of Business Studies; Wong, Dr. Alfred S.H., Department of 
Management and Associate Director, Hong Kong Institute of Business Studies; Loo, Dr. Alfred., 
Department of Computing and Decision Science; Wong, Dr. Man-Leung., Department of Computing and 
Decision Science. Without their supports the DCABES 2010 could not be held in Hong Kong 
successfully. 

 
We would also like to thank the WUT (Wuhan University of Technology, China), the National 

Parallel Computing Society of China (NPCS), the ISTCA (International Science and Technology 
Cooperation of Hubei Province, China), and the CAA (Computer Academic Association of Hubei 
Province & Wuhan Metropolis, China) for their support as local organizers of the conference. 

 
Here thanks are extended to Miss CHAN Po-Ying Vanessa, Hong Kong Institute of Business Studies, 

Miss AU Wing-Yin Vincy, Hong Kong Institute of Business Studies, Mr. GUO Yucheng, Wuhan 
University of Technology, Miss SONG Huijuan, Wuhan University of Technology for their hard working 
and contributions to the DCABES 2010 conference. 

 
Finally we thank graduate students, Mr LIN Jiansheng, Miss SONG Huijuan, BAI Dongling, Mr 

YANG Mingming, WU Chengwei, ZHOU Ming, WANG Haohao, TANG Chuhua, PAN Zhaohuan, XU 
Shouming, PENG Hai, Miss WANG Qing, Mr WU Peng, TANG Xiaoyi, LIU Xin and FANG Zhiqiang, 
for their contributions to the conference and their hard work to make the conference a success. 

 
Enjoy your stay in Hong Kong, China. Hope to meet you again at the DCABES 2011. 

 
 
Prof. Qingping Guo (Co-Chair of DCABES) 
Wuhan University of Technology, China 
 
 
Prof. Choi-Hong Lai (Co-Chair of DCABES) 
University of Greenwich, UK 
 
 
Prof. Craig Douglas (Program Chair of DCABES 2010)  
University of Wyoming, USA 
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Abstract—In this paper we describe a parallel algorithm for
generating interpolatory approximations to molecular potential
energy surfaces. We show how that algorithm can be applied to
efficiently model a transition from a stable ground state, to an
excited state, and finally to a different stable ground state.

I. INTRODUCTION

Molecular conformations found in nature are local minima
of the potential energy surface (PES) of the molecule [1]. One
may excite the molecule photonically, say with a laser, from
its ground state stable configuration and thereby cause the
molecule to change conformations[2], [3], [4], [5], [6]. The
new state may be unstable, and in that event the molecule
will relax to a local minimum in the excited state, emit energy,
and return to the ground state. We seek to identify cases when
the new configuration at the ground state is different from
the starting configuration. This process of discovery requires
identification of the coordinates which must be excited to
effect the change in configuration.

In our simulations we use Gaussian03 [7], [8] for molecular
modeling. In the study in this paper, we use Gaussian not
only to compute the ground state, but also to to compute the
potential energy as we change parts of the configuration, as
would happen with photonic excitation. The molecular config-
uration for a molecule with N atoms is determined by 3N−6
internal coordinates [9]. In this paper we vary two torsion
angles, and many previous papers, such as [10] vary only
one at a time. Our PES is a surface of optimal configurations
with two torsion angles fixed. As we change the angles of
interest, Gaussian must perform an internal optimization [11]
to compute the other 3N−4 coordinates, and hence each point
on the PES requires an expensive computation, which was an
issue in our earlier work [12].

For small molecules 1 degree of freedom may be sufficient
to approximate the transition the molecule undergoes after
excitation. Larger molecules will require more degrees of
freedom in order to identify a useful transition path. The
computation of the PES in multiple dimensions grows the
computational requirements of the problem very quickly.
The burden is exacerbated by the function evaluations being
constrained optimizations. In our previous work [12] we
developed a method for computing the points on a multi-
dimensional PES in parallel in an efficient manner. That

method, while parallel, required several synchronization steps.
In this paper we describe a more efficient way to do that which
does not require synchronization. In either method we must
manage the dependency of the continuation and pre-process
the geometry of the molecule before submission for energy
evaluation.

We compute several points on the PES directly, and then in-
terpolate to obtain a surrogate for the entire surface. One might
think that the evaluations at the nodes of the interpolation
could be parallelized simply by assigning them to processors
at random. However, Guassian’s internal optimization can run
very slowly or even fail if the initial iterate is poor. Therefore,
one must organize the computation so that each Gaussian run
has a good initial approximation for the free variables. The
purpose of this paper is to explain how that can be done and
to illustrate the ideas with computations.

II. RAY GENERATION

As we previously stated each function evaluation is the
result of an optimization. These optimizations require a good
initial iterate to converge to the proper energy. The potential
energy of a molecule is believed to be a C∞ function and this
smoothness implies that nearby geometries can serve as good
initial iterates. This idea is used to build our PES through a
method we call ray generation.

We will describe the 2 dimensional version of the process
which can be generalized to more dimensions and we call
those 2 coordinates D1 and D2. Any PES computation must
begin with a stable geometry that is a local minimum for the
energy calculated via a constrained optimization. This opti-
mization is performed internally in gaussian03. Since we are
computing 2 coordinate directions, the successfully optimized
geometry is edited in only those 2 coordinates for each of
the 8 points surrounding the initial point of a rectangular grid
in the D1-D2 plane. Every point on the rectangular grid can
be intersected by a set of rays with endpoints at a subset of
points. That subset will be the inital point and each point on
the diagonals extending from that initial point. These rays
determine the initial geometry we use at each point on the
grid by starting at the endpoint and determining the initial
iterates successively along the ray. This means that the initial
point begins 8 rays, 4 diagonal and 4 horizontal/vertical. Each
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new point on the diagonal rays begins a new horizontal and
a new vertical ray until the grid is fully determined as shown
in figure 1.

Fig. 1. 2-Dimensional ray generation initial iterate order

Chemistry led us to further improvements of the initial
iterates. Figure 2(a) displays a double bond between atoms
2 and 3 whose rotation will be a single coordinate in our
PES. The coordinate is specifically the angle between the
projections of the two outside bonds (1-2 and 3-4) into the
plane perpendicular to the 2-3 bond. Atoms 2 and 3 are also
both bonded to a single hydrogen atom, (labeled 1 and 2 in
figure 2(b). As the bond is rotated both the lone hydrogens
and the end carbon/hydrogens groups should remain nearly
stationary relative to each other. If only the torsion angle in
figure 2(a) were edited then the end carbon/hydrogen group
would rotate closer to the hydrogen as in figure 2(c). This
would not be a likely stable structure so by simply pre-
processing the initial iterate to maintain this structure we have
a better initial iterate as in figure 2(d).

III. SURFACE CONSTRUCTION

As we have stated a continuation method is required in order
to compute a feasible PES. When the surface is computed
using the same initial iterate for every point on the grid the
results are quite poor. Figure 3 is a PES obtained with the same
iterate at every point. These surfaces should be completely
smooth and for a small molecule such as this one we expect all
the points on the grid to be able to be evaluated. As the surface
gets steep there are large jump discontinuities and many outer
points in the grid did not converge which conflicts with the
experimental results and theory[10].

Next we attempted to perform the ray generation contin-
uation to draw the surface. Figure 4 is the result of using
the nearest converged geometry as the initial iterate by just
editing the values of the 2 angles. This method improves
upon the surface with the same initial geometry at every
point in figure 3. More points converged, but we still obtain
jump discontinuities. The maximum energy of the surface has

(a) Coordinate to be rotated consists
of the bond angle between atoms la-
beled 2 and 3

(b) Atoms 1 and 2 whose locations
are pre-processed for better conver-
gence of gaussian optimizations

(c) Result of rotation of bond between
atoms labeled 2 and 3 without prepro-
cessing the hydrogen

(d) 2nd coordinate to be rotated con-
sists of the bond angle between atoms
labeled 2 and 3

(e) 2nd coordinate to be rotated con-
sists of the bond angle between atoms
labeled 2 and 3

Fig. 2. Butene molecule, C4H8

(a) (b)

Fig. 3. Two views of PES for 2-butene computed with the same initial iterate
at each point

also decreased. Unfortunately this is still not good enough to
compute a smooth PES.

Finally when we perform the ray generation algorithm with
pre-processing we obtain the PES in figure 5. This surface
is entirely consistent with our expectation. The surface is
continuous and it is differentiable at all points except the
maximum.

Since we must draw these surfaces using a continuation
scheme, the available computing resources will not all be
utilized immediately. After the optimization of the initial
gridpoint uses a single processor, the algorithm will then use 8
processors. As these points converge the amount of processors
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(a) (b)

Fig. 4. Two views of PES for 2-butene computed with ray generation without
pre-processing

(a) (b)

Fig. 5. Two views of PES for 2-butene computed with ray generation with
pre-processing

used will continue to grow until all the available resources are
saturated. This method of drawing the PES has good weak
scalability as indicated by Table I.

TABLE I
SCALABILITY

Grid Size Processors Time (secs.)
17x17 12 525
25x25 24 451
37x37 48 570

IV. EXCITED STATES AND TRANSITIONS

A molecule can absorb energy and excite to a new potential
energy. The amounts of energy that the molecule can absorb
are discrete and the minimum energy that it can absorb will
excite the molecule to the first excited state. This means a
single electron will occupy a different orbital than it had
previously. Since the area inhabited by the electron changes
then so do all the forces exerted between itself and the rest
of the molecule. Thus a stable geometry which was a local
minimum of the ground state PES may no longer be a local
minimum of the excited state. Figure 6 displays both the
ground state and the first excited state above it for 2-butene.

In the cross-section view of figure 6(b) it is clear that the
local minima of the ground state lie directly below the local
maxima of the first excited state. We can now simulate the
excitation and natural relaxation of the molecule by interpo-
lating the PES using a cubic spline [13] and optimizing on
that surface. The optimization method we use is continuous

(a) (b)

Fig. 6. 2 views of ground and first excited PES’s for 2-butene

steepest descent [14], [15]. We solve the ordinary differential
equation u̇ = −5 f(u) using ODE45 in matlab. The gradient
is computed as a finite difference on the interpolated surface.
Figure 7 displays the simulation of the transition the molecule
would undergo in those 2 dimensions if the molecule were
excited to the shown excited state.

(a) (b)

Fig. 7. Successful transition path for 2-butene

V. RESOURCES

All computations were performed on the high performance
computing cluster at North Carolina State University. Our
chassis has 60 quad core Xeon processors with 2GB dis-
tributed memory per core and dual gigabit ethernet intercon-
nects. The operating system is Red Hat Linux 2.6.9 Potential
energy computations are performed using Gaussian 03. Script
editing is done with Python 2.5.4. Figures and optimizations
were produced in Matlab 7.8.0.347.

VI. CONCLUSION

We have developed a method of continuation along with
pre-processing that successfully draws a smooth PES for
molecules. This method exhibits very good scaling. We believe
this method lends itself easily to higher dimensions and will
scale equally well. Using the surfaces we are able to simulate
a transition that a molecule will undergo if it is exposed to
a given amount of energy. Our method will allow for more
complicated molecular transitions to be understood in multiple
dimensions.
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Abstract—Inverse heat conduction problem can be found in 
many engineering fields, and has the characteristics of non-
linearity, ill-posedness and massive-computation. In this 
paper, a parallel Particle Swarm Optimization (PSO) 
algorithm is proposed to solve inverse heat conduction 
problem, after choosing parameters determining condition. 
The numeric results show that the algorithm has high 
accuracy and can be used in practice. 

Keywords: inverse problem, PSO, parallel, MPI.  

I. INTRODUCTION 
Direct problems obtain results from reasons; contrarily, 

inverse problems are to get the reasons from the results. 
Inverse problem is a concept proposed compared with direct 
problem, being the inverse process of direct problem. As a 
branch of inverse problem, Inverse Heat Conduction 
Problem (IHCP) has characteristics of non-linearity, ill 
posedness and massive-computation, because of which, 
there haven’t been theories or algorithms with broad 
application scope to solve it yet. Xu [1] considered heat 
conduction problem with source term, presented simulated 
annealing algorithm, and got relative high precision results. 
Guo [2] solved IHCP by using genetic method, and showed 
this method should be improved in the case of genetic 
method may get local convergence results. Sun [3] wrote a 
parallel code of genetic algorithm to solve heat conduction 
problem, and got high speed up of parallel calculation. Jang 
[4] used three algorithms to solve inverse earth quake 
problem, which are Monte-Carlo algorithm, simulated 
annealing algorithm and genetic algorithm. His calculation 
needs long CPU time. Wang [5] used ACA method to the 
stable inverse heat conduction problem. His method also 
needs  to be improved. 

In this paper, we will consider the parallel PSO 
algorithm solving IHCP. Section 2 discusses the initial 
boundary condition and determining parameters condition.  
Section 3 builds numeric model and calculates error function 
y values by using difference methods and PSO algorithm. 

 
 
 

II. INVERSE HEAT CONDUCTION PROBLEM 
The inverse heat conduction problem is given below: 
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Here u is temperature, t is time, X is space coordinate, 

k=k(X,u) is heat transfer factor. D is boundary of domain 
DT, F0 (t=0,X,u)=0 is initial condition, Fx =0 is boundary 
condition. FI=0 is parameter determining condition. If k is a 
known function, the condition  FI=0 will be not used in the 
calculation. D* is domain of X and T* is time t domain. The 
above equation may be re-written as: 
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If heat transfer factor k is a constant, the derivative of k 

is zero, above equations become as: 
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)(

0

=∈∈
=∈

==
+∇∇=

uTtDXF
utDXF

uXtF
guku

I

x

t

 
As we know, if the heat source is not considered for the 

target, the source term g=0, we have no-source heat transfer 
equation 

0)*,*,(
0),,(

)4(0),,0(
)(

0

=∈∈
=∈

==
∇∇=

uTtDXF
utDXF

uXtF
uku

I

x

t

 
For one dimension, the problem becomes simple as 
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)5()(
)0(

1

0

txguTtDxu
xtu

uLxu
uxu

kuu xxt
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==
==
==

=

ϕ
 

Let u0=9, u1=0, u(t=0)=sin(πx), u(x=0.5,t=0.1)=0.02, we 
may get analysis  

)sin()2.1exp( 2 xtu ππ−=  
2

2

1

0

min max

0 1, 0

( ,0) 0 1
(0, ) 0
(1, ) 0
( , ) ( , ) ( , )

x

t

t

u ua x t
t x

u x e x
u t e t
u t e t
u x t u x t x t
a a a

+

⎧ ∂ ∂= < < >⎪ ∂ ∂⎪
= ≤ ≤⎪

⎪ = ≥⎨
⎪ = ≥
⎪

= ∈Ω⎪
⎪ < <⎩

 

III.  PSO ALGORITHM   
 Reynolds [6] observed fish and bird living action, and 

defined three simple rules to simulate bird finding food. 
Those are: 

(A) move away to the closest neighbor;  
(B) move to goal; 
(C) close to center of group; 
The principles of PSO algorithm are: 
Supposing particle position vector is 

1 2( , ,..., )i i i iDz z z z=  
Here i=1,2,…,N, define particle position function   

1 2( ) ( , ,..., )i i i iDf z f z z z=   
It represents the particle’s position. The function is 

better, if the f(.) value is smaller. The vector  

1 2( , ,..., )i i i iDv v v v=  
is particle moving speed, and vector  

1 2( , ,..., )i i i iDp p p p=   
is ith particle best position until now. vector  

1 2( , ,..., )g g g gDp p p p=  
is particle best position for all particle. Using below 

formula to renew ith particle speed: 
1

1 1 2 2( ) ( )k k k k
id id id id gd idv wv c r p z c r p z+ = + − + −              

And then renew its position 
1 1k k k

id id idz z v+ += +             
Where 1, 2,...,i n= , 1, 2,...,d D= , k is the searching 

number, 1r  and 2r  are random numbers in the domain (0,1), 

1c  and 2c  are learning factors. w  is the inertia weight, at 
the 1k + th searching which is computed from 

1 max min
max

max

k w w
w w k

k
+ −

= −   

Where maxw  is the initial weight, minw  is the ultimate 
weight, maxk  is the maximal searching number. Generally, 

maxw  and minw  is set as max 0.9w = , min 0.4w = . 
As we know, PSO [7] is an optimization algorithm, 

which can be used to solve the optimization problem. In 
order to adopt the PSO algorithm to solve the heat 
conduction problem, the problem should be transformed into 
the optimization problem firstly. 

The one dimension inverse heat conduction problem can 
be transformed into an optimization problem as follows: 

0 2

1

2

2

1

0

min max

1min ( )

0 1, 0

( ,0) 0 1
(0, ) 0
(1, ) 0
( , ) ( , ) ( , )

n

i i
i

x

t

t

E u u
n

st

u ua x t
t x

u x e x
u t e t
u t e t
u x t u x t x t
a a a

=

+

= −

⎧ ∂ ∂= < < >⎪ ∂ ∂⎪
= ≤ ≤⎪

⎪ = ≥⎨
⎪ = ≥
⎪

= ∈Ω⎪
⎪ < <⎩

∑

 
 
Assume that 0

1u , 0
2u ,..., 0

nu  are the temperature value  
of the aimed heat conduction parameters at the measured 
points. Given any group heat conduction parameters 

1a , 2a ,..., Da , its temperature value at the measured points 

is 1u , 2u ,..., nu . The error between the two group 
temperature values can be defined as: 

0 2

1

1 ( )
n

i i
i

E u u
n =

= −∑  

Based on the error, the heat conduction parameter should 
be adjusted continually, until the error reaches its minimal 
value, or reaches a predetermined minimal value.  

IV. Parallel PSO  
As we know, the solutions of the IHCP require massive 

computation, which increases the difficulty of the solving 
heavily. So, the PSO algorithm for IHCP should be 
parallelized.  

The parallel PSO adopts the way of data parallel, which 
divide the particle set into several sub-set averagely. Every 
node computes a sub-set. After completing every searching 
step, master node gathers optimal positions and their fitness 
of all sub-set. The master node gets the optimal position and 
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its fitness of particle set, and broadcast them to all slave 
nodes. In fact, every node has a complete PSO program. 

 Computing Paradigm  of the parallel PSO program is 
master-slave construction, which contains a master process 
and several slave processes. Assume the cluster contains M 
computers, i.e. 0 1 1, ,..., Mnode node node − , where 0node  is the 
master node and 1 1,..., Mnode node −  is slave node. The 
number of the particle set is N, which is divided into M sub-
sets. The node inode  have iN  (i=0, 1,…,M-1) particles.  
Parallel PSO is concluded as below [8]:  

Master node algorithm 
(1)The initialization of PSO: 
  (a) Get the temperature value of the target heat 

conduction parameters at measured points 0
1u , 0

2u , ..., 0
nu ； 

  (b) Set the capacity of the particle set as N, the 
dimension of searching space as D, the fitness function 

( )f ⋅  and minimum fitness as FITNESS_MIN； 
  (c) Set the space position scope of the particle （ minz , 

maxz ）and the velocity scope of the particle （ minv , maxv ）, 
and produce initial position iz  and initial velocity iv  of 
every particle randomly in the scope of position and 
velocity. 

  (d) Set parameter 1r  and 2r  as a random number 
between (0,1), and give a value to learning factor 1c  and 2c .     

(2) Task allocation and communication: Divide the 
particle set into M sub-set averagely, send the initial position 

iz and initial velocity iv  to the corresponding node, and 
broadcast the value of parameter 1r  and 2r  produced by 
master node to all node. 

(3) Set heat conduction parameter as the position value 
1 2( , ,..., )i Dz a a a=  of every particle, and gain the parameter 

value 1u , 2u , ..., nu  at the measured points after solving the 
direct heat conduction problem. 

(4) Compute the fitness value of the particle from the 
measured temperature value:  

0 2

1

1( ) ( )
n

i i i
i

f z u u
n =

= −∑ ； 

(5) Judge: if the fitness value of the entire particle in the 
sub-set has been computed, go to the next step, or go to the 
step 3. 

(6) Compute the optimal position 1k
ip + （i=1,2,…, 0N

） and the fitness value of every particle:  

   
1

1
1 1

( ) ( )
( ) ( )

k k k
k i i i
i k k k

i i i

p f p f z
p

z f p f z

+
+

+ +

⎧ ≤⎪= ⎨ >⎪⎩

i f  
i f  

； 

(7) Compute the optimal position 1_ k
glocal p +  and the 

fitness value of the sub-set: 
   

0

0

1 1 1 1
1 2

1 1 1
1 2

_ { , , ,..., },

( ) min{ ( ), ( ), ( ),..., ( )};

k k k k k
g g n

k k k k
g n

local p z z p z z z

and f z f p f z f z f z

+ + + +

+ + +

= ∈

=
     (8) Communication: Gather the optimal position 

1_ k
glocal p +  and the fitness value of the node, select the 

optimal position 1k
gp +  and the fitness value of the entire set, 

and then, broadcast the optimal position 1k
gp +  and the fitness 

value to all the node; 
(9) Compute the inertia weight 1kw +  and velocity 1k

idv + （

i=1,2,…,N, d=1,2,…,D） at the next searching step： 
1 max min

max
max

k w w
w w k

k
+ −

= − , 

1
1 1 2 2( ) ( )k k k k k

id id id id gd idv w v c r p z c r p z+ = + − + − ,  
Where, max 0.9w = , min 0.4w = , and judge whether the 

component of the velocity 1k
idv +  exceeds its scope （ minv , 

maxv ）. If the component d exceeds its scope, it should be 
adjusted as:  

1
1 min min

1
max max

k
k d id d
id k

d id d

v if v v
v

v if v v

+
+

+

⎧ <⎪= ⎨ >⎪⎩
； 

(10) Refresh the space position 1k
idz + （ i=1,2,…, 0N , 

d=1,2,…,D）at the next searching step as : 1 1k k k
id id idz z v+ += + , 

and judge whether the component of the velocity 1k
idz +  

exceeds its scope （ minz , maxz ） . If the component d 
exceeds its scope, it should be adjusted as:  

1 1
1 min min

1 1
max max

2
2

k k
k d id id d
id k k

d id id d

z z if z z
z

z z if z z

+ +
+

+ +

⎧ − <⎪= ⎨ − >⎪⎩
； 

(11) Judge: If the fitness value of the particle set reaches 
the predetermined value, i.e. 1( ) _k

gf p FITNESS MIN+ < , or 
the number of the searching exceeds the maximal 
predetermined number, the program ends; or go to the step 
2.  

 
Slave node algorithm: 
Hypothesis the number of the slave node is i , i.e. the 

number of the sub-set particle on the slave node is iN . 
(1)The initialization of PSO: 
  (a) Get the temperature value of the target heat 

conduction parameters at measured points 0
1u , 0

2u , ..., 0
nu ； 

  (b) Set the dimension of searching space as D, the 
fitness function ( )f ⋅  and minimum fitness value as 
FITNESS_MIN； 

  (c) Set the space position scope of the particle （ minz , 

maxz ）and the velocity scope of the particle （ minv , maxv ）; 
  (d) Set the value to learning factor 1c  and 2c . 
 (2) Communication: Receive the initial position iz  and 

initial velocity iv  of the corresponding sub-set from the 
master node, and receive the value of parameter 1r  and 2r  
broadcasted by the master node.  

(3) Set heat conduction parameter as the position value 
1 2( , ,..., )i Dz a a a=  of every particle, and gain the parameter 
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value 1u , 2u , ..., nu  at the measured points after solving the 
direct heat conduction problem. 

(4) Compute the fitness value of the particle from the 
measured temperature value:  

0 2

1

1( ) ( )
n

i i i
i

f z u u
n =

= −∑ ； 

(5) Judge: if the fitness value of the entire particle in the 
sub-set has been computed, go to the next step, or go to the 
step 3. 

(6) Compute the optimal position 
1k

ip +

（i=1,2,…, 0N
） and the fitness value of every particle:  

   
1

1
1 1

( ) ( )
( ) ( )

k k k
k i i i
i k k k

i i i

p f p f z
p

z f p f z

+
+

+ +

⎧ ≤⎪= ⎨ >⎪⎩

i f  
i f  

； 

(7) Compute the optimal position 
1_ k

glocal p +

 and the 
fitness value of the sub-set: 

   

0

0

1 1 1 1
1 2

1 1 1
1 2

_ { , , ,..., },

( ) min{ ( ), ( ), ( ),..., ( )};

k k k k k
g g n

k k k k
g n

local p z z p z z z

and f z f p f z f z f z

+ + + +

+ + +

= ∈

=

 
(8) Communication: Send the optimal position 

1_ k
glocal p +  and the fitness value of the local node to the 

master node. 
(9) Compute the inertia weight 1kw +  and velocity 1k

idv + （

i=1,2,…,N, d=1,2,…,D） at the next searching step： 
1 max min

max
max

k w w
w w k

k
+ −

= − , 

1
1 1 2 2( ) ( )k k k k k

id id id id gd idv w v c r p z c r p z+ = + − + − ,  
Where max 0.9w = , min 0.4w = , and judge whether the 

component of the velocity 1k
idv +  exceeds its scope （ minv , 

maxv ）. If the component d exceeds its scope, it should be 
adjusted as:  

1
1 min min

1
max max

k
k d id d
id k

d id d

v if v v
v

v if v v

+
+

+

⎧ <⎪= ⎨ >⎪⎩
； 

(10) Refresh the space position 1k
idz + （ i=1,2,…, 0N , 

d=1,2,…,D）at the next searching step as : 1 1k k k
id id idz z v+ += + , 

and judge whether the component of the velocity 1k
idz +  

exceeds its scope （ minz , maxz ） . If the component d 
exceeds its scope, it should be adjusted as:  

1 1
1 min min

1 1
max max

2
2

k k
k d id id d
id k k

d id id d

z z if z z
z

z z if z z

+ +
+

+ +

⎧ − <⎪= ⎨ − >⎪⎩
； 

(11) Judge: If the fitness value of the particle set reaches 
the predetermined value, i.e. 1( ) _k

gf p FITNESS MIN+ < , or 
the number of the searching exceeds the maximal 
predetermined number, the program ends; otherwise, go to 
step 2. 

IV. RESULTS 
For one dimension problem, we choose the aimed heat 

conduction parameter 0 1.0a = a, x= 0.2, 0.4, 0.6, 0.8, time 
t= 0.2, 0.4, 0.6, 0.8, 1.0. The number of the measured data is 
20. The fitness function is chosen as the error function. The 
numeric results are shown in Table 1. In the table, K is 
hunting number of PSO, a  is the computed heat conduction 
parameter, dX is the relative error between a  and 0a  . F is 
fitness value, i.e. the err. From table 1, the fitness value F 
reduces as searching number k  increases. The error varied 
with parameter a is shown in Fig.1. 

TABLE I.  GROUP PARTICLE OPTIMUM POSITION 

k a dX F 

1 0.749229 25.0771 0.0087227236 
3 1.294595 29.4595 0.0046095348 
4 0.910553 8.9447 0.0007960705 
6 1.006348 0.6348 0.0000032009 

33 0.994237 0.5763 0.0000028703 
40 1.004068 0.4068 0.0000012511 
41 1.002189 0.2189 0.0000003809 
42 1.000883 0.0883 0.0000000627 
43 0.999982 0.0018 0.0000000048 
48 1.000017 0.0017 <0.0000000001 
59 0.999997 0.0003 <0.0000000001 
62 1.000002 0.0002 <0.0000000001 
65 1.000000 0.0 <0.0000000001 

100 1.000000 0.0 <0.0000000001 
 
We use MPI as the program platform to implement the 
parallel PSO.  The speed up of the parallel PSO is show in 
table 2 

TABLE II.  THE SPEED UP OF THE  PARALLEL PSO 

N 1 2 4 8 

T 134.547 68.812 34.953 21.641 

Sp - 1.9553 3.8494 6.2172 

Table Ⅲ shows the optimum value varied with initial 
particle position. In the table 2, S is the number of position, 
X0 is particle initial position, F0 is initial error function, 
X100 is particle position after 100 hunting times, and F100 
is corresponding value. From Table 2, the initial position is 
random inside (0,50), maximum is 44.798120(error function 
is 0.102022402),  minimum is 0.74922(error function is 
0.0087227236)。The error function values become same 
after hunting 100 times. That is, our method is independent 
initial position, and convergent. 

V. CONCLUSION  
A PSO parallel algorithm solving 1-D inverse heat 

conduction problem is proposed in the paper. The implicit 
difference method is used to difference the partial 
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differential equation. The results show that the data partition 
parallel method can be applied to particle swarm 
optimization problem to solve the inverse heat conduction 
problem.  

The further work is using the parallel PSO to efficiently 
solve 2-D inverse heat conduction problem. 
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Figure 1.  The error function varied with a 

 
             TABLE Ⅲ, ERROR FUNCTION VALUE   

S X0 F0 X100 F100 
1 9.665212 0.0842840856 1.000000 <0.0000000001 
2 40.437025 0.1015324457 1.000001 <0.0000000001 
3 29.250465 0.0991528259 1.000001 <0.0000000001 
4 23.993652 0.0975262419 1.000001 <0.0000000001 
5 17.514573 0.0940227861 1.000001 <0.0000000001 
6 44.798120 0.1020224028 1.000001 <0.0000000001 
7 41.142003 0.1014726023 1.000001 <0.0000000001 
8 37.330241 0.1008914046 1.000000 <0.0000000001 
9 8.705405 0.0818861051 1.000001 <0.0000000001 
10 42.947172 0.1017084676 1.000001 <0.0000000001 
11 35.525071 0.1006103132 1.000001 <0.0000000001 
12 25.676748 0.0981286325 1.000001 <0.0000000001 
13 15.199744 0.0922396515 1.000001 <0.0000000001 
14 0.749229 0.0087227236 1.000000 <0.0000000001 
15 4.570147 0.0622991898 1.000001 <0.0000000001 
16 18.222602 0.0947195964 1.000001 <0.0000000001 
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Abstract—Due to the nonlinear of the Black-Scholes option 
pricing model, r and  σ  were not easy to be solved by analytic 
method. Quantum-behaved Particle Swarm Optimization 
(QPSO) algorithm was proposed to estimate the parameters 
because of its global search ability and robustness. In the 
process of optimization, Black-Scholes option pricing formula 
was used as the research object to establish the algorithm 
model of parameter estimation and weighted sum of squared 
errors between experimental values and predicted values was 
used as the objective optimization function. Experimental 
results show that QPSO algorithm is more effectively than 
Particle Swarm Optimization (PSO) algorithm and Deferential 
Evolution (DE) algorithm.  

Keywords-QPSO; Option Pricing; Parameter estimation; Black-
Scholes partial differential equation  

I.  INTRODUCTION   
Option pricing theory is the core problem of financial 

derivative no matter in theoretical studies or in practical 
application. Black-Scholes (BS) formula is usually used to 
calculate option price. But BS formula is based on some 
assumptions. This model has no analytic solution when these 
assumptions are dissatisfied. So Numerical Methods is used 
to solve the BS partial differential equation. 

R and σ  were not easy to be observed in the BS partial 
differential equation, so we need to estimate them. In this 
paper, intelligent optimization algorithms were used to 
estimate parameters. We can find the most suitable 
optimization algorithm for solving this problem through 
experiments. 

II. BLACK-SCHOLES PARTIAL DIFFERENTIAL EQUATION 
AND ITS SOLUTION 

Black and Scholes introduced the well-known BS option 
pricing model under the efficient markets hypothesis and the 
assumption that the stock price follows geometric Brownian 
motion. 

The BS model postulate that option price is a function 
which has five variables: value of the underlying asset   tS , 
the exercise price X, the risk-free rate of return r, the 
volatility of the security returnσ , and the time to expiration 
T-t.  

       rf
S

fS
S
frS

t
f =

∂
∂+

∂
∂+

∂
∂

2

2
22

2
1 σ    (1) 

Equation (1) is the famous BS partial differential 
equation. The relationship between option price and the five 
variables is a complex nonlinear one. The BS model relies on 
several highly questionable assumptions, so the model has no 
analytic solution when these assumptions are invalid. So we 
can use numerical analysis method to solve the option price. 

   First, the BS partial differential equation (1) was 
translated into difference equation (2) through finite 
difference method. 

   1,,1,1 ++− =++ nmnmmnmnmnnmmn ffcfbfa ,  

1,...,2,1 −= Mm   ； 1,...,2,1,0 −= Nn           (2)    
where, 

      
2

222

)(2
)()(

S
SmttSrma mn Δ

ΔΔ−ΔΔ= σ              (3)     

( ) ( ) ( )
( )2

2222

S
SmtStSrb mn Δ

ΔΔ+Δ+ΔΔ= σ      (4)    

( ) ( )
( )2

222

2 S
SmttSrmc mn Δ

ΔΔ−ΔΔ−= σ              (5) 

For the European call option, boundary conditions are: 
In T instant time： 

    ( )0,max KSmf mN −Δ= , Mm ,...,2,1,0=      (6)  
When 0=S ： 

00 =nf  ,                                Nn ,...,2,1,0=     (7)   
When   +∞→S : 

KSMf Mn −Δ=  ,                  Nn ,...,2,1,0=        (8)   
Using the boundary conditions and differential equation 

(2), we can get a equation group which has M-1 equations. 
We need to solve N equation groups like this. The coefficient 
matrix of this equation group is a tri-diagonal matrix, so we 
use chasing method to solve this equation group and can get 
the value of   mnf  , that is, the option price.  

III. QUANTUM-BEHAVED PARTICLE SWARM 
OPTIMIZATION ALGORITHM  

A. Particle Swarm Optimization  
PSO was first introduced by Kennedy and Eberhart as an 

optimization technique for continuous problems in 1995. It is 

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

978-0-7695-4110-5/10 $26.00 © 2010 IEEE

DOI 10.1109/DCABES.2010.8

10



a kind of evolutionary computation technique motivated by 
the behavior of organisms such as fish schooling and bird 
flocking. 

PSO is similar to the other evolution algorithms in that 
the system is initialized with a population of random 
solutions. However, each potential solution, call particles, 
flies in the D-dimensional problem apace with a velocity 
which is dynamically adjusted according to the flying 
experiences of its own and its colleagues. The location of   
the i-th particle is represented as ( )iniii xxxX ,...,, 21= . 
The velocity for the i-th particle is represented as    

( )iniii vvvV ,...,, 21= . The best previous position of the i-th 

particle is denoted as ( )iniii pppP ,...,, 21= , which is also 
called bestp . )( tPg

 is the position of the best particle 
among all the particles in the population and called global 
best position, which is also called  bestg . 

 Then the swarm is manipulated by the equation (12) 
( ) ( ) ( ) ( ) ( )[ ] ( ) ( ) ( )[ ]
( ) ( ) ( )⎪⎩

⎪
⎨
⎧

++=+

−+−+=+

11

1 2211

tvtxtx

txtptrctxtptrctvtv

ijijij

ijgjjijijjijij  (12) 

Where j represents the dimensions of the swarm, i 
represents the index of particle in the swarm, t represents 
the iteration number, 1c  and 2c   are the acceleration 

constants which are positive numbers, 1r  and 2r   are 
random numbers uniformly distributed between 0 and 1. 

B. Quantum-behaved Particle Swarm Optimization 
PSO is not a global convergence-guaranteed optimization 

algorithm, as van den Bergh has demonstrated. Therefore, 
Jun Sun et al. introduced quantum theory into PSO and 
proposed a global convergence-guaranteed search technique, 
quantum-behaved particle swarm optimization algorithm 
(QPSO), whose performance is superior to PSO. 

In QPSO algorithm, only position vector p is needed to 
depict a particle, and there is only one parameter β .The 
equation is as follows: 
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Where 
1α and 2α  are a random function in the range 

[0,1], pBest is the individual extremes, gBest  is the 
global extremes, mBest is defined as the mean value of the 
best position of all particles. β  is called Creativity 
Coefficient , M is the population size and u is a random 
function in the range [0,1]. 

In the process of iterative,   ±  is decided by the random 
number, when it is bigger than 0.5, minus sign(-) is 
proposed, others plus sign(+) is proposed. 

We can see from the above, QPSO enhance the global 
search ability of PSO algorithm and it has just only one 
parameter, easy to realize and to select the parameter. Also, 
it is more stable than original PSO.  

IV. THE APPLICATION OF QPSO IN PARAMETER 
ESTIMATION OF BLACK-SCHOLES OPTION PRICING MODEL  

Option price in the BS model is decided by five 
parameters: tS , X, T-t, r and σ .In these parameters, r and 
σ  are not easy to be solved , so we need to estimate them. 

First, we are given a set of parameters: tS , X, T-t, r and 
σ . Then we bring them into equation (2), so we can get a 
group of simulate experiment values. Also, we can get the 
predicted values through algorithms. Weighted sum of 
squared errors between experimental values and predicted 
values was used as the objective optimization function. The 
specific mathematical form is as follows: 

  { }2
( ) ( )exp

1 1

n m
J w y i y i jij pred

i j
⎡ ⎤∑= −∑ ⎣ ⎦= =

 (14) 

Where n is the data size of every experiment, m is the 
number of experiments, expy is the simulate experiment 

value, predy is the predicted value of algorithm, ijw  is the 
weights of every group. 

 Process of parameter estimation: 
Step1: Comparing the experimental value and the 

predictive value;  Calculating the objective function J. 
Step2:  If the value of objective function is less than or 

equals pre-set value or the algorithm achieves the iterations, 
break the circulation. Else we should adjust prediction 
parameters and return   step1. 

In QPSO, every particle was coded as a group of 
parameter, formula (14) is the objective optimization 
function. Through iterative computation of algorithms we 
can get optimum solution, that is, the optimal prediction 
parameters. 

V. EXPERIMENTAL RESULTS AND ANALYSIS  
In this paper, we applied PSO, QPSO and DE algorithms 

to solve the parameters of option pricing model. The 
program was coded with C++, data analysis and drawing 
work were done under the Matlab 7.0 environment. 

In table1, given value lists the experimental value of r 
and  σ  , fitted value lists the 50 times average of r and σ   
.We can see from the table that the failure rate of the QPSO 
fitted value is almost zero. The fitted value of DE algorithm 
is closer to the exact value. The fitted value of PSO 
algorithm is worse than the others. 
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TABLE I.  GIVEN VALUE AND FITTED VALUE OF ALL THE  ALGORITHMS (50 TIMES AVERAGE) 

 
 

Given value 
fitted value 

PSO                QPSO                   DE 

r  σ  r  σ  r  σ  r  σ  

0.2 0.2 0.0440 0.1410 0.2000 0.2000 0.1680 0.2593 

0.2 0.4 0.0469 0.2620 0.2000 0.4000 0.1763 0.4124 

0.4 0.2 0.2221 0.2854 0.4000 0.2000 0.4000 0.2000 

0.4 0.4 0.1684 0.3114 0.4000 0.4000 0.3891 0.4172 

0.5 0.3 0.3628 0.1663 0.5000 0.3000 0.4900 0.3147 

0.3 0.5 0.1026 0.3446 0.3000 0.5000 0.2880 0.5146 

0.7 0.5 0.5313 0.4212 0.7000 0.5000 0.7000 0.5000 

0.8 0.7 0.5719 0.6492 0.8000 0.7000 0.8000 0.7001 

Figure1 shows the converged curves of objective 
function of the three algorithms. Comparison shows that the 
convergence performance of the QPSO algorithm is best. 
And then is the DE algorithm. The convergence performance 
of the PSO algorithm is worst.  We can conclude that QPSO 
algorithm is more effectively than PSO algorithm and DE 
algorithm on this issue. 
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Figure 1.   converged  curves of objective function 

VI. CONCLUSIONS  
In this paper, PSO, QPSO and DE algorithms are applied 

to solve the parameter estimation of BS option pricing model 
and weighted sum of squared errors between experimental 
values and predicted values is used as the objective 
optimization function. Experimental results show that QPSO 

works better than DE and PSO in the parameter estimation of 
option pricing model.  
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Abstract—Two kinds of parallel genetic algorithm (PGA) are 
implemented in this paper based on the MATLAB® Parallel 
Computing Toolbox™ and Distributed Computing Server™ 
software. Parallel for-loops, SPMD (Single Program Multiple 
Data) block and co-distributed arrays, three basic parallel 
programming modes in MATLAB are employed to accomplish 
the global and coarse-grained PGAs. To validate and compare 
our implementation, both PGAs are applied to run the 
problem of range image registration. A set of experiments have 
illustrated that it is convenient and effective to use MATLAB 
to parallelize the existing algorithms. At the same time, a 
higher speed-up and performance enhancement can be 
obtained obviously.  

Keywords- parallel genetic algorithm; MATLAB; distributed 
computing; parallel programming 

I.  INTRODUCTION  
The recent advance in computer technology has provided 

ample evidence that we are in the multi-core area. However, 
adding cores is not synonymous with increasing 
computational power [1]. Therefore, to take full advantage of 
the performance enhancements offered by the new multi-
core hardware, a corresponding shift must take place in the 
software infrastructure. That is, a shift to parallel computing.  
Fortunately, MATLAB® Parallel Computing Toolbox™ [2] 
and Distributed Computing Server™ software [3] provide a 
perfect tool for the domain experts to get code work well in a 
multi-core system. 

MATLAB is an outstanding scientific computing 
language and development environment [4]. Because of its 
programming convenience, high-speed matrix calculation 
and rich toolboxes, it has been used in a variety of technique 
fields, such as image and signal processing, control systems, 
financial modeling, and so on. Recently, development on 
multi-core system has created strong demand for MATLAB 
to find mechanisms to exploit such architectures. From 2000 
on, there have been several attempts. The most notable 
includes pMATLAB, MatlabMPI, MultiMATLAB and 
bcMPI [4]. Here, we pay more attention to the MathWorks 
extensions to the MATLAB language, Parallel Computing 
Toolbox™ and Distributed Computing Server™ software. In 
2009, Luszczek [1] and Sharma [4] introduced the parallel 
features of MATLAB separately. But both of them put 
emphasis on describing the parallel characters of MATLAB 
with some simple numeral calculation questions. Now, we 

will take a more complicated application, PGA, as an 
example to show how to integrate the practical scientific or 
engineering problem with the newest MATLAB functions. 
This combination can bring great convenience to enable 
domain experts arrive at a functional design more quickly 
than using a low-level language such as C or C++. 

Genetic algorithm has shown good performance in a 
great deal of complex optimization problems since it was 
proposed in 1970s. However, along with the rapid 
development of science and technology, the scale of 
optimization problem is getting bigger and bigger, and the 
complexity of space searching is getting higher and higher, 
so people make a higher requirement for GA. GA has inner 
parallelism to be suitable to be realized on the large-scale 
parallel machines [5]. And the rising popularity of parallel 
computation has established the material base for PGA. In 
addition, gains from running genetic algorithms in parallel 
are many, such as run time savings, speedup of finding 
solutions, maximal utilization of computing machinery, 
increase of computational efficiency, and so on. Therefore, 
the research and application of PGA have received much 
attention in recent years [6]. Also the MathWorks has 
provided a GA toolbox, but the PGA is more difficult and 
needs to be designed elaborately according to the practical 
applications. 

Recently, a few attempts that make use of MATLAB to 
build PGA have ever been reported. In 2007, Chen [7] 
introduced a simple implementation of PGA based on 
MATLAB. He brought out a framework for PGA with the ga 
function as the smallest grain by using the gaoptimset and 
MDCE toolbox. His experimental results showed that it was 
efficient and effective to develop distributed computing 
application program based on MATLAB. Kajan in 2009 [8] 
proposed another application, GA-based MIMO controller 
design, by using the MATLAB® Parallel Computing 
Toolbox™.  His approach was reported to be able to solve 
very complex search/optimization/design tasks and reduce 
the computation time from hours to minutes or from days to 
hours respectively. 

With the further development of MATLAB, we 
implement two kinds of PGA, the global and coarse-grained 
method, on a Beowulf cluster. Moreover, both algorithms are 
applied to fulfill the range image registration to validate our 
implementation. Subsequently, the experimental results as 
well as the computation time are compared in detail. All 
results have demonstrated that parallel computing in 
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MATLAB can make great convenience to us and bring 
satisfying performance enhancement. 

II. PARALLEL GENETIC ALGORITHM 
PGA is an algorithm that combines high speed 

parallelism of computer cluster with the inherent parallelism 
of GA, and enhances the solution speed of the population. In 
PGA, there is also a selection-crossover-mutation cycle as in 
GAs, but some new special terms come into being there. 
They are sub-population, migration and topology.  

The basic thought of PGA is that it decomposes a 
complex task into many simpler subtasks, and then 
processors need to execute each task in parallel for problem 
solving. This thought of divide-and-rule can use different 
modes to make them come true, which have caused diverse 
types of PGA. To sum up, there are four major kinds of 
parallel GAs, namely global PGA, coarse-grained PGA, fine-
grained PGA and the mixed or hybrid PGA [5, 6]. 
Considering the first two kinds are more popular in practice, 
we focus mainly on the implementation of them on a cluster 
system with MATLAB. 

A. The Global PGA 
The Global PGA is also called the master-slaver model, 

which is proposed earliest. It is the most direct parallel mode 
of the serial GA, achieved by using the master-slaver 
programming pattern on computers. This algorithm holds 
only one population. Every individual in this population can 
match others randomly. Then each individual has the even 
opportunity to execute the crossover and mutation operation 
to compete with others. Moreover, the selection operation in 
the whole population is global rather than local in a sub-
population. There are two major ways to program the global 
PGA. The first, we only parallelize the calculation of the 
individual’s fitness. Secondly, genetic operations and the 
fitness calculation are all executed in parallel. No matter 
which mode you choose, it is always easy for the global 
PGA to be realized.  

The biggest merit of global PGA is simple. It retains the 
search ability of traditional serial GA and has not changed 
the construction of GA. Therefore, the theory of GA can be 
directly used to forecast whether a concrete problem can be 
mapped in global PGA to solve or not. If the computing time 
is mainly used on the fitness evaluation, the global PGA is a 
very effective parallel method and does not need special 
computer system organization. However, it also has obvious 
flaws. That is, it frequently appears that master and slave 
processors are busy or idle unevenly. 

B. The Coarse-Grained PGA 
The coarse-grained PGA is also called island model or 

distributed model. It is an extension of the classical serial 
GAs, which is the most adaptable and popular PGA. In 
coarse-grained PGAs, the population is divided into several 
sub-populations. And each holds a serial GA independently. 
All serial GAs are then executing in parallel with some 
elitists exchanging at random time interval. Thus, the local 
selection is substituted for the global one. All individuals 
match each other within one sub-population. And the parents 

have to compete with their offspring. Except for some basic 
genetic operators, an important operation, elitist migration, is 
introduced in the coarse-grained PGA. This strategy is in 
charge of the elitists exchanging between different 
communities. In coarse-grained PGAs, the parameters 
related to elitist migration need to be selected carefully, such 
as migration topology, migration ratio and migration period. 

When the population subdivision is finished, the 
migration topology needs to be decided firstly because it is 
so important that it can affect the performance of PGA 
greatly. It defines how the elitists transport between sub-
populations. Based on the difference of the migration 
topology methods, the existing modes can be broadly 
categorized into three kinds, stepping stone model, island 
model and centralized sub-population model. Since the first 
model is too simple, we only provide the illustration of the 
last two as shown in Fig.1. 

 
(a) Stepping stone model            (b) Centralized sub-population model 

Figure 1.  Illustration of the migration topology 

The stepping stone model is the most basic transport 
mode, also called ring model. The individual migration is 
strictly limited between neighboring sub-populations. 
However, the island model allows the migration among all 
communities. Therefore, it is sometimes named complete 
network topology. The centralized sub-population model 
aims to release the pressure of the frequent big volume data 
exchanging. It sets a centralized sub-population, 
communicated to all other sub-populations. The best 
individual of the whole population is always kept in the 
centralized community. From time to time, the top elitist is 
introduced into the other sub-populations to improve the 
individual character and then speed up the convergence of 
the entire PGA. 

III. IMPLEMENTATION OF THE PGAS 
Before carrying out the parallel computing, the execution 

environment of MATLAB needs to be configured 
appropriately. This procedure has been introduced in [7] or 
the documents of the MATLAB toolbox’ user guide [2, 3]. 
In this paper, we focus our attention on some explicit parallel 
programming paradigms, such as co-distributed arrays, 
parallel for-loops and SPMD block. The implementation of 
our PGA methods based on these paradigms is described in 
detail as following. 

A concept lab in MATLAB should be clarified before 
our introduction. A lab is an independent instance of 
MATLAB that runs in a separate operating system process. 
Like threads, labs are executed on processor cores, but the 
number of labs does not have to match the number of cores. 
Unlike threads, labs do not share memory with each other. 
As a result, they can run on separate computers connected 
via a network. 

14



A. Co-distributed Arrays 
All built-in data types and data structures supported by 

MATLAB software are also supported in the parallel 
computing environment. With normal arrays, the full content 
of the array is stored in the workspace of each lab. Co-
distributed arrays, on the other hand, are partitioned into 
segments, with each segment residing in the workspace of a 
different lab. Each lab has its own array segment to work 
with. Reducing the size of the array that each lab has to store 
and process means a more efficient use of memory and faster 
processing, especially for large data sets. 

When an array or matrix is distributed to a number of 
labs, MATLAB software partitions the array or matrix into 
segments and assigns one segment to each lab. We can 
partition a two-dimensional matrix horizontally, assigning 
columns of the original matrix to different labs, or vertically, 
by assigning rows. An array with N dimensions can be 
partitioned along any of its N dimensions. 

 
Figure 2.  Application of the co-distributed arrays  

There are two main applications of co-distributed arrays 
in our PGAs, as shown in Fig.2. The first is in the global 
PGA. Therein, the Chrom is a matrix variable with PopSize 
chromosomes that comprise the whole population. The 
FieldDR_Low and FieldDR_High define the range of six 
genes in each chromosome. The co-distributed arrays are 
used here to distribute the chromosomes to different labs in 
order to speed up the evaluation of fitness function, 
ObjFunction. The second application is in the coarse-grained 
PGA, where the co-distributed arrays are employed to 
initialize the original population. Moreover, if the population 
dimension does not divide evenly over the number of labs, 
MATLAB can partition it as evenly as possible. In Fig.2, the 
property codistributor1d means the population matrix is 
distributed by rows, that is, over its first dimension. 

B. Parallel for loop (PARFOR) 
The basic concept of a parfor-loop in MATLAB is the 

same as the standard for-loop. MATLAB executes a series of 
statements over a range of values. Part of the parfor body is 
executed on the MATLAB client and part is executed in 

parallel on labs. Labs evaluate iterations in no particular 
order, and independently of each other. The necessary data 
on which parfor operates is sent from the client to labs, 
where most of the computation happens, and the results are 
sent back to the client and pieced together. 

A parfor-loop is useful in situations where you need 
many loop iterations of a simple calculation, such as a Monte 
Carlo simulation. Parfor divides the loop iterations into 
groups so that each lab executes some portion of the total 
number of iterations. Parfor-loops are also useful when you 
have loop iterations that take a long time to execute, because 
the labs can execute iterations simultaneously. Therefore, a 
parfor-loop can provide significantly better performance than 
its analogous for-loop. 

 
Figure 3.  Application of the Parfor Loop  

Fig.3 is an example of parfor-loop employed in our 
global PGA. We take the parfor-loop to speed up the 
procedure of the mutation and annealing selection operation. 
Because loops in these two operations are independent of 
each other, the application of parfor-loop in global PGA is 
both convenient and effective. 

C. SPMD Block 
The spmd statement defines a block of code to run 

simultaneously on multiple labs with different data. 
Compared with parfor-loop, spmd block, the code between 
the keyword spmd and its corresponding end, requires a 
much larger mental leap from the sequential loops. The 
reason is that any code executed inside spmd can behave 
much differently and independently on each lab. Typical 
applications appreciate for spmd are those that require 
running simultaneous execution of a program on multiple 
data sets, when communication or synchronization is 
required between labs. 

 
Figure 4.  Application of the SPMD block 

In the Coarse-Grained PGA
spmd 

[ObjSmall2Big,Objcord] = sort(Obj); 
exchangeLimit = numofExchange; 
objSend = ObjSmall2Big(1: exchangeLimit); 
chromSend = Chrom(Objcord11(1: exchangeLimit),:); 

      labTo = mod(labindex, numlabs) + 1; 
labFrom = mod(labindex - 2, numlabs) + 1; 
objReceived = labSendReceive(labTo, labFrom, objSend); 
chromReceived = labSendReceive(labTo, labFrom, chromSend); 
Chrom = [chromReceived ; Chrom(Objcord(1:(sizeofChrom_local - … 

exchangeLimit)),:)]; 
Obj = [objReceived ObjSmall2Big(1:(sizeofChrom_local - … 

In the Global PGA 
parfor i = 1:PopSize 

if  RSMutation(i) <= ProbaMutation  
       Chrom(i,:) = MultiUnifMut(Chrom(i,:),FieldDR); 

      end 
end

In the Global PGA 
Chrom = FieldDR_Low+(FieldDR_High-FieldDR_Low).*rand(PopSize,6);  
spmd 
      Chrom_dis = codistributed(Chrom,codistributor1d(1)); 

Chrom_dis_local = getLocalPart(Chrom_dis); 
sizeofChrom_dis_local = size(Chrom_dis_local,1); 
for i=1: sizeofChrom_dis_local 

           Obj_local(i) = ObjFunction(…, Chrom_dis_local(i,:) ,…); 
end 

end 
 
In the Coarse-Grained PGA 
spmd 

Chrom = FieldDR_Low + (FieldDR_High - FieldDR_Low) … 
.*rand(PopSize,6,codistributor1d(1)); 

Chrom local = getLocalPart(Chrom);
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A concrete example using the spmd block is 
demonstrated in Fig.4. It is the elitist migration operator of 
our coarse-grained PGA. In addition, this example involves 
another function, labSendReceive, for message passing. We 
will also give a brief introduction about it as follows. 

In Fig.4, all operations are executed on the local part of 
the population and their corresponding fitness values. Firstly, 
these values are sorted from small to large. Then some elitist 
individuals with their objective values are selected to 
exchange to the neighboring sub-populations. The 
environment query functions labindex and numlabs here are 
equivalent to MPI_Comm_rank and MPI_Comm_size. 
Because the migration topology used in our method is a 
stepping stone model, the adjacent labs need only to send 
and receive data from each other in a cyclic shift pattern. The 
function labSendReceive proposes a perfect solution for this 
pattern, which is designed to enable the cyclic type 
communication, or any paired exchange, to be written more 
simply, as shown in Fig.4. Moreover, the deadlocking 
behavior is also prevented effectively. In consequence, we 
can obtain the Chrom of the next generation and their 
corresponding fitness values Obj easily.  

IV. RESULTS AND COMPARISON 
The proposed PGA methods are testified on a Beowulf 

cluster system, which includes a master node and four 
compute nodes running linux operating system. The master 
node is a DELL PowerEdge 2950 server with two Intel Xeon 
2.66GHz CPU cores and 2GB memory. Four compute nodes 
are all DELL PowerEdge 1950 servers with four Intel Xeon 
2.66GHz CPU cores and 8GB memory. All nodes are 
connected by the Gigabit Ethernet as the message passing 
network. The execution platform is MATLAB 2009b. 

Taking the range image registration as an example, we 
have parallelized the hybrid GA method proposed in [9]. 
This is a typical application that the evaluation of fitness 
function is much more time-consuming than other genetic 
operations. The calculation of all individuals’ objective 
values occupies 97.58% of the running time of each 
generation, which is measured by the MATLAB profiler 
function. A little difference of our implementation from [9], 
needed to be marked, is that we only retain the first 
population in method [9] and discard the second one. In 
other words, our implementations here are two kinds of 
parallelization of a modified simulated annealing genetic 
algorithm (SAGA).  

Following the hybrid GA in [9], we still set the 
population size as 100 individuals. The temperature of 
SAGA is started from 900 degrees and the ending 
temperature is 0.05 degree. In both PGAs, the probability of 
crossover is 0.9 and the mutation probability is calmed down 
from 0.15 as the generation increases. The cooling/annealing 
schedule and termination conditions are both the same as in 
[9]. 

Table 1 is the quantitative comparison of convergence 
results obtained by two PGAs based on 10 experiments. It 
can be seen that the coarse-grained PGA is superior to the 
global PGA all-around no matter on the rate of convergence 
or the searching result. Although the global PGA is relatively 

more suitable to resolve this kind of application, its 
performance is still less. Especially for the fitness value, the 
result of coarse-grained PGA is almost always smaller than 
the global PGA. From this comparison, it can be certain that 
the elitist migration strategy really brings more global search 
ability to GA. This is consistent with the common sense 
theory of GA. 

TABLE I.  RESULT COMPARISON OF TWO PGA METHODS 

 Number of Iterations The Best Fitness Value 

Mean STD Mean STD 

Global PGA 84.1 15.0144 0.0703 0.0148 
Coarse-Grained 
PGA 77.7 19.4768 0.0546 0.0144 

 

 
(a) Execution time of each iteration of two PGAs 

 
(b) Speedup comparison of two PGAs 

 
(b) Parallel efficiency comparison of two PGAs 

Figure 5.  Performance comparison of two PGA methods 

The above Fig.5 is the performance comparison, 
including the execution time, speedup and parallel 
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efficiency. Because the GA is a stochastic method, the 
number of iterations in each convergence is nearly always 
different to others. Therefore, the variable compared here is 
the execution time of each generation rather than the total 
running time of the GA. As shown in Fig.5 (a), it is easy to 
see that the execution time of GAs can be reduced 
significantly by using the parallel computing technology. On 
the other hand, although the distinction is not very obvious in 
Fig.5 (b) and (c), the speedup and parallel efficiency of 
coarse-grained PGA are still better than the global one. This 
indicates that it’s valuable to parallelize more genetic 
operations when the transmitted data is not very big. In any 
case, the performance of two PGAs is satisfying on the basis 
of Gigabit Ethernet. After all, the parallel efficiency is both 
higher than 60% when the number of processor is 16. 

V. CONCLUSION 
The implementation of two kinds of PGA methods, by 

using a new version of MATLAB, is introduced detailedly in 
this paper. It is illustrated that MATLAB is a perfect 
programming platform and well positioned to fulfill a shift in 
software infrastructure, from traditional serial pattern to 
parallel computing. It brings researchers more convenience 
when developing parallel scientific and engineering 
computing applications. In addition, the hybrid PGA 
methods are utilized to resolve the problem of range image 
registration. And their convergence results are compared in 
terms by terms. All experiments illustrate that the application 
of parallel computing technology can improve the 
performance of GA greatly. In future, PGA method will be 
applied to more practical applications as long as two key 
factors, the appropriate PGA mode and its corresponding 
parallel programming pattern, are designed elaborately. 
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Abstract—For special structured linear systems, WZ 
factorizations of matrices are basic mathematical theories to 
design a class of parallel solving algorithms. So, firstly, new 
WZ factorizations for the p-tridiagonal matrix are proposed 
and proved. Next, an effective parallel algorithm is designed. 
Solving both the subsystem in each processor and the reduced 
subsystem makes use of the WZ factorization so that a two-
level method is formed. The experiment results confirm the 
validity of our method. 

Keywords-WZ factorization; p-tridiagonal linear system; 
symmetric positive definite matrix; parallel algorithm; two-level 
method 

I.  INTRODUCTION  
Let Cx c=  to be a large sparse linear system whose 

coefficient matrix C is shown in (1)[1]. 
Λ Ω⎡ ⎤
⎢ ⎥Ω Λ Ω⎢ ⎥
⎢ ⎥
⎢ ⎥

Ω Λ Ω⎢ ⎥
⎢ ⎥Ω Λ⎣ ⎦

% % %                          (1) 

where Λ = diag(λ1, λ2, " , λs) and Ω = diag(ω1, ω2, " , 
ωs) (s is any integer) are real diagonal matrices. Furthermore, 
suppose Λ and Ω satisty ⎪λi⎪>2⎪ωi⎪(i=1,2,",s) which 
confirms (1) is a positive definite matrix. 

The typical cases[2] are 5-point or 9-point difference 
schemes of Poisson equation with Dirichlet boundary 
conditions in an approximate rectangular domain. So, it is 
necessary to solve linear systems induced by (1) efficiently. 

Here, we generalize the matrix (1) to the following 
definition for a wider range. 

Definition 1  If matrix C is a n n×  symmetric matrix and 
its nonezores locate at {( , ) | | 0i j i j− = or | | }i j p− = , then the 
positive integer p is called bandwidth and C is called  
symmetric p-tridiagonal matrix denoted as {( ,iC ptridiag b=  

1, ), }n
i i p ia b p+ = . Moreover, if C is also a positive definite (PD) 

matrix, then C is called a symmetric positive definite (SPD) 
p-tridiagonal matrix. 

By definition 1, the structure of matrix C is shown in (2). 
This paper focuses on the parallel solution to the large 

linear system with coefficient matrix (2). 

1 1

2 2

1 1

2 2

0
0 0

0 0

0

0
0

0

p

p

p p

p p

n p n p

n p n

a b
a b

b a
b aC

a b

b a

+

+

+ +

+ +

− −

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

"
"

# % # %
# #

%
"
%

% # %
"

              (2) 

To make the description below easy, here gives some 
marks: for matrix C, the submatrix from the 1st row (column) 
to ith row (column) is denoted as 1 ,iC → ∗ ( ,1 iC∗ → ); the ith row 
(column) are expressed by ic ( T

ic ). Assume α is a vector, 
and then i jα → ( )i j≤  represents the subvector from the ith 
element to the jth element. Assume a  and b  are positive 
integers and [ , ] {a b x x= is an integer and satisfy }a x b≤ ≤ . 

Let s be any nonnegative real number. s⎢ ⎥⎣ ⎦  denotes the 
maximum integer which is not more than s while s⎡ ⎤⎢ ⎥  
denotes the minimum integer which is not less than s.  So, 
s s s= =⎢ ⎥ ⎡ ⎤⎣ ⎦ ⎢ ⎥  when s is an integer. 

II. WZ FACTORIZATION OF P-TRIDIAGONAL MATRIX 
The parallel implicit elimination, corresponding to the 

WZ factorization[3-7], is more effective than Guassian 
elimination in parallel algorithm design for linear systems. 
So, our method in this paper bases on WZ factorization. 

A. WZ factorization of dense SPD matrix[7] 
A dense SPD matrix C has order n which satisfies n=2m-

2. If there is a matrix W whose structure is shown in (3) so as 
to have C=WWT then the matrix decomposition is called WZ 
factorization. And, the structure of the factor (3) is the 
transpose of W structure which is given in [6]. 

1,1 1,2 1,

2,2 2, 1

1, 1 1,

,

1, 1 1, 1, 1

,2 ,

0 0
0 0

0 0
0 0

0 0
0 0

0

n

n

m m m m

m m

m m m m m m

n n n

w w w
w w

w w
W

w
w w w

w w

−

− − −

+ − + + +

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

" " "
" " "

% " " $

$ " " " %
" " "

     (3) 
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B. WZ factorization of SPD p-tridiagonal matrix  
Let A be a SPD p-tridiagonal matrix. Without loss of 

generality, let the order n of A satisfy n=2m-2 and be able to 
be divided exactly by p. From (3), similarly as [3,7], we can 
easily get and prove that there only exists a real WZ 
factorization A=WWT (each element in W is a real). The 
structure of matrix W is represented by (4) where only the 
nonzores are listed. And, each pivot in the diagonal can be 
chosen as a positive number, i.e., wi,i>0 ( [1, ])i n∈ . 

, , (2 1) ,

, , 2 ,

, , ,

(iv)  ( , , , , , , ) , [ , 1]2
(ii)   ( , , , , , , ) , [ , ( 1) 1]2
(i)    ( , , , , , , ) , [ , 12 2

T
i p i i i i k p i

T
i p i i i i kp i

T T
i i p i i i i p i

pw w w i m kp m kp
pw w w i m kp m k p

p pw w w w i m m

− + +

− +

− +

⎢ ⎥∈ − − − −⎢ ⎥⎣ ⎦
⎢ ⎥∈ − − − − −⎢ ⎥⎣ ⎦

⎢ ⎥ ⎡ ⎤= ∈ − + −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥

" " " "

" " " "

" " " "

2 , , ,

(2 1) , , ,

]             (4)

(iii)  ( , , , , , , ) , [ ( 1) , 1]2
(v)   ( , , , , , , ) , [ , 1]2

 1, 2,

T
i kp i i i i p i

T
i k p i i i i p i

pw w w i m k p m kp
pw w w i m kp m kp

k

− +

− + +

⎧
⎪
⎪
⎪
⎪⎪
⎨
⎪

⎡ ⎤⎪ ∈ + + − + −⎢ ⎥⎢ ⎥⎪
⎪ ⎡ ⎤∈ + + + −⎪ ⎢ ⎥⎩ ⎢ ⎥

=

" " " "

" " " "
"

 

The matrix decomposition process executes to obtain 
each column of W in the order from (i) to (v) in (4) with each 
k. And, if an element wj,i whose j or i∉ [1,n], then wj,i=0. So, 
except the first and last p columns ( [1, ] [ 1, ]i p n p n∈ − +∪ ), 
the structure of other columns can be represented by (4) and 
there are 3 elements in each column. Concretely (let 

( 1) / 2n
p

⎢ ⎥−⎢ ⎥⎣ ⎦
 denoted as r through the whole paper),   

a. When n/p is even, setting [1, ]k r∈ , the column T
iw  

abides by (4) where the process ends at (ii)(iii); 
b. When n/p is odd, setting [1, 1]k r∈ − , the column T

iw  
abides by (4) where the process ends at (iv)(v). 

Besides, setting  

, ,when /  is even2 2

, ,when /  is odd2 2

p p n p

p p n p

α β

α β

⎧ ⎡ ⎤ ⎢ ⎥= =⎪ ⎢ ⎥ ⎢ ⎥⎪ ⎢ ⎥ ⎣ ⎦
⎨

⎢ ⎥ ⎡ ⎤⎪ = =⎢ ⎥ ⎢ ⎥⎪⎩ ⎣ ⎦ ⎢ ⎥

                  (5) 

the formula (6) is right whenever n/p is even or odd. 
,

, ,

, ,

( , , ), [1, ] [ 1, ]
( , , , , ), [ 1, ]
( , , , , ), [ 1, ]

i i
T
i i i n i p i

i p n i i i

w i n n
w w w i p

w w i n p n

α β
α

β
+ −

+ −

∈ − +⎧
⎪= ∈ +⎨
⎪ ∈ − + −⎩

" " ∪
" " "
" " "

             (6) 

C. Advanced WZ factorization 
To design a parallel algorithm for p-tridiagonal linear 

systems, this section further translates the WZ factorization 
C=WWT to C=W*Z whose structure will appear below.  

Set N={i|i=1,…,n}, I={i|i=1,…,p}�{i|i=n-p+1,…,n}, then 
N denotes the set of numbers of all columns (rows) while I 
denotes the numbers of the first p columns (rows)  and the 
last p columns (rows). Let V be any matrix. The columns 
(rows), whose numbers belong to the set N-I , make up of a 
submatrix denoted as V|N-I (N-I|V) . That is to say, in the 
submatrix, the column (row) vector ( )T

i iv v  satisfies T
iv V∈  

(vi∈V), i∈N-I.  Let the p p×  identity matrix be Ep and the ith 
identity vector be ei=(…,1i ,…). 

Theorem 1 Suppose C is a real symmetric positive 
definite p-tridiagonal matrix with order n which satisfies 
n=2m-2 and can be divided exactly by p. Then, C has a real 

WZ factorization C=W*Z, the factor of which has the 
characters as follows: 

1) W*|N-I=W|N-I; N-I|Z=(W|N-I)T (W is the matrix in (4)); 
2) The column vector in *W  whose number belongs to 

I  is an identity vector, i.e., ,T T
i iw e i= ∈I  ; 

3) The row vector of I|Z has the following structure 
whether or not n/p is even:  

, ,

, ,

( , , , , ), [1, ]

( , , , , ), [ 1, ]
i i i n p i

i
i i p n i i

z z i p
z

z z i n p n
− +

+ −

∈⎧⎪= ⎨ ∈ − +⎪⎩

" " "
" " "

, 

And, when s n p i= − +  and i values from 1 to p in 
sequence, we have , ,i s s iz z= .  

Proof. C has factorization C=WWT where W is shown in 
(4). According to (6), whatever n/p is, we can construct 
proper matrices (W* and Z) to satisfy the conditions.   

a) Construct W* and Z.  
When [1, ]l α∈ and [ 1, ],j n l p n p n β= + − ∈ − + −  set  

,1
( , )

1

l je
E l j

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

%
"
% #

%

 with ,
,

,

l n l p
l j

l l

w
e w

+ −= − ; 

When [ 1, ]l n nβ∈ − + and [ 1, ]j l p n pα= + − ∈ + , set 

,

1
( , )

1l j

E l j
e

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

%

# %
"

%

with ,
,

,

l l p n
l j

l l

w
e w

+ −= − . 

So, let            
[1, ] [ 1, ]

( , ) ( , )
l n n

E L J E l j
α β∈ − +

= ∏ ∪
            (7) 

Furthermore, let 
[1, ] [ 1, ]

( , ) ( , )
l n n

E L J E l j
α β∈ − +

− = −∏ ∪
 where 

( , )E l j− is the inverse matrix of ( , )E l j .  
Set 1

1,1 , 1, 1 ,( , , ,1, ,1, , , )p p n p n p n nD diag w w w w−
− + − += " " " .  

So,         ( )( )1( , ) ( , )T TC WW WE L J D D E L J W−= = −          (8) 
By (8), define * ( , )W WE L J D=  and 1 ( , ) TZ D E L J W−= − . 
b) Prove W* and Z. satisfy conditions 1)-3). 
In fact, we partition matrix W and the matrix in (7) to 

blocks as follows (order numbers are list on the far right):  
11 12 13 11 13 1

22 22 2 2

31 32 33 31 33 3

0 0 0
0 0 , ( , ) 0 0 , 0 0 ,

0 0 0

p

n p n p

p

W W W E E D
W W E L J E D E

W E W E E D
− −

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 

where, 11W  and 33W  are diagonal matrices. 11 33 22,pE E E E= =   

1 12 13 1, , 31 1,; ( , ,0, ,0), (0, ,0, ,
nn p j j n jE E diag e e E diag e

α βα β − +− − += = =" " "

 , )
nn je" (jr  is column number corresponding to row number r 

by (7)). 1 1
1 1,1 ,( , , ),p pD diag w w− −= " 1 1

3 1, 1 ,( , , )n p n p n nD diag w w− −
− + − += " . 

So, there are 
11 12 11 13

22 12 22 32

32 33 31 33

0 0
( , ) 0 0 , ( , )

0 0

T T T T

W W X X
WE L J W E L J W W W W

W W X X

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= − =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

. 

where 11 11 13 13X W E W= − , 13 31 13 33X W E W= − , 31 13 31 11X W E W= −  
and 33 33 31 31X W E W= −  are diagonal matrices, and  

113 1, 1, 1 , , 1, 1 ,( , , ,  , , ),j n p n p j n n n p n pX diag e w e w w w
αα β β β β− + − + − − − + − += − −" "  
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131 1, 1 , 1, 1, 1 , ,( , , , , , ).
n nn p n p n j n j p pX diag w w e w e w

βα α β α α− ++ − + − − + + += − −" "  
Finally, we have 

1 1
12 1 11 1 13

22 12 22 32
1 1

32 3 31 3 33

0 0
* 0 0 , .

0 0

p
T T T

p

E W D X D X
W W Z W W W

W E D X D X

− −

− −

⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥= = ⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦

 

Obviously, *W  satisfies 1) and 2), Z satisfies 1). Since 
1

1 11,D X− 1
1 13,D X− 1

3 31D X−  and 1
3 33D X−  are diagonal matrices and 

satisfy 1 1
1 13 3 31D X D X− −= , the rows in ZI  satisfy 3). □ 

We will use the row representations of W* and Z so we 
need obtain the conclusions below from Theorem 1. 

Property 1 1) N-I|W*(=N-I|W) has the structure like (9). 

,

, ,

, ,

, , , 2

,

( , , ), , , , , 12 2
( , , , , ), , , 12
( , , , , ), , , 12
( .1) ( , , , , , , ), , , 12
( .2) ( ,
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−
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−
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⎢ ⎥= − − −⎢ ⎥⎣ ⎦

⎡ ⎤= + + −⎢ ⎥⎢ ⎥
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" " " "

" " " "

" " " "

" " " " "

" 2 , ,
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, (2 1) , ,

, , , , , ), , , 12
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−
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⎧
⎪
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⎪
⎪
⎪
⎪
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⎪

⎡ ⎤⎪ = + + + −⎢ ⎥⎢ ⎥⎪
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(9)

1, 2, , 1.k r

⎪
⎪

= −"

 

And, (9) must be calculated from top to bottom. That is, 
except the first three formulas in (9), formula (s) 
(implicatively (s.1) before (s.2)) must order before formula (t) 
(implicatively (t.1) before (t.2)) when k is fixed. 

a. if n/p is odd then, setting [1, 1]k r∈ − , wi abides by (9) 
and ends  at formula (s); 

b. if n/p is even then, setting [1, 1]k r∈ − , wi abides by (9) 
and ends at formula (t). 

2) When using the marks in (5), the row structure of I|W* 
is shown below: 

, ,

, , , 2

, 2 , ,

, ,

( ,1 , , , ), 1, ,

( ,1 , , , , , ), 1, ,
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" " " " "
" " " "

□ 

Property 2 Let the ith row vector of Z be zi. Then,  
a. if n/p is even then, setting [1, ]k r∈ , ( )T T

i iz w=  abides 
by (4) and ends at formulas (ii) and (iii). In addition, 

, , (2 1)

, (2 1) ,

( , , , , ), 1, ,
( , , , , ), 1, ,

i i i i r p
i

i i r p i i

z z i p
z

z z i n p n
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=⎧⎪= ⎨ = − +⎪⎩

" " " "
" " " "

. 

b. if n/p is odd then, setting [1, 1]k r∈ − , ( )T T
i iz w=  abides 

by (4) and ends at formulas (iv) and  (v). In addition,  
, , 2

, 2 ,

( , , , , ), 1, ,
( , , , , ), 1, ,

i i i i rp
i

i i rp i i

z z i p
z

z z i n p n
+

−

=⎧⎪= ⎨ = − +⎪⎩

" " " "
" " " "

.□ 

Remarks. The WZ factorization above must include the 
factorization in [7] as a special case (with p=1). If not 
pointed specially, the following mentioned WZ factorization 
is the one in section II.C. 

D. Advanced WZ factorization 
According to Property 1, Property 2 and formula (4), the 

WZ factorization carries on by the order of (i)-(v) in (4) 

(each formula represents a block in matrices W). The 
calculation in each step just depends on the results from the 
latest two blocks having been computed. 

Algorithm 1  WZ Factorization 
0 If p is even then pd=pu=p/2; 

Else 
    pd=(p-1)/2; pu=(p+1)/2; 

mpu=m+pu; mpd=m-pd;ore=n/p; 
If ore is even then 
      r=(ore/2)-1; max=r; alpha=pu; beta= pd;  
Else 
      r=(ore-1)/2; max=r-1; alpha=pd; beta=pu; 

1 For i=mpd to mpu-1
, , , , ,, / , /i i i i p i i p i i i p i i i iw a w b w w b w+ + −= = = ; 

2 For k=1 to max 
For i=mpd-(k-1)p-1 to m-kp, i-- 

If k=1 then 
2

, , , ,

2 , , 2 , ,

, / ;

/ ;
i i i i i p i p i i p i i

i p i i i p i p i p i i

w a w w b w

w w w w
+ − −

+ + + +

= − =

= −
 

Else  
2 2

, , , (2 1) , ,

2 , , (2 1) 2 , (2 1) ,

; / ;

/ ;
i i i i i p i i k p i p i i p i i

i kp i i i k p i kp i k p i i

w a w w w b w

w w w w
+ + − − −

+ + − + + −

= − − =

= −
 

For i=mpu+(k-1)p to m+kp-1, i++ 
If k=1 then 

2
, , , ,

2 , , 2 , ,

, / ;

/ ;
i i i i i p i p i i p i i

i p i i i p i p i p i i

w a w w b w

w w w w
− + +

− − − −

= − =

= −
 

Else  
2 2

, , , (2 1) , ,

2 , , (2 1) 2 , (2 1) ,

; / ;

/ ;
i i i i i p i i k p i p i i p i i

i kp i i i k p i kp i k p i i

w a w w w b w

w w w w
− − − + +

− − − − − −

= − − =

= −
 

If (ore is odd or k<max) then 
For i=m-kp-1 to mpd-kp, i-- 

2 2
, , , 2 , ,

(2 1) , , 2 (2 1) , 2 ,

, / ;

/ ;
i i i i i p i i kp i p i i p i i

i k p i i i kp i k p i kp i i

w a w w w b w

w w w w
+ + − −

+ + + + + +

= − − =

= −
 

For i=m+kp to mpu+kp-1,  i++ 
2 2

, , , 2 , ,

(2 1) , , 2 (2 1) , 2 ,

, / ;

/ ;
i i i i i p i i kp i p i i p i i

i k p i i i kp i k p i kp i i

w a w w w b w

w w w w
− − + +

− + − − + −

= − − =

= −
 

3 If ore is even then 
For (i=alpha+1 to p) 2 2

, , , 2i i i i i p i i rpz a w w+ += − − ; 
For (l=n-p+1 to n- beta) 2 2

, , , 2l l l l l p l l rpz a w w− −= − − ; 
For (i=1 to alpha)  

      
2

, ,

, (2 1) (2 1) , , (2 1) ,

;
;

i i i i i p

i i r p i r p i i i p i r p i p

z a w
z z w w

+

+ + + + + + + +

= −
= = −

 

For (l=n- beta +1 to n)  
2

, ,

(2 1) , , (2 1) , (2 1) ,

;
;

l l l l l p

l r p l l l r p l l p l r p l p

z a w
z z w w

−

− + − + − − + −

= −
= = −

 

Else  
For (i=alpha+1 to p) 2 2

, , , (2 1) ;i i i i i p i i r pz a w w+ + −= − −  
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For (l=n-p+1 to n-beta) 2 2
, , , (2 1) ;l l l l l p l l r pz a w w− − −= − −  

For (i=1 to alpha)  
      2

, ,i i i i i pz a w += − ; , 2 2 , , 2 ,i i rp i rp i i i p i rp i pz z w w+ + + + += = − ; 
For (l=n - beta +1 to n)  

 2
, ,l l l l l pz a w −= − ; 2 , , 2 , 2 ,l rp l l l rp l l p l rp l pz z w w− − − − −= = − ; 

III. PARALLEL ALGORITHM 

A. Design for parallel algorithm 
Assume that there are q processors and the jth processor 

is Pj (j=0,… ,q-1). The linear system is assigned by rows 
evenly. To make the description easy, we suppose N=qn and 
n satisfies the conditions in Theorem 1. So, Pj (j=0,…,q-1) 
has the subsystem whose row numbers are from jn+1 to jn+n. 

Set ( ) ( ) ( ) ( ), , , ( 1, , ).j j j j
i jn i i jn i i p jn i p i jn ib b a a b b c c i n+ + + + + += = = = = "  

In addition, ( ) 0j
ib = and ( ) 0j

i pb + = while 0, 1, ,j i p= = " and j =  
, 1, ,q i n p n= − + " , respectively. So, the subsystem in jP is  

( ) ( ) ( ) ( ) ( 1) ( ) ( 1)
1 1

( ) ( 1) ( ) ( 1) ( ) ( )
1 1

( , , ,0, ,0,
               , , ) ˆ

j j j j j j j
n p p n

j j j j T j j
n n p p

C x c b x b x
b x b x c γ

− −
− +

+ +
+ +

= −
= −

" "
"           (10) 

where ( ) ( ) ( ) ( )
1{( , , ), }j j j j n

i i i p iC ptridiag b a b p+ == , ( ) ( ) ( )
1( , , ) ;j j j T

nc c c= "
( ) ( ) ( 1) ( ) ( 1) ( ) ( 1) ( ) ( 1) ( )

1 1 1 1 1( , , ,0, ,0, , , ) ( ,ˆj j j j j j j j j T j
n p p n n n p pb x b x b x b xγ α− − + +

− + + += =" " "
( ) ( ) ( )

1, ,0, ,0, , , ) .j j j T
p pα β β" " "  And, processor Pj need obtain 

( ) ( ) ( )
1( , , )j j j T

nx x x= " . From section 2.3, ( )jC  can be factorized 
as ( ) ( ) ( )*j j jC W Z=  so that (10) is rewritten to ( ) ( ) ( )* j j jW Z x  

( ) ( ) ( )*ˆj j jc cγ= − =  and further translate to  
( ) ( ) ( ) ( ) ( ) ( )* , * * *j j j j j jZ x y W y c= =               (11) 

Next, set                         ( ) ( ) ( )* j j jW y c=                       (12) 
So, from (11), we can get ( ) ( ) ( ) ( ) ( )* ( * ) *j j j j jW y y c c− = −  

( )jγ= − . By the structure of W* (j) and ( )jγ , there is  
( ) ( ) ( )

( ) ( ) ( )

( ) ( )

* , 1, ,

* , 1, ,

* ,

j j j
i i i

j j j
i i i

j j
i i

y y i p

y y i n p n

y y others

α
β

⎧ − = − =
⎪

− = − = − +⎨
⎪ =⎩

"
" . 

Again from (11), we have        ( ) ( ) ( ) ( )j j j jZ x y γ= −       (13) 
Set ( ) ( ) ( ) ( ) ( ) ( 1) ( ) ( 1)

1 1* [   ], * ( , , )j j j j j j j j
n p n pZ Z x x x x− +

− + → →= Φ Ψ =  where 
( )

( ) ( )1
( )

1

0
, ;

0

j
j jp

j
n p n

→

− + →

⎡ ⎤⎡ ⎤Β
Φ = Ψ = ⎢ ⎥⎢ ⎥ Β⎣ ⎦ ⎣ ⎦

 ( ) ( 1)
1 1

j j
p n p n

−
→ − + →Β = Β =  

( ) ( ) ( )
1 1( , , , );j j j

p pdiag b b b−" ( ) ( 1) ( ) ( )
1 1 1( , , );j j j j

n p n p n p ndiag b b+
− + → → − +Β = Β = "     

( 1) ( 1) ( 1) ( 1) ( 1) ( 1)
1 1 1 1( , , ) , ( , , ) .j j j T j j j T

n p n n p n p px x x x x x− − − + + +
− + → − + →= =" "  

So, (13) is equivalent to ( ) ( ) ( )* *j j jZ x y= . 
In conclusion, linear systems in (11) are equivalent to 

linear systems as follow: 
( ) ( ) ( )* j j jW y c= , ( ) ( ) ( )* *j j jZ x y= . 

Set ( ) ( ) ( ) ( ) ( ) ( )
11 1,1 2,2 , 1, 1( , , , ), ( , ,j j j j j j

p p nn n p n pZ diag z z z Z diag z − + − += =" "  
( ) ( )

1, 1 ,, ),j j
n n n nz z− −

( ) ( ) ( ) ( ) ( )
1 1 1, 1 1, 1 ,( , , , )j j j j j

n n n p p n p nZ Z diag z z z+ − − −= = "  
We extract ( ) ( ) ( )

11 1, ,j j j
nn nZ Z Z  and ( ) ( )

1 1, (0 1)j j
p n p ny y j q→ − + → ≤ ≤ −   

from processor Pj to form a reduced system whose structure 
is shown below: 

(0)(0) (0)
111 1

(0)(0) (0) (0)
11 1

(1)(1) (1) (1)
11 11 1

(1)(1) (1) (1)
11 1

(2)
1

(( 1) ( 1) ( 1)
11 11 1

( 1) ( 1)
1

pn

n p nn nn n p n

pp n

n p nn nn n p n

p

qq q q
pp n

q q
n nn

xZ Z
xZ Z

xZ Z
xZ Z

x

xZ Z
Z Z

→

− + →− + →

→→

− + →− + →

→

− − −
→→

− −

⎡ ⎤
⎢ ⎥Β⎢ ⎥
⎢ ⎥Β
⎢ ⎥

Β⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥Β⎢ ⎥
⎢ ⎥⎣ ⎦

% % %
#% % %

(0)
1

(0)
1

(1)
1

(1)
1

(2)
1

1) ( 1)
1

( 1) ( 1)
1 1

p

n p n

p

n p n

p

q
p

q q
n p n n p n

y
y

y
y

y

y
x y

→

− + →

→

− + →

→

− −
→

− −
− + → − + →

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

#

. 

It is easy to verify that the coefficient matrix of the 
reduced linear system is also a symmetric p-tridiagonal 
matrix having order 2pq. 

In the end, we come to summarize a parallel algorithm to 
solve a linear system with symmetric p-tridiagonal matrix. 
The algorithm has following steps. 

Algorithm 2  Parallel algorithm for solution
Step1 Assign data ( ) ( ) ( ), ,j j j

i jn i i jn i i p jn i pb b a a b b+ + + + += = =  and 
( )j
i jn ic c += ( 0,1, , )i n= " to processor Pj (0 1)j q≤ ≤ − ; 

Step2 In Pj (0 1)j q≤ ≤ − , the matrix ( )jC  is decomposed 
by the WZ factorization to get the matrices ( )* jW  
and ( )jZ ;

Step3 In Pj (0 1)j q≤ ≤ − , obtain ( )jy  from (12); 
Step4 Some processor (assume P0) gathers ( ) ( ) ( )

11 1, ,j j j
nn nZ Z Z  

( )
1

j
py →  and ( )

1
j

n p ny − + → (0 1)j q≤ ≤ −  from processor Pj to 
form a reduced system and solve the systems.

Step5 Pj solve for the values of ( )
1

j
p n px + → − by (13) as soon as 

P0 has sent the ( )
1

j
px → and ( )

1
j

n p nx − + → back to Pj. 

B. Explanation for parallel algorithm 
This section will go on with Algorithm 2 to discuss each 

step in detail. 
Step2: The WZ factorizations in each Pj (0 1)j q≤ ≤ −  are 

independent so that they can be executed in parallel, using 
Algorithm 1. 

Step3: As Step 2, in parallel, each Pj (0 1)j q≤ ≤ − carries 
out ( ) ( ) ( )* j j jW y c= . And, the calculations are list below. 

Algorithm 3  Solution to ( ) ( ) ( )* =j j jW y c  

1 For (i=mpd to mpu-1) ,/i i i iy c w= ; 
2 For i=mpd-1 to m-p , i--

, ,( ) /i i i i p i p i iy c w y w+ += − ; 
For i=mpu to m+p-1,  i++ 

, ,( ) /i i i i p i p i iy c w y w− −= − ; 
3 For k=1 to r-1

For i=m-kp-1 to mpd-kp, i-- 
      , , 2 2 ,( ) /i i i i p i p i i kp i kp i iy c w y w y w+ + + += − − ; 
For i=m+kp to mpu+kp-1, i++ 

, , 2 2 ,( ) /i i i i p i p i i kp i kp i iy c w y w y w− − − −= − − ; 
If (k<max1 or ore is even) then 

For i= mpd-kp-1 to m-(k+1)p, i-- 
, , (2 1) (2 1) ,( ) /i i i i p i p i i k p i k p i iy c w y w y w+ + + + + += − − ; 

For i=mpu+kp to m+(k+1)p-1, i++
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, , (2 1) (2 1) ,( ) /i i i i p i p i i k p i k p i iy c w y w y w− − − + − += − − ; 
4 For (i=alpha+1 to p) , , 2 2i i i i p i p i n i p n i py c w y w y+ + + − + −= − − ; 

For (l=n-p+1 to n-beta) , , 2 2i i i i p i p i i p n i p ny c w y w y− − + − + −= − − ; 
For (i=1 to alpha) ,i i i i p i py c w y+ += − ; 
For (l=n- beta +1 to n) ,i i i i p i py c w y− −= − ; 

Step5: After solving the reduced system, each processor 
need obtain ( )

1
j

p n px + → − from (13) by Theorem 1 and Property 2. 
And, all processors are in parallel. 

Algorithm 4  Solution to ( ) ( ) ( )
1 1+ → − + → −=j j j

p n p p n pZ x y  

1 If ore is even then 
        k=r; 

For i=mpu+(k-1)p to m+kp-1, i++ 
, 2 , 2 ,( ) /i i i p i i p i kp i i kp i ix y w x w x w+ + − −= − − ; 

For i= mpd-(k-1)p-1 to m-kp, i-- 
, 2 , 2 ,( ) /i i i p i i p i kp i i kp i ix y w x w x w− − + += − − ; 

For k= r-1 to 1 
For i=m+kp to mpu+kp-1, i++ 

, (2 1) , (2 1) ,( ) /i i i p i i p i k p i i k p i ix y w x w x w+ + − + − += − − ; 
For i=m-kp-1 to mpd-kp, i-- 

, (2 1) , (2 1) ,( ) /i i i p i i p i k p i i k p i ix y w x w x w− − + + + += − − ; 
For i=mpu+(k-1)p to m+kp-1, i++ 

, 2 , 2 ,( ) /i i i p i i p i kp i i kp i ix y w x w x w+ + − −= − − ; 
For i= mpd-(k-1)p-1 to m-kp , i-- 

, 2 , 2 ,( ) /i i i p i i p i kp i i kp i ix y w x w x w− − + += − − ; 
2 For i=mpd to mpu-1 

, , ,( ) /i i i p i i p i p i i p i ix y w x w x w+ + − −= − − ; 

Step4: Solving the reduced system is also based on the 
WZ factorization using Algorithm1, 3 and 4. Set the vector 
of variables from the reduced system is * * * *

1 2 2( , , , )pqx x x x= " . 
But we must point that we should solve p 2 2×  linear 
systems before Algorithm 4 which only obtains values of 

*x except *
1p n px + → − . So, a two-level method is formed. 

IV. EXPERIMENTS 
Numerical experiments are carried on a parallel cluster 

with 24 processors, where each node has 4 GB RAM and 
3.3GHz CPU. Moreover, each node can carry out 2 tasks at 
the same time. Let Sp and Ep represent relative speedup and 
efficiency of Algorithm 2, respectively. By the context, we 

also suppose N=qn and n satisfies the conditions in Theorem 
one. 

Figure 1 shows the speedup our algorithm. We can see 
that speedups increase with numbers of processors whatever 
orders of matrices n and values of the parameter p are. And, 
Table I gives the efficiency of Algorithm 2. When q is fixed, 
the efficiency drops with the increase of p. This is because 
the bigger q is, the less computation accounts there are. So, 
the communication causes greater influence. 

TABLE I.  EFFICIENCY OF ALGORITHM 2 

n(E4) 
q=4 q=8 q=16 

p=1 p=3 p=5 p=1 p=3 p=5 p=1 p=3 p=5 

128 92.18 86.00 87.30 71.37 66.88 64.75 48.15 49.50 43.91 

256  90.45 88.00 88.98 70.50 67.50 65.95 52.58 49.25 47.30 

512  90.35 89.50 87.14 71.77 67.38 66.12 53.13 50.38 49.01 

1024  89.08 90.75 90.08 68.19 80.00 69.75 52.84 51.19 46.86 

2048 89.89 88.25 90.86 71.45 77.63 67.54 56.64 51.19 48.50 

V. CONCLUSION 
New WZ factorizations for the symmetric p-tridiagonal 

matrix are proposed and proved. Next, an effective parallel 
algorithm for special structured linear systems is designed. 
The experiment results confirm the validity of our method. 
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Figure 1.  Speedup of Algorithm 2 while p=1,3,5 respectively 
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Abstract—GRAPES (Global/Regional Assimilation and 
PrEdiction System) is a new developed numerical weather 
prediction system and will be implemented operationally in the 
next few years at China Meteorological Administration 
(CMA). For a global semi-implicit semi-Lagrangian numerical 
prediction model formulated in spherical coordinates, due to 
the convergence of meridians, the longitudinal grid size 
decreases toward zero as the poles are approached. Therefore, 
parallelism near the poles is a tough issue. With efficiency, 
portability, maintainability and extensibility requirements, a 
cap-longitude-latitude decomposition parallel algorithm is 
proposed and realized adherence to the architectures of high-
performance computers at CMA. The results indicate that the 
computing performance of the proposed algorithm is good on 
IBM-cluster 1600 at CMA. And it can resolve effectively the 
occurrence of calculated zonal wind exceeding the maximum of 
the halo regions when locating semi-Lagrangian departure 
points. The algorithm is efficient and stable and can meet the 
operational implementation requirement.  

Keywords-parallel algorithm; semi-Lagrangian; cap-
decomposition; communication; performance 

I.  INTRODUCTION 
With the advances of high-performance computers and 

atmospheric observation technologies, the numerical weather 
prediction models have becoming more and more 
sophisticated. And the horizontal resolution is increased 
significantly. For such a large scale numerical weather 
prediction system, a relatively high computation efficiency is 
necessary both for operational and research purposes, while 
parallel computing is the optimal approach to reach this goal. 

As a new generation of medium-range weather foresting 
system in the future at CMA, GRAPES global model is 
developed to satisfy the requirements of research as well as 
the demand of operational application[1]. So, in order to run 
the model at different types of platforms, to design a 
software framework and the parallel strategy suitable for the 
current computer architectures becomes an important issue. 

II. GRAPES MODEL DESCRIPTION 
GRAPES is a global nonhydrostatic numerical prediction 

model system which was developed by the Chinese 
Academy of Meteorological Sciences[2,3,4,5]. Its dynamical 
core adopts a set of nonhydrostatic and fully compressible 
equations on latitude-longitude spherical coordinate and the 
height-based terrain-following coordinate in the vertical. 
The temporal scheme used to integrate the system is two-
time-level semi-implicit semi-Lagrangian approach. The 
spatial difference scheme is based on Arakawa C grid in the 
horizontal and Charney-Philips variable staggering in the 
vertical. The generalized conjugate residual method is 
employed to solve the 3D Helmholtz equation related to 
pressure perturbation.  

The prognostic variables include perturbed Exner 
functionπ , perturbed potential temperatureθ , horizontal 
velocity u, v, vertical velocity ŵ  as well as moisture 
variables q. The physical parameterization package of 
GRAPES includes long and short-wave radiation schemes 
[6,7] (Morcrette, 1989, 1998), cumulus convection [8] (Betts 
Millers, 1986), cloud microphysical scheme covering 3 
simple ice categories, global MRF boundary-layer scheme 
[9] (Hong and Pan, 1996), Blackadar’s [10] (1978B) land 
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surface process, gravity wave drag [11,12] (Miller, 1997, 
1989), etc. 

III. PARALLEL STRATEGY 
Numerical modeling is the process of solving a set of 

nonlinear discretized equations to obtain an objective 
forecast of the future state of the atmosphere with the aid of 
a supercomputer. Numerical models are very complicated, 
consisting of numerical integration schemes, physical 
parameterizations and data output schemes, which is 
featured by intensive computation and dynamic data 
dependency. Parallelization of the model can improve 
computational performance and is particularly important for 
high-resolution simulations. Therefore, a suitable parallel 
strategy with efficient computation, balanced load and 
synchronous communication is desirable[13]. 

Most of the high-performance computers deployed at 
operational meteorological centers are distributed memory, 
shared memory, and distributed memory clusters of shared 
memory nodes architecture. Two parallel computational 
environments provided, one is MPI based on distributed 
memory, the other is OpenMP based on shared memory. So, 
GRAPES is parallelized to take advantage of the shared and 
distributed memory run-time environments that are 
available in CMA’s computer systems to support both 
multi-processor and massively-parallel computing 
platforms. 

Load balance is another key issue that effects the 
efficiency of parallel computation, tasks distributed to each 
processor should be comparable with its computation 
performance. Otherwise, computation efficiency will be 
decreased because of the load imbalance. 

Because of the data dependency in the model’s 
integration, data synchronous communication should also be 
made to guarantee consistency at different processors. 

IV. PARALLELISM OF GRAPES 

A. Software architecture 
The software architectures of GRAPES model is 

organized functionally as hierarchical structure[14,15]. The top 
level of software infrastructure is driver layer which doesn’t 
involve any actual model computation. The bottom layer 
encompasses the actual model computational routines and is 
usually written by meteorologists, which includes model 
dynamic numerical calculations, physical parameterizations, 
etc. The mediation layer communicates between the driver 
layer and model layer. In this manner, the user code is 
isolated from the concerns of parallelism. 

Model’s parallelization is controlled by driver layer 
according to the number of processors as well as the forecast 
domain. The parallelization is constructed on the higher-level 
interface which is realized by the MPI function libraries, 
which include parallel initialization, end of parallelization, 
parallel domain computation, acquisition of 
MPI_common_world, collection of data, allocation of global 
data, etc. 

Figure 1 shows the model’s schematic structure of data 
definition. For an arbitrary variable, arrays are classified into 
3 levels over the space, namely forecast domain, memory 
domain and computational domain. For example, the model 
is decomposed horizontally, where forecast domain 
represents the whole computation area with index of (ids:ide, 
jds:jde), memory is the storage space at a single processor 
with index of (ims:ime, jms:jme); while patch is the 
computation dimension at distributed nodes with index of 
(ips:ipe, jps:jpe). In each node, the computation space is 
divided into tiles according to the number of multi-cores 
with index of (its:ite, jts:jte). 

Figure 1.  The schematic structure for model’s variable definition in 
horizontal direction 

During parallel computation, the distributed nodes only 
deal with its own data patch. But it may use data at 
surrounding processors, so the neighboring data at other 
processors will be stored and the array size of memory 
should be larger than that of patch. The intersection part 
between memory and patch forms the halo region. Because 
computation among the processors is not overlapped, values 
at halo region on host processor maybe not consistent with 
the neighboring processors. Therefore, it is necessary to 
synchronize the data at halo region. Users can define its halo 
size based on his requirement when exchanging data. 

B. Parallel algorithm 
Because GRAPES global-model is a global grid point 

model, the treatment of polar regions is always a tough issue, 
especially for a model employs semi-Lagrangian advection 
scheme. On one hand, due to the convergence of meridians, 
the longitudinal grid size decreases toward zero as the poles 
are approached. This may lead to the occurrence of 
calculated zonal wind exceeding the edge of halo regions 
when locating semi-Lagrangian departure point.  

Latitude decomposition is a commonly used and a simple 
partition scheme, in which parallel computation is only 
performed at one dimension. Such a partition can effectively 
shield the occurrence of semi-Lagrangian departure points 
exceeding the halo region and simplify the communication 
of the processors. It is an effective and feasible parallel 
strategy when computation is not intensive. As we can see, 
the number of processors involved depends on the number of 
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latitude strips, and this may limit the number of processors 
used. Therefore, when model’s resolution or computation 
scale enhanced, the required memory and computation at a 
single processor will be increased significantly. Obviously 
this will constrain the model’s extensibility. 

Concerning the model’s characteristics as well as the 
extensibility of parallelism, on the basis of 2D latitude-
longitude partition, a cap is added near the poles 
respectively, as Figure 2 shows. In fact, the processor 
topologic structure is looked as a matrix too, while each cap 
corresponds to several processor rows near the poles. For 
processors covered with caps, if global values at zonal row 
are needed, these values at host processors should be 
provided, that is to say array dimension at zonal direction 
should be changed from (ims:ime, …) to (ids:ide, …), but 
the computation domain remain unchanged. Compared with 
the decomposition just at poles, this partition can preserve 
the computational load balance. 

In order to realize communication within caps, functions 
of group communication of MPI are used. According to the 
topologic structure of parallel classification, processors at 
each latitude row are ranked to a communication group. Data 
gathering function is offered Within each communication 
group. Theoretically, all of the processor group can be 
classified within caps, but the communication will be 
increased significantly. Therefore, it is necessary to set a 
critical latitude row, and between this threshold and the pole 
is called a cap.  

Figure 2.  Cap-decomposition scheme near the poles 

As the number of processors and the topologic structure 
are different, the number of ribbon maybe different on a cap, 
in which each ribbon represents a group of processor row. 
For example, the model horizontal resolution is 0.5o (with 
720x361 grid points), the criteria is assigned to 70o, so if 64 
(8 meridian points and 8 zonal points) processors involved, 
the caps in northern hemisphere and southern hemisphere 
just occupy a processor row; while 128 processors involved 
(8 meridian points and 16 zonal points), the caps at the two 
poles occupy exactly 2 processor rows. 

Because the data in the strips of latitudes should be 
gathered near the poles, though this partition can shield the 
calculation of zonal winds at the poles, it may increase extra 
communication cost on processors with caps and lead to load 

imbalance. But this can be alleviated by reducing the tasks 
allocated to these processors. 

V. PARALLEL PERFORMANCE 
In order to verify the rationality and parallel efficiency of 

GRAPES model, we run the model on IBM Cluster 1600 at 
CMA. IBM cluster is a large scale and extendable computer 
system, each node having 8 P655 processors and 16GB 
memory. All the tests use distributed shared memory 
parallelism. 

Table 1 shows the elapsed time with different processor 
topologic structures on IBM. The model is integrated to 10 
days at the horizontal resolution of 0.5o and 31 levels in the 
vertical, time step is 600 s. Where m represents the number 
of processors at meridian direction, n is the number of 
processors at zonal direction, ET represents elapsed time 
(second). It can be observed that the fewer the number of 
processors allocated at zonal direction, the fewer the number 
of communication processors involved at latitude rows, and 
lead to a better performance of computation efficiency. This 
also agrees with the opinion that it is necessary to decompose 
the communication processors at zonal direction near the 
poles. 

TABLE I.  PERFORMANCE OF GRAPES UNDER DIFFERENT 
PROCESSOR TOPOLOGIC STRUCTURES  

n x m 2x64 4x32 8x16 16x8 32x4 64x2 
E T(s) 8069 8265 9624 11288 15918 25949 

 
Table 2 shows the parallel performance of GRAPES 

model at IBM cluster 1600, where SU is ratio of speed-up, 
MCT indicates medium communication time, RME 
represents ratio of medium communication time to elapsed 
time. Because of the constraint of memory, 4x8 
decomposition is employed for 32 CPUs. On the other hand, 
concerning the limitation of grid points allocated to 
processors, 4x64 and 8x64 partition are adopted for 256 and 
512 CPUs respectively. It can be seen that as the number of 
processors is not large, for example 64 and 128CPUs, RME 
is relatively stable, and the parallel efficiency reaches 85%. 
But when enhanced to 256 or 512 CPUs, the parallel 
efficiency decreases because of the increase of group 
communication.  

TABLE II.   PARALLEL PERFORMANCE OF GRAPES MODEL  

CPUs ET(s) SU MCT (s) RME (%) 
32(4x8) 27472 1. 5833 21.23 
64(2x32) 14783 1.858 2796 18.91 
128(2x64) 8069 3.405 1528 18.94 
256(4x64) 4667 5.886 1447 31.00 
512(8x64) 3317 8.282 1619 48.81 
 
Figure 3 gives the actual parallel efficiency of GRAPES 

on IBM. The solid line and dotted line indicate the 
theoretical performance and real performance of GRAPES 
respectively. 

longitude 

latitude 
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Figure 3.  Parallel efficiency of GRAPES model(Solid line: ideal, dotted 
line: actual) 

Form the above results, it can be concluded that the 
proposed parallel strategy is efficient, and elapsed time is 
reduced significantly after parallel. The two Dimensional 
cap-decomposition scheme resolves the occurrence of out of 
halo in semi-Lagrangian departure calculation and preserves 
the extensibility of parallelism. Parallel computation also 
provides a good approach to run the model at higher 
resolutions when the resolution exceeds memory limitation. 

VI. SUMMARY AND CONCLUSIONS 
GRAPES is a new developed nonhydrostatic global 

numerical prediction model system and will be implemented 
operationally in the future at CMA. In order to meet the 
operational requirement, a parallel scheme is proposed 
adherence to the computer architecture at CMA. The 
designed cap-decomposition parallelism addressed the 
occurrence of out of halo in semi-Lagrangian departure 
calculation quite well near the poles and has a good 
performance on extensibility and load balance compared 
with other parallel scheme. 

The results indicate that the proposed parallelism has a 
relatively high parallel efficiency and the elapsed time is 
reduced significantly. It can satisfy the operational 
requirement and make finer numerical simulations possible. 
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Abstract—The key of volunteer computing is to fully utilize 
computing resources. However, the efficiency of volunteer 
computing can always be affected by volatility of available nodes 
and uncertainty of network environment. In order to enhance 
resource allocation efficiency in volunteer computing, this paper 
presents an inframarginal analysis based resource allocation 
method, which distributes computing task to the node with more 
comparative advantage carrying on the task. Simulation results 
proved that it is effective on resource allocation in the distributed 
volunteer computing environment. 
 

Keywords-inframarginal analysis; volunteer computing; 
resource allocation;  

I.   INTRODUCTION 
Volunteer computing is to utilize the computing resources 

provided by global volunteers, so that application projects that 
strongly demand massive data computing power can be 
fulfilled[1,2]. Projects such as the study of physical processes 
of protein folding by Folding@home[3], the study of climate 
phenomena such as El Ni˜no by climatepredicton.net[4], and 
the search for extraterrestrial intelligence [5] are all sample 
applications of volunteer computing. 

The resource of volunteer computing has characteristics of 
isomerism and dynamics. The fact that computing nodes join 
or exit at any time, while there are performance varieties 
among computing resources make it a great challenge to select 
best performed computing node among volunteers and adjust 
distribution topology in time, so that overall system efficiency 
can be achieved. The goal of this paper is to provide a solution 
for this challenge. 

Multiple resource allocation strategies can be applied in 
volunteer computing. It is required to distribute tasks to only 
the nodes that are capable of carrying out them. The capability 
of each node has to be considered while distributing tasks. As 
a general guideline, the node with best efficiency of carrying 
out the task should be allocated. Following tasks with similar 
requirement should be distributed to the nodes with roughly 
same capability. Moreover, those that have been frequently 
carrying out similar tasks should have higher priority. With 
this strategy, overall computing efficiency can be enhanced, 
and server overhead can be lowered [6-8]. 

According these characteristics of volunteer computing, 
this paper presents an inframarginal analysis based resource 
allocation method, also called IARA. With this method, 
available nodes with exogenous comparative advantage will 
be selected to carry out the computing tasks. Simulation 

testing and result data are provided to prove the efficiency of 
the method presented, as well as the application scope of the 
method discussed. 

II.   RELATED WORKS 
The resource allocation problem of volunteer computing is 

NP-complete. Intelligent optimization algorithms, such as the 
genetic algorithm [9] and ant colony optimization algorithm 
[10], show advantage under multi-system environment. 
However, as number of requests and network nodes grow the 
complexity of these algorithms increase rapidly due to the 
dynamics and instability of volunteer computing. Therefore, 
resource allocation problem becomes a focus of the research 
of volunteer computing. 

Economic model has been introduced into resource 
allocation of distributed environment in 1980s. Waldspurger’s 
work on competitive mechanism [11] focused on the 
utilization of available resources within distributed 
environment. With the creation of Spawn system, the research 
on resource allocation problem of dynamic competitive market 
and lack global control distributed environment moved a step 
forward. MacKie-Mason [12] introduced the network resource 
pricing method, which thereafter became a trend of following 
studies. Wolski[13] and Buyya[14] set up economic market 
based resource allocation mechanism for grid computing. 
They introduced grid based resource auction model [15] and 
resource gaming model [16]. The revised bi-direction resource 
auction model [17] fulfilled the requirements such as 
advantage strategic stimulation, budget balance and individual 
reasonableness. Making up for the deficiency of Bredin 
optimization strategy, the Nash equilibrium based resource 
allocation model [18] has ability of load expectation under 
sequential gaming situation. Document [19] describes task 
scheduling of multi-node grid environment with Nash 
equilibrium, provided solution of the problem with Particle 
Swarm Optimization, and proved its advantage over balanced 
task scheduling with simulation. 

Based on the theory of new classical economics, this paper 
introduced an inframarginal analysis based resource allocation 
method [20, 21], which provides more effective resource 
allocation for volunteer computing by distributing tasks to 
nodes with more efficiency. This method adjusts its allocation 
strategy while change occurs on node status, so that overall 
system efficiency can be enhanced. 
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III.   AN INFRAMARGINAL ANALYSIS BASED RESOURCE 
ALLOCATION MOTHOD 

As a corner solution analysis method based on nonlinear 
programming, inframarginal analysis eliminates optimal 
impossible corner solution of concave utility function and 
normal production conditions, finds optimal combination in 
marginal analysis to ensure global utility optimality. In 
volunteer computing environment, resource requestor selects 
best resource provider to get the maximum global utility. 
Inframarginal analysis can be used to achieve the equilibrium 
state, which is pareto optimality. That is, any node can’t 
improve its utility in condition of no node utility down. In 
order to apply inframarginal analysis into volunteer computing, 
we make assumptions as following: 

Assumption 1 (Request Unification): All nodes can serve 
any service request. 

Assumption 2 (Predilection Consistency): All nodes have 
same predilection on same service request, expressed as β , 

1( , ..., )mβ β β= shows the preference vector of every node, 

1

1
m

i

i

β
=

=∑  

Assumption 3 (linear relation): The workload of a node 
has linear relation with its work duration. The service ability 
of a node is constant, expressed as a. 

Definition 1 (Comparative Advantage): If the ratio of 
ability carrying on task I of node A on node B is greater than 
the ratio of ability carrying on task II, node A has comparative 
advantage over node B on task I, node B has comparative 
advantage over node A on task II. Given the conversion 
efficiency between any two nodes, the more comparative 
advantage a node has, the greater possibility it has to perform 
task specialization, which means nodes carry on only those 
tasks it has best efficiency. 

The system of volunteer computing is composed of 
multiple computing nodes, which can be high-end clustered 
computing equipments, as well as any kind of idle resources. 
The computing nodes make up the computing environment. 
They can be resource providers, or resource requesters. By the 
tasks the node carries on, it can have multiple roles too – a 
node can be resource provider, or resource requester. 

In order to describe node behavior in the volunteer 
computing environment, it is assumed that node i has 
comparative advantage carrying on task x, node j has 
comparative advantage carrying on task y, namely, 

ix iy jx jya a a a> . Node can carry on the task autonomously, 
or request other nodes to carry on the task. 

Definition 2 : For computing node i, the assemble of task 
behavior A={ ix ，

s

ix ，
d

ix ， iy ，
s

iy ，
d

iy }, where ix  is the 

number of tasks being carried on node i, d

ix  is the number of 

service requests to other nodes for carrying on task x, s

ix  is 
the number of service requests from other nodes for carrying 
on task x. The above descriptions apply to task y too. 

Definition 3: For any computing node i, task execution 

function
1 2

( , , ..., )
i i i im

f f f f= ,  

                 s

ix i i ix ixf x x a l= + =       （1） 

Where: m is the number of tasks, ixa  is the ability of 
node i carrying on task x. 

   
1

( , ..., )
m

l l l= is the time configuration set of node i, 

1

1
m

i

i

l
=

=∑ ; 

Algorithm for local corner solution is as follows: 
Input: the job attribute of any node  
Output: local corner solution of volunteer computing 

system 
IF i THEN 
  IF d s

x i y ip x p y= AND s d

x i y i
p x p y=   

      IF 
s

ix &
d

i
x =0 AND s

iy & d

iy =0  
         IF there is no comparative disadvantage 
           Get local corner solution 
IF new node joins in, repeat above 
END IF 

From above algorithm we get three local angular point 
solutions, and three corresponding basic distribution structure 
can be derived: 

1) Self-sufficiency mode: nodes under this mode do not 
send/accept requests to/from other nodes. 

2) Specialization mode: nodes under this mode carry on 
only those tasks they have comparative advantage and send 
other tasks to other nodes. 

3) Semi-specialization mode: there are nodes with heavy 
requests on certain tasks. Even all nodes with comparative 
advantage allocated, their requests can not be fulfilled. 
Therefore, these nodes should carry on part of the tasks by 
themselves. These nodes are called large-scale nodes, while 
nodes helping them are called small-scale nodes. 

Volunteering computing is a multi-node multi-task 
environment. Considering its resource allocation 
characteristics, its efficiency function has a form of 
Cobb-Douglas: 

1 2( ) ( ) ( )... md d d

i i ia i i ib i i ic iU x k x y k y z k z ββ β= + + + （2） 
According to formula 3.1, take three nodes three jobs as 

example, shown as follows: 
1 2

3

( ) ( )

( )        

s s ss s pj j jixk kU a l x x a l y y k xi ix ix i i iy iy i i ij ipiy

s s p sj ixk ka l z z k xi i iik ik ik pik

β β

β

= − − − − +

− − +

 （3）   

Theorem 1: With specialization mode, requests with 
comparative disadvantage will no appear within general 
balanced situation. 

Theorem approving: If there is comparative disadvantage 
in specialization mode, that is, node i execute job y, node j 
execute job x, expressed by C2, normal situation expressed by 
C1: 

 1)If ( 2) ( 1)i iU C U C> , if and only 
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if 2 1 1 2

2 1 1 2( ) ( ) ( ) ( )iy iy ix ixa kp a a kp aβ β β ββ β β β> , we get 
1 2( )iy ixp a a k β β−<  

 2)If ( 2) ( 1)
j j

U C U C> ,if and only 

if 1 2 2 1

1 2 2 1( ) ( ) ( ) ( )jx jx jy jya kp a a kp aβ β β ββ β β β> ,we get 
1 2( )jy jxp a a k β β−>  

From 1) 2), we get ( ) ( )jy jx iy ixa a a a> , which is 
contradict to assumption, the theorem is true. 

Formula 3 changes as follows: 
          

31 2( ) ( ) ( )j jk k
s ss six ix

ix ix i i iy iy ij i ik ik ik i

iy ik

p p
U a l x x a l k x a l k x

p p

ββ β= − − + + （4）                              

Get partial derivative for js
ix , ks

ix in formula 3.4: 
13 1( ) ( )

12               [ ( ) * ( ) ]2 1

sU p s sji ix k ka l k x a l x xik ik ik i ix ix i is pj ikxi

s sp p sj jix ix ka l k x k a l x xiy iy ij i ij ix ix i ip piy iy

β β

β
β β

∂ −
= + − −

∂

−
+ − − −∗

  （5） 

12 1( ) ( )

13[ ( ) * ( ) ]3 1           

s sU p sj ji ix ka l k x a l x xiy iy ij i ix ix i is pk iyxi

sp ps sjix ixk ka l k x k a l x xik ik ik i ik ix ix i ip pik ik

β β

β
β β

∂ −
= + − −

∂

−
+ − − −∗

  （6） 

If the number of nodes increases, getting partial 
derivative just relate to the first term and other term which 
relate to the variable, the other terms can be used as constant, 
formula4 changes as follows: 

1 2( ) ( )j jk
s ss ix

ix ix i i iy iy ij i

iy

p
U A a l x x a l k x

p
β β= − − +     （7） 

For situation of multiple nodes and multiple jobs, utility 
function is as follows: 

 
 
1)Autarky mode ： 

 
( ) x

i ix x
x S

U a ββ
∈

= ∏    （8） 

2) semi-specialization mode: 

Large scale nodes:   

1 2

( ) ( ) ( )yx z

i x ix ij x jy z iz
j P k P

U a k a aββ ββ β β
∈ ∈

= ∏ ∏    （9） 

Small scale nodes: 

       
2

1 2

( ) ( ) ( )yx zij j ix jy

i x ix ik x kz
j P k Pjx

k a a
U a k a

a
ββ ββ

β β
∈ ∈

= ∏ ∏ （10） 

（3）specialization mode: 

,

( ) ( ) yx

i x ix ij x jy
y S y x

U a k a βββ β
∈ ≠

= ∏     （11） 

IV.   A CASE STUDY 
After the text edit has been completed, the paper is ready 

To confirm the Availability of IARA， we compile the 
simulation program using Microsoft Visual C++. The test data 
scale is 10nodes and 10 tasks, the initial variables includes: 
executive capability a、utility indexβand exchange coefficient 
k. Executive capability is a 10*10 matrix, ranging random 
from [1, 10] for simplicity, utility index express the preference 
level for execute the tasks. In this paper, utility index is 
supposed to be the same, random in the definitional domain. 
The exchange coefficient is a 10*10 matrix, ranging random 
from [0, 1]. 

Formula 12 shows that node 1 has the comparative 
advantage in performing task 2, and so on  

        (2, 9, 6, 3,1,10, 4, 5, 8, 7)Ts =          （12） 

The row vector presents the services which nodes has own 
comparative advantage and the column vector presents the 
services which other nodes has comparative advantage, shown 
in table 1.reslut shows that tasks executed bidirectional and 
every nodes carry Known from IARA algorithm, nodes 
execute services has comparative advantage and exchange 
with other nodes helps maximum the executive capability of 
the computing resource, the utility analysis of the algorithm 
need to verify if the executive capability is high range under 
normal circumstances, shown in table 2:  

 

TABLE Ⅰ NUMBER OF TASKS NODES  

Node 

Node 
1 2 3 4 5 6 7 8 9 10 

1（2）    0.714 1.5 0.1  0.889 0.2 0.27 

2（9）      0.1 0.4 1.7  1.8 

3（6）     1.24 0.1  1.038 0.2  

4（3） 0.5    1.5 0.1  1.7  1.72 

5（1） 0.5  0.3 0.81     1.5 0.03 

6（10） 0.107 0.444 0.117 0.132     0.1 0.127 

7（4）  0.424      0.571  0.714 

8（5） 0.5 1.9 0.3 1.6   0.4  0.2 1.8 

9（8） 0.19  0.3  0.194 0.1  0.196  0.32 

10（7） 0.5 1.355  1.6 1.5 0.1 0.4 1.7 0.2  
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TABLE Ⅱ RATIOS ON TASKS OF EACH NODE 

T
ask 

Node 
1 2 3 4 5 6 7 8 9 10 

1 0 76.39 2.1 4.17 3.03 6 10.15 0 6.61 0 

2 13.08 3.39 5.42 0 0 1.79 0 8.54 42.77 0 

3 0.43 7.87 7.59 3.93 1.43 74.61 8.31 0 8.54 0 

4 0 0 60.36 10.07 0 5.45 0.36 5.46 3.17 0 

5 48.4 0 6.25 10.87 1.55 0 0 0 10.87 2.49 

6 4.83 6.04 4.73 6.48 6.65 3.66 7.6 4.47 1.9 85.12 

7 12.51 5.12 2.03 61.01 5.92 7.17 2.19 7.24 9.1 6.42 

8 9.24 0 0 0 69.9 0 0 0 0 5.97 

9 11.51 1.19 11.52 3.47 11.52 0 5.34 74.29 13.36 0 

10 0 0 0 0 0 1.32 66.05 0 3.68 0 

 
The row vector presents the ratio of executive services for 

every node and the column vector presents the ratio for every 
services. Compared with formula 12, it is clear that the 
executive service that has comparative advantage of one node 
always has the significantly higher ratio than that of other 
nodes. 
    The model we proposed in this paper contains the various 
network computing conditions: under the situation of extra 
low exchange coefficient, the curve is similar to that of 
self-sufficient module; under the situation of extra high 
exchange coefficient, the curve is batter than that of 
self-sufficient module. To verify the correlation of initial 
variables and the result, we compare the three allocation 
method, include the change of the executive capability a and 
exchange coefficient k. 

1) Executive capability scale up 
If the exchange coefficient is invariant, increase the executive 
capability leads to linear increase for each algorism, shown in 
dig 4.1. Furthermore, IARA and self-sufficient module are 
obviously better than specialized module, demonstrated it 
makes a big difference whether the executive capability is 
synchronous with the predilection. 

2) Exchange coefficient scale up 
According to scale up of the exchange coefficient, the 

utility of the self-sufficiency allocation mode is consistent. 
The utility of IARA and specialization way is apparently 
increased along with the exchange coefficient, but IARA has 
the more rapid escalating trend. It makes a big difference 
whether the executive capability is synchronous with the 
predilection. 

 
 
 
 

 

 
Figure 1.a synchronous ability and efficiency 

 
Figure 1.b asynchronous ability and efficiency
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Figure 2.a Synchronous ability and efficiency 

 
Figure 2.b asynchronous ability and efficiency 

V.   CONCLUSION 

The paper proposed an inframarginal analysis based 
resources allocation method in distributed volunteer 
computing environment, choosing nodes that have 
comparative advantage, computing with the more effective 
nodes. The simulation experiment states clearly that IARA is a 
feasible resources allocation method for volunteer computing 
environment with volatility. 
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Abstract—In the field of wireless sensor network, it is one of 
the hottest issues of current research that how to maintain the 
quality of network coverage and balance nodes' energy 
consumption to optimize the network lifetime. This paper 
analyzed LEACH (low energy adaptive clustering hierarchy) 
and proposed an energy-efficient distributed clustering 
algorithm on coverage (ECAC). In the algorithm, the 
redundancy degree of coverage and node’s rest energy are 
considered. Moreover, the distribution of cluster head is more 
reasonable. Simulation results show that: the improved 
algorithm can efficiently reduce the network energy 
consumption and improve the quality of coverage. 

Keywords-Wireless Sensor Networks; Clustering; Coverage; 
Energy 

I.  INTRODUCTION  
WSN (wireless senor network) is a late-model wireless 

network with non-infrastructure and self-organization. 
Because it has several advantages, such as rapid deployable, 
destroy-resistance, and so on, it is widely used in military 
reconnaissance, environmental monitoring, medical 
surveillance, Agriculture and Livestock, any other business 
field. In all of the factors affecting the lifecycle of WSN, the 
most important one is the power of WSN node. Therefore, 
the energy efficiency of WSN node becomes the most 
important factor in the design of Wireless sensor network 
routing algorithm process. 

At present, there are a variety of routing protocols based 
on energy efficiency. According to the topology of the 
network, these protocols are divided into flat routing 
protocols and clustering routing protocols. In flat routing 
protocols, node work alone, therefore, the protocols have 
low efficiency. On this occasion, the performance of the 
network is not optimization. Contrary to the plat routing 
protocols, clustering routing protocols solve the problems 
which exist in the plat routing protocols, Cluster based 
protocols have more energy efficiency and expandability, so 
it becomes the mainstream of research into the routing 
protocols [1]. 

II. RELATED WORK 

A. Clustering Algorithms 
Clustering routing algorithms divide associated nodes 

into one set, we call it cluster, after that, we choose one node 
as the center node from the set, we call the center node as 
cluster head, the rest of nodes are cluster members. Cluster 
head manages the cluster members, collects data from 
cluster members and transfers between clusters. 

Cluster head selection algorithm mainly divides into 
centralized selection and distributed selection algorithm. 
Centralized selection algorithm demands the base station can 
obtain all the information of the WSN, then, the base station 
select the cluster head and broadcast the cluster head. 
LEACH-C [2] is the typical centralized clustering algorithm. 
It considers the rest of node energy, in this algorithm, the 
node whose energy is greater than the average residual 
energy of the network may become the cluster head. 
Distributed selection algorithm demands the nodes run the 
cluster head selection algorithm independently and decides 
whether becomes the cluster head for itself, LEACH [3], 
DAEA [4], HEED [5] is an typical distributed selection 
algorithm. 

In LEACH, every node runs the formula independently 
and generates the threshold and a random number, if the 
random number is smaller than the threshold, the node 
becomes the cluster head. DAEA is a three layers clustering 
algorithm. Firstly, it divides the coverage area in WSN into 
square areas that is equal and non-overlapping. In every 
square, it chooses the node that has the largest energy as the 
cluster head, the nodes called La. Then, it chooses the node 
that has the largest energy from all of the La as the above 
layer cluster head, the node called Ma. La communicates 
with Ma, and Ma communicates with base station. In HEED, 
according to the primary and secondary parameters, it 
chooses the cluster head. The primary parameter depends on 
the residual energy and used to randomly choose the initial 
cluster head set. While the ultimate cluster head depends on 
the ratio of the residual energy and ambient node’s energy.  

The author proposed a new algorithm that improves the 
performance of LEACH. The following is the analysis of 
LEACH’s work mechanism. 
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B. LEACH's Limitation 
LEACH algorithm assumes that all nodes are isomorphic 

and able to communicate directly with the base station. 
Cluster head node is responsible for the data aggregation and 
fusion of the cluster member nodes, then sent the processed 
data to the base station. LEACH cluster-heads are 
stochastically selected. In order to select cluster-heads each 
node n determines a random number between 0 and 1. If the 
number is less than a threshold T(n), the node becomes a 
cluster-head for the current round. The threshold is set as 
follows: 
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With P as the cluster-head probability, r as the number of 
the current round and G as the set of nodes that have not 
been cluster-heads in the last 1/P rounds, this algorithm 
ensures that every node becomes a cluster-head exactly once 
within 1/P rounds. 

In theory, LEACH will randomly select some nodes to 
become cluster head nodes, and let all nodes become a 
cluster head node periodically rotated so that the energy of 
the entire network can achieve load balancing.  

 
Figure 1.  The distribution of cluster head: (a) this is a bad distribution of 

possible in LEACH; (b) the expected distribution of cluster head. 

However, there is plenty of randomness for the selection 
of LEACH cluster head nodes, and the issue about the node 
energy consumption is not considered. This makes the entire 
network nodes energy distribution imbalance and shortens 
network life time. Therefore, the quality of network 
coverage is bad. The cluster head selection of LEACH may 
appear the bad situation in Figure 1.a. We can see the case of 
Figure 1.a, the sensor network with nodes randomly 
deployed. Due to the uneven distribution of nodes, these 
boundary nodes that act as cluster head are likely to take the 
lead in death. This greatly reduced the quality of network 
coverage. The election of cluster head nodes in Figure 1.b is 
what we expected. In the region of dense nodes and high 
redundancy, let such nodes as cluster nodes can reduce the 
energy consumption of members within the vicinity of 
clusters, and even these nodes die early, it will not affect the 

coverage quality of the whole network. But LEACH does 
not consider the above problems. 

 

III. CLUSTER-HEAD SELECTION 
In ECAC, at the beginning of each round, each node 

does not equal probability to become the cluster-head, but 
decides by the node's redundant coverage and residual 
energy. Below, author discussed respectively redundant 
coverage and residual energy problems. 

A. Redundant Coverage 
First, come to understand what is the coverage, coverage 

is an indicator to measure the deployment of sensor network 
node, and it was first proposed by Gage [6]. In the 0-1 
sensor model, it is generally defined as the ratio of the total 
area covered by all the sensors and the entire target area. The 
total area covered by all the sensors is the union of set of 
each node's covering area. So coverage is less than or equal 
to 1. 

It is supposed that: 
• Within the sensor covering area, every points are 

detected 
• The covering is based on 2-D region 
• Without regard to the accuracy of coverage 
• The sensing and communication radii are equal and 

identical for all the sensors 
Therefore, the paper defines the coverage of the entire 

target area as C, and it is equal to the ratio of the total area 
covered by all the sensors and the entire target area. So, 
coverage of the whole network as C(r) in round r. C(r) is 
calculated as follows: 
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In the formula (2), A is the entire target area and Si is the 
coverage area of node i. Here is to assume that there are N 
sensors in the target area (A), and coverage of each sensor 
the same size as S. Then, for any of them a sensor i, let Si be 
sensor's coverage area, let Si1 be Si minus the area of 
overlap with the other sensors, let Si2 be overlapping area of 
only two sensors covering area, and so on. By the same 
token, SiN is the N-covering area. Accordingly, Si is 
calculated as follows: 

 SSSSSS iNi3i2i1i =++++= L  (3) 

The nodes are partially overlapping coverage, especially, 
in the node distribution of intensive regional. If the node Si 
is a large overlap area, will the more overlapping nodes, the 
greater the degree of the node coverage redundancy. D(n) is 
defined as the coverage redundancy, and the value is greater 
than 1. So, Di was Coverage redundancy value of node i. 
The value of coverage redundancy is set as follows: 

a b 
●        Node 
□        Cluster-Head Node 
×        Dead Node 
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The algorithm ECAC design goal is to make as much as 
possible so that redundant nodes to be cluster head, and cut 
back node (particularly in the border sparse node) energy 
consumption with the low value of coverage redundancy. 
Even if a number of redundant nodes dead, the network's 
quality of coverage is not affected. So the value of coverage 
redundancy should be an important parameter in the cluster 
head selection. 

B. Node Energy 
LEACH does not consider node energy problems in the 

cluster head selection, so the probability of the situation in 
Figure1.a is increase. Not only the quality of network 
coverage can not be guaranteed, and the node's energy 
consumption is not balanced. Lead to shorter life cycle of 
the network. Therefore, the node power consumption ratio of 
G(n),was introduced into the threshold for cluster-head 
selection and occupied a certain weight in calculation of the 
threshold. It is set as follows: 

 
Emax

EnG(n) =  (5) 

Where En is the current energy and Emax is the initial 
energy of the node. Here we assume that all nodes have the 
same initial energy, by the formula (5), we can see, the 
initial node of G(n)=1. And G(n) as the node energy 
consumption of descending. 

C. ECAC Analysis 
Based on the above targets, an adjustment function H(n) 

is introduced into the formula (1) of LEACH algorithm. The 
larger the value of H(n), the greater the probability of the 
node to be cluster head. It calculated as follows: 

 ηG(n)η)F(n)(1H(n) +−=  (6)
 

 
D(r)
C(r)F(n) −= 1  (7) 

( r as the current round number ,N as the total number of 

sensor nodes and )(r
rη N+= )  

Then, the node i of the r round, which function H(i) can 
be expressed as 

 ηG(i)η)F(i)(1H(i) +−=   (8)
 

Combination of the formula (1) and (6), the threshold 
M(i) selected from cluster head of the r round set as follows: 
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Now, to prove the reasonableness of the above formula: 
It is supposed that all the sensor nodes have the same 

initial energy and the energy consumption of cluster head is 
more than the cluster nodes. 

1) the threshold M(i) selected from cluster head of the 1 
round calculated as follows: 

Each node has the same value of C(1),G(i) and η, where 

G(i)=1; )1(
1

N+=η  is equal to its minimum, and η−1  is 
equal to its maximum. So, we can show that weight of F(i) 
get largest in H(i) this time. So, D(i) and M(i) as the direct 
proportion relationship. 

According to the above analysis, in the first round of 
cluster head selection, if the node is a redundant node and its 
coverage redundancy degree is higher, it is most likely to be 
the cluster head. It can completely satisfy the design goals of 
algorithm. 

2) the threshold M(i) selected from cluster head of the r 
round calculated as follows:  

As a great deal of energy was consumed in the node of 
the last r-1 round, coverage C(i) declined. Here we assume 
that the current C(i) = 0.95. With the increase in the number 
of rounds, η value increases, by the analysis of 1), we can 
show that weight of F(i) get smaller in H(i) this time, while 
the weight of G(i) in H(i) increased. Therefore, the more the 
node residual energy, the greater the value of G(i).we 
discuss it in two ways at this point. 

a) If nodes close to the value of the coverage 
redundancy degree, the node with the more residual energy, 
the greater the probability of cluster head election. 

b) With the reduction of coverage, the redundant 
nodes die gradually, which indicates that the value of the 
universal coverage of the remaining nodes has become 
smaller.so,D(i)→1,According to formula (7) conclude 
F(i)→0. Then, formula (9) approximate evolved into 
H(i)=ηG(i). Therefore, the greater the residual energy of 
nodes, the greater the probability of elected cluster head. 

In the algorithm, the threshold M(i) can be obtained by 
network coverage and rest energy of nodes. Moreover, the 
weight of them can be dynamically adjusted in different 
round r. ECAC can efficiently guarantee the quality of 
network coverage and balance nodes' energy consumption to 
extend the network life-cycle. 

 

IV. SIMULATION RESULTS 
This paper simulates under the Network Simulator (NS-

2.27) environment realizes ECAC. The reference network of 
the simulation consists of 100nodes distributed randomly 
across a plain area of 100x100 meters. Each node is 
equipped with an energy source whose total amount of 
energy accounts for 2J at the beginning of the simulation. 
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Every node transmits a 200-bit message per round to its 
actual cluster-head. The cluster-head probability P is set to 
0.05 – about 5 nodes per round become cluster heads. 

Based on the number of node alive in the life time, 
ECAC is compared with LEACH simulation results shown 
in Figure 2. By the curve analysis, we can get: 

• ECAC algorithm is earlier than LEACH algorithm 
for dead node appeared. However, from the above 
analysis shows, the early dead of nodes have the 
very high value of coverage redundancy degree, 
which does not affect the quality of network 
coverage. 

• In the later round, ECAC smooth curve of the 
algorithm, and compared with LEACH algorithm is 
a long life cycle of the network. This shows that the 
number of node alive to be better maintained in 
ECAC. Because the node residual energy as the 
increase in the number of rounds, G (i) in the M (i) 
increased weight and balance of the entire network 
node energy consumption, extend the network 
lifetime. 
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Figure 2.  Comparison between the two kinds of algorithms on network 

coverage 

Based on the network coverage, ECAC is compared with 
LEACH simulation results shown in Figure 3. It obviously 
from the trend curve that LEACH algorithm is not 
considered the issue of network coverage, resulting in 
coverage curve is similar to the inversely proportional to   
the number of dead node diminishes. However, ECAC has 
been significantly improved, until the death of 30 nodes, 
remained in the initial coverage. 

The foregoing analysis, the new algorithm compared 
with LEACH has greatly improved in the quality of 
coverage and network life-cycle. 
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Figure 3.  Comparison between the two kinds of algorithms on the 

number of nodes alive 

 

V. CONCLUSION 
The paper discussed the defects in LEACH algorithm. 

The cluster-head is elected randomly, leading to excessive 
energy consumption and network life-cycle reduction. And 
then the author proposed a modification of LEACH's cluster 
head selection algorithm, which is good to solve the above 
problems. It is considered the coverage redundant degree 
and the residual energy of nodes in the cluster-head election. 
The simulation results show that the algorithm makes the 
energy consumption of sensor network balance and extends 
the network life time. Especially in the quality of network 
coverage, it has improved significantly.  
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Abstract—Kriging is one of the important interpolation 
methods in geostatistics, which has been widely applied in 
engineering project. In this paper, we present an efficient 
method for the parallelization of universal Kriging 
interpolation on shared memory multiprocessors. By using 
OpenMP directives, we implement a portable parallel 
algorithm, which enables an incremental approach to add 
parallelism, without modifying the rest part of sequential code. 
To achieve optimal performance, the parallel grain size has 
been considered and analyzed. Numerical experiments have 
been carried out on two multicore windows workstations, the 
results of which demonstrate this method could enhance the 
overall performance significantly. 

Keywords- Kriging; spatial interpolation; parallel algorithm; 
OpenMP 

I.  INTRODUCTION  
Kriging interpolation method is a group of geostatistical 

techniques to interpolate the value of a random field at an 
unobserved location from observations of its value at nearby 
locations. Kriging interpolation method has been widely 
applied in mining [1], hydrogeology [2], environmental 
science [3], black box modeling in computer experiments [4] 
and remote sensing [5] etc., which is also a computational 
bottleneck of these applications, preventing them from 
obtaining desirable performance. For this reason, research on 
parallel computing for Kriging interpolation has received 
considerable attention in recent years to improve the overall 
performance [6-10]. We note that most of these works are 
implemented on high-performance computer or distributed 
memory clusters by using MPI. Due to the emerging trends 
of multicore CPU recently, the shared memory 
multiprocessors, which support an incremental 
parallelization from serial program, are readily available. 
Therefore, the main objective of this work is to present a 
parallel version of universal Kriging interpolation method 
based on OpenMP, which could meet the intense demands 
on performance. 

The outline of this paper is as follows. Section 2 gives a 
brief description of OpenMP programming paradigm. 
Section 3 gives an overview of the universal Kriging method 
and the OpenMP parallel implementation details on it. 
Experimental results as well as performance analysis are 
presented in Section 4 and Section 5 summarizes the work. 

II. OPENMP PROGRAMMING PARADIGM 
OpenMP is a shared-memory application programming 

interface (API), whose features are based on prior efforts to 
facilitate shared-memory parallel programming [11]. As 
shown in Fig. 1, OpenMP provides a fork-and-join execution 
model which supports an incremental approach to design 
parallel programs. Parallel work can be explicitly coded 
through the use of parallel regions, or implicitly obtained by 
work-sharing constructs, such as parallel loops. Compared to 
MPI, OpenMP applications are relatively easy to implement 
from the standard sequential code only by placing parallel 
directives around time consuming loops which do not 
contain data dependences, leaving the most part of the 
program unchanged. Another salient advantage of OpenMP 
lies in that it could achieve low latency and high bandwidth. 
Also, it adds fine granularity and enables increased and 
dynamic load balancing, which may lead to performance 
enhancement. More detail information about OpenMP can be 
found at the web site: http://www.openmp.org. 

Fork

Fork

Join

Join

a group of threads

master thread

parallel region

parallel region

time

 
Figure 1.  The fork-join model of OpenMP. Program begins execution as a 
single thread until a parallelization directive for a parallel region is found. 
Then the master thread creates a group of threads and the intensive 
computational work can be distributed among threads, without explicitly 
distributing the data. 
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III. PARALLELIZING OF UNIVERSAL KRIGING 
INTERPOLATION 

A. Universal Kriging Interpolation 
The basic premise of Kriging interpolation is that every 

unknown point can be estimated by the weighted sum of the 
known points: 

                           ii
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Σ=                                  (1) 

where *
0Z  represents the unknown point, iZ refers to each 

known point and iλ  is the weight given to it. The body of 
the Kriging algorithm is involved in the selection of the 
appropriate weights. For details about the theory of Kriging 
interpolation, readers may refer to [12] [13]. 

Universal Kriging assumes a general linear trend model. 
It includes the drift functions to calculate )(xm , which is the 
expectation of )(xZ . Considering 
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where u , v  are the coordinates of point x . Then we 
can get 

2
05004

2
0302010

2
54

2
3210 )(

yayxaxayaxaa

yayxaxayaxaa iiiiii
i

i

+++++=

+++++∑ °λ
    (3) 

In order to set up Eq. (3), the following equations can be 
gotten 
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where ),(),( jiji ZZCOVxxc =  and 

),(),( 00 ZZCOVxxc ii = , based on Lagrange multiplier rule, 
we have 
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which could be rewritten in the matrix form such as 
bAx =  to calculate the value of ),,2,1( nii =°λ . From Eq. 

(1), finally we could get the estimation of unknown points. 

B. Parallel Algorithm on Shared-memory System 
As stated in section 1, the computational steps of 

universal Kriging method which is based on covariance 
function could be schematically summarized as follow: 
Step 1 calculating the distance between each known point; 
Step 2 sorting the distances according to their values; 
Step 3 grouping the sorted distances; 
Step 4 constructing a variogram and the covariance function 

),( yxc ; 
Step 5 computing covariance between each known point and 
then the coefficient matrix A ; 
Step 6 computing the inverse matrix of A ; 
Step 7 calculating the weights [ ]Tnλλλ ,,, 21  and then the 
estimate for each unknown point. 

The first task in a parallel implementation is to identify the 
portions of the code where there is parallelism to exploit 
[14]. In scientific codes, the most common form of 
parallelism is data parallelism; and for shared-memory 
systems, it typically comes from the iterative loops. 

In our work, an incremental approach based on OpenMP 
to parallelize the universal Kriging interpolation algorithm 
was carried out. By placing directives around time 
consuming loops which do not contain data dependences, the 
parallelization can be applied separately to individual parts, 
leaving the rest of source code unchanged. By profiling the 
execution of the sequential code of universal Kriging, it is 
noted that step 7, which involved a three-level nested loop, 
took up the most part of computational time. The program 
structure of step 7 can be briefly outlined as follow: 

;
;

10:

;
;

50:
50:

;

10:
10:

endfor
endfor

estimatesthegcalculatin
doNVtojfor

endfor
endfor

weightsthegcalculatin
doNVtokfor

doNVtojfor

endfor
RHSthegcalculatin

doNVtojfor
doNPtoifor

−=

+=
+=

−=
−=

 
The variables i, j, and k are the loop counter of each for-

loop. The variables NP and NV refer to the number of 
unknown and known points respectively. RHS denotes the 
right hand side of the linear equation. 

The program block is largely a three-level nested for-loop, 
which mainly consists of three different computational steps. 
An important consideration on parallelization the code is to 
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decide the parallel grain size. Theoretically speaking, by 
analyzing the data dependency, each of the three loops could 
be parallelized by OpenMP directives. Especially, enlarge 
the grain size of a parallel program appears to bring better 
performance as it avoids frequent fork-join operation at the 
beginning of each iteration. However, the sequential code 
uses the same storage space to store the RHS for each 
unknown point, which means there is a loop-carried 
dependence in the outer loop. Parallelizing the outer loop, 
each RHS has to be made private explicitly and additional 
storage spaces are required, which may prevent the program 
from getting optimal performance. Therefore, making the 
inner loop parallel, which results in small grain size 
parallelism, is the best option for our case. 

It is estimated that the second computational step of 
calculating the weights which is a two-level nested for-loop 
consumes the most part of execution time of the block. The 
OpenMP parallelization could be written as follow: 

;
;

];[_*])6(*[_:][_
50:

;0:][_
50:

),_,_,_(
),(#

endfor
endfor

kUKBkNVjUKAjUKC
doNVtokfor

jUKC
doNVtojfor

NVUKBUKAUKCshared
jkprivateforparallelomppragma

++=
+=

=
+=

 

The variables UKC _ , UKA_  and UKB _  are the 
estimate, the inverse matrix and right hand side respectively. 

IV. PERFORMANCE ANALYSIS 
The numerical experiments were carried out on two win 

server 2003 (x64) workstations. Workstation 1: Intel Xeon 
E5310 1.6GHz (2CPU, 4 cores per each) and 2.0 GB 
memory; Workstation 2: Intel Xeon 5110 (2CPU, 2 cores per 
each) and 2.0 GB memory. The size of measured points and 
unknown points are 947 and 15719 respectively. The 
exponential variogram models and quadratic drift function 
were applied to the universal Kriging algorithm. 

The first experiment was designed to find the hotspots in 
sequential program. The test was carried out only on 
Workstation 1. From Fig. 2, we observed that step 7 which is 
responsible for calculating the weights and estimates takes 
up the overwhelming majority of computational time. 
Another time consuming step is the computation of the 
inverse matrix. However, it is comparatively small when it is 
compared to step 7. Therefore, this experiment confirmed 
that the parallelization of step 7 is the primary concern of our 
work. 

 
Figure 2.  Time ratio for different computational steps 

In the second experiment, the speedup versus different 
number of threads on two workstations is tested. From Fig. 3, 
it can be found that the speedup scales well from 1 to 4 
threads for Workstation 1 and 1 to 2 threads for 
Workstation2, which demonstrates significant progress in 
reducing computational time and desirable parallel 
performance. However, we observed an obvious deviation 
from 4 to 8 threads for Workstation 1 and 2 to 4 threads for 
Workstation 2. From our analysis, this could be attributed to 
that the problem of cache coherence between two CPU in 
one workstation may degrade the parallel performance. 

 
Figure 3.  Speedup vs. number of threads 

V. CONCLUSIONS 
This paper describes an efficient fine-grain parallel 

scheme on shared-memory system, along with its 
implementation for universal Kriging interpolation method. 
As multiple-processors computers are currently much more 
affordable and available, and OpenMP is becoming the de 
facto standard for parallelizing applications, this ensures 
portability over a wide range of computers. In summary, we 
present a portable parallel implementation by using OpenMP 
directives, which enables an incremental approach to add 
parallelism, without modifying the rest part of sequential 
code. The experiment results demonstrate that the parallel 
scheme has achieved desirable performance. Further research 
will involve the parallel implementation of universal Kriging 
method on distributed shared memory architecture.  
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Abstract—This paper provides an overview of some of the 
techniques and methodologies utilized in the modelling of 
complex systems that involve many interacting components 
with different physical properties over different spatial and 
temporal scales. Such systems are difficult to resolve, since 
they exhibit high levels of uncertainty. We discuss modelling 
strategies and present some applications from the field of 
complex system modelling.  

Keywords-complex systems; modelling techniques; cellular 
automata; agent-based modelling; hybrid modelling 

I.  INTRODUCTION  
Complex systems appear in abundance throughout 

science and engineering. A definition for the term “complex 
system” may be found in many relevant textbooks (see e.g. 
[1]). As such this is defined as a system whose different 
parts are interconnected and as a whole exhibits properties 
not obvious from the properties of the individual parts. In a 
seminal paper in the late 1940’s, Warren Weaver [2] used 
the terms “organized complexity” and “disorganized 
complexity”, in order to differentiate between systems that 
display obvious organization as opposed to those that do 
not. However, as is now known, complex systems do not 
require the application of any external organizing principle 
in order to display organization [3].  In the past 50 years a 
number of researchers have directed substantial effort in 
order to enhance our understanding of complex systems (see 
e.g. [4-8]).  One primary question that needs addressing is 
what differentiates a “complex” system from a “simple” or 
just a “complicated” one. Researchers (see e.g. [9]) agree 
that a system in order to be characterized as complex 
should: (1) exhibit emergent behaviour (i.e. its 
characteristics not being evident from the analysis of 
characteristics of its individual components), (2) display 

internal structure and self-organization (i.e. there are no 
external factors controlling the appearance of this emergent 
behaviour), (3) be able to adapt to inputs and evolve, and (4) 
have a degree of uncertainty. For instance, a motor car may 
be viewed as a complicated rather than a complex system, 
since it might exhibit emergent characteristics but no self-
organization is evident.  Hence, in order to understand the 
behavior of a complex system, not only the behavior of its 
parts must be understood, but also how these act together to 
form the behaviour as a whole. It is because of this that 
complex systems are difficult to understand.  One should be 
extremely cautious when describing a system or a process, 
since the boundaries between “simple”, “complicated” and 
“complex” could be very subtle. As described in [10], it is 
extremely easy to cross the border from a “simple” system 
to a chaotic one just by suspending one pendulum freely 
from another!  

The existing literature on complex systems is vast, due to 
the range of systems that may be described as complex (e.g 
from Applied Linguistics and language teaching [11] to 
Epidemiology and the spread of infectious diseases [12]). In 
this paper, the emphasis is placed on the techniques and 
methodologies utilized for the modelling of complex 
systems. In the following sections, some of the main 
methods will be discussed, the concept of hybrid modelling 
in complex systems will be introduced and applications will 
be presented, where these methods have been successfully 
applied by the authors and other researchers on complex 
systems.   

II. COMPLEX SYSTEMS MODELLING  
This work will not consider data analysis methods (i.e. 

data mining, time series analysis etc.) but rather, it will 
concentrate on techniques that build on the understanding of 
the processes involved and their interactions, in order to 
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analyze the behaviour of complex systems. For a review on 
data analysis methods, as well as methods for measuring 
complexity readers are referred to [13].  

Two main classes of methods will be presented in this 
paper: (1) methods based on the local interactions between 
system components, which are allowed to be in finite states; 
and (2) methods where constitutive laws are formulated from 
the micro-scale in order to resolve the interacting 
components and are then incorporated in a larger scale 
mathematical framework to resolve the system behaviour. 
The first class of methods is based on cellular automata and 
their complementary agent-based modelling, while the 
second class of methods is termed hybrid modelling. Recent 
work [14] discusses in detail the first class of methods. The 
second class of methods was first introduced by the authors 
and will be discussed in detail later. 

III. CELLULAR AUTOMATA AND AGENT-BASED MODELS 
Cellular Automata (CA) are one of the most popular 

methods for the study of complex systems. They were first 
introduced by von Neumann as a tool for studying biological 
systems [15] and since then, they have been utilized 
extensively to study complex systems. The basic idea is quite 
simple: consider a collection of cells with defined finite 
states. The evolution of the system is modelled by updating 
the state of each cell based on pre-described rules (i.e. 
transition rules) which take into account the states of its 
immediate neighbours. There are a range of applications that 
cellular automata have been successfully applied to, ranging 
from forest fires [16] to vehicular traffic [17]. For an 
extensive list of applications see [18].  It is argued by 
researchers that problems as complex as fluid flow may be 
successfully addressed with CA (see e.g. [19]), by getting the 
micro-physics correct and expecting that the macro-physics 
will be implicitly accounted for (through system self-
organization).    

An example of an elementary CA simulation is shown in 
Figure 1, where the temporal evolution in a square lattice 
occurs according to a simple evolution law (Rule 110, [18]) 
shown in Table I, where the state of a cell is determined by 
the state of its 3 immediate neighbours (left, top, right) 
during the previous time step. The two states allowed are “0” 
(black cell) and “1” (white cell) and propagation is allowed 
downwards. The given initial condition is that the only white 
cell in the lattice is the one before last in the first row. In 
order to find the new configuration during each successive 
timestep, the lattice is swept from the bottom row, starting in 
the first column for every row every time. It is obvious that 
given a fixed number of steps, it is not possible to determine 
a priori the state of the last row at the final timestep without 
first computing the state at all intermediate steps.  
Agent-based models (ABMs) are complementary to CA 
and utilize “agents” in order to resolve a system’s 
behaviour. As agents are defined autonomously behaving 
components whose state is updated by pre-described 
evolution rules (just like in CA), but which can learn from 
their environments and can thus change their behaviour in 

response.  Agents are diverse, heterogeneous, and dynamic 
in their attributes and behavioural rules. Behavioural rules 
may vary in their sophistication, for example by how much 
information is considered in the agent’s decision making, its 
internal models to represent the external world including 
other agents, and the extent of memory of past events the 
agent retains and uses through the decision making.  For an 
in-depth description of the basic theory of ABMs see [21]. 

 

TABLE I.  EVOLUTION LAW FOR ALLOWED STATES IN ELEMENTARY 
CA SIMULATION. THE LEFT COLUMN REPRESENTS THE STATE OF 

NEIGHBOURS (ORDERED LEFT-TOP-RIGHT) AT THE PREVIOUS TIMESTEP  

t t+1 
000 0 
001 1 
010 1 
011 1 
100 0 
101 1 
110 1 
111 0 

 
Agent-based modelling is the technique most often 

associated with complex systems and has been extensively 
applied to a number of problems, ranging from social 
sciences [22] to economics [23]. Such models may enhance 
our understanding of the interactions between the system 
components at the microscopic level and should be 
considered complimentary rather than competitive to 
continuum-based large-scale models or discrete particle 
/molecular dynamics models at the smaller scale. This will 
be discussed in the following sections, where hybrid 
modelling of complex systems will be introduced.  

 
Figure 1.  Example of an elementary CA simulation, 

where the state of each cell at time (t+1) depends on the 
state of its 3 neighbours (left, top and right) at time t. The 

propagation occurs downwards (from [20]). 
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IV. HYBRID MODELLING 
Today it has become evident that problems in many 

scientific areas cannot be resolved simply by breaking 
systems into components and understanding those 
components. Complexity does not lie merely in the number 
of parts of a system but rather in the subtlety of interactions 
across space and time scales between these parts. Consider 
for example the fact that a human has roughly 30,000 genes, 
whereas there exist grains of rice that have about 100,000 
genes [24]! For a number of problems, when a system 
comprises many parts with different physical properties 
interacting over very different spatial and temporal scales, 
the transition rules of CA and ABMs may not be adequate on 
their own to explain the system’s emergent behaviour and 
self-organization (see e.g. the sand pile problem in [25]). In 
such cases, a more generic and holistic strategy is required, 
which includes the formulation of appropriate tools which 
enable the analysis of the system and its components across 
different spatio-temporal scales. The steps that need to be 
followed are:  

• First, the behaviour of the individual system 
components at the micro-scale is examined.  

• Then, the interactions between these individual 
components are studied and constitutive laws are 
formulated, which connect component properties to 
key system parameters.  

• Then, these laws are embedded in a macro-scale 
framework, which describes the evolution of the 
system in a continuum-based approach.   

This hierarchical approach is termed hybrid modelling 
(HM) and was first introduced by the authors as a powerful 
technique for the modelling of complex systems in [26]. It 
consists of two interacting “horizontal” frameworks at two 
different spatio-temporal scales: one at the microscopic 
scale, where the system components are identified and 
mathematical tools (i.e. Molecular Dynamics) are utilized 
for their study; one at the macroscopic scale where the 
whole system is modelled as a continuum using the 
appropriate mathematical models (i.e. models of mass, 
momentum and heat transfer). Then, these two frameworks 
are coupled via a “vertical” structure which utilizes 
mathematical / experimental / data analysis techniques in 
order to resolve the interactions between the various system 
parts (which may have different physical properties) and 
transfer this information to the larger scale in the form of 
constitutive laws. In this way, the system may be modelled 
in a continuum-based approach, where the interactions 
between the system components are taken into consideration 
by connecting micro-scale properties of the components to 
macro-scale system parameters. Schematically, the HM 
approach is presented in Figure 2. HM has only recently 
started to be utilized for the study of complex systems (see 
e.g. [27]).  

Granular material and the processes they are involved in 
are a typical example of a complex system that has received 
significant attention over the last few years (see e.g. [28-

29]). Recently, an HM framework was developed by the 
authors in order to study granular material handling 
processes in industrial production lines. The need for such a 
framework arises from the failure of existing techniques to 
address industrial problems associated with the handling of 
granular material.  

Continuum mechanics models have been used extensively 
to simulate large-scale granular flow processes (see e.g. [30-
31]). These models have been partially successful in 
capturing some of the main characteristics of the flow. 
However, they lack essential information on particle-particle 
interactions and material parameters at the microscopic 
level, hence they are incomplete and cannot be employed to 
simulate granular flow processes which might lead to 
phenomena such as particle size segregation, particle 
degradation or particle caking.  

On the other hand, models inspired by Molecular 
Dynamics have proven to be remarkably successful in 
reproducing the complex behaviour of granular materials 
(see e.g. [32-33]). In these models, each particle is 
considered separately and the interactions between particles 
and the external forces acting on each particle are taken 
directly into account at the microscopic level. However, the 
main limitation of this approach is associated with the high 
computational cost of the identification of contacts between 
contiguous particles and the subsequent calculation of the 
interaction forces (there exist 1012 or more particles in a 
moderately size industrial silo). It is therefore unrealistic to 
employ this class of models in order to perform direct 
simulations of any large-scale processes.  

The developed HM framework integrates three key 
granular material processes (namely, segregation, 
degradation and caking) for the representation of a complete 
industrial cycle involving granular material (i.e. material 
stored in a silo, then being conveyed pneumatically for 
processing and then packed and stored in bags). Reference 
[34] discusses the complete procedure. For the 
demonstration of HM in this paper, we will only discuss the 
modelling of particle size segregation during silo discharge. 

 
 

Figure 2.  Schematic representation of the hybrid modelling 
approach.  
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Figure 3.  Material interface profile during silo discharge. The 

darker colour represents the material  

 
Figure 4.  Temporal variation in fines weight fraction (averaged 

across outlet) during silo discharge (“segregation in time”).  

 
Figure 5.  Temporal variation in fines weight fraction at various 

parts of outlet during silo discharge (“segregation in space”). 

Segregation occurs when particles differing in some 
important property (often size) separate into discrete phases, 
either spontaneously or in response to external conditions 
such as the bulk flow field. The continuum-based 
macroscopic model solves the equations for mass and 
momentum transfer and is capable of modelling the flow of 
the bulk mixture during the emptying of a silo. However, it 
would not be in a position to differentiate among the 
individual species in the mixture and the laws that dictate 
their behaviour.  For this reason, first the behaviour of 
individual particles at the microscopic level was studied 
using discrete particle modelling [35].  Then, with the aid of 
experiments, the behaviour of particle ensembles was 
analyzed [36-37] and three transport processes, which lead 
to segregation, were identified:  

• Strain-induced segregation arises due to the 
preferential motion of coarser particles in the 
mixture across gradients of bulk velocity, towards 
regions where the bulk strain rate is highest, such 
as free surfaces in a heap of material. 

• “Diffusive” segregation, very similar to classical 
molecular diffusion down a concentration gradient. 
Diffusion principally affects the finer particles in a 
multi-component mixture of granular material. 

• Segregation through percolation, which is the 
gravity-driven motion of the finer particles through 
the interstices in the matrix of the coarse particles. 

  Then, constitutive laws were formulated [38], which 
identify the segregation “drift” velocities for the individual 
material components as functions of macroscopic 

parameters, such as mixture velocity, local concentration, 
gravity, etc. Proportionality coefficients (i.e. “transport” 
coefficients) were calculated within the micro-physical 
framework [38]. These constitutive laws were incorporated 
in the macroscopic mass transport equations for each of the 
mixture species. A full analysis of the equations of the 
macroscopic model and the functional forms of the 
constitutive laws is given in [39].  

The numerical model was tested for its consistency in 
representing, realistically, binary granular mixture flow 
patterns and was then used to simulate experimental data 
obtained during discharge under gravity of a binary mixture 
from a small cylindrical silo. For reasons of simplicity, and 
due to the observed symmetry of the flow around the central 
axis of the silo for the simulated cases, semi-3D geometry 
was chosen, with a silo slice of 5� angle being simulated. A 
60-40 mixture was simulated, i.e. consisting of 60% fines 
and 40% coarse particles, uniformly distributed, of 2:1 
particle size ratio, initial density of 950 kg⋅m-3 and solids 
density of 2100 kg⋅m-3 and was left to discharge under 
gravity from a silo. The silo’s cylindrical section was 6.3 cm 
tall, its conical section was 7 cm tall, and its half-angle was 
30�. The inlet diameter was 10.5 cm, while the outlet 
diameter was 2.5 cm. The appropriate parameters and 
coefficients required within the formulated constitutive laws 
were calculated in the micro-physical framework and 
imported in the macroscopic model. Figure 3 shows the 
predicted profiles of the granular material as the silo 
emptied which agrees well with observations [37]. Figures 4 
and 5 show the comparisons of the model with experimental 
data during the emptying of the silo. Figure 4 shows the 
time varying distribution of fines averaged across the outlet 
due to segregation in the silo, whilst Figure 5 shows the 
temporal variation of fines at two different locations within 
the silo. As can be seen, excellent agreement is established 
between the experimental data and the HM framework 
predictions.  The work performed for granular material sets 
the trend for the modelling of other complex systems, using 
the HM approach.  
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V. CONCLUSIONS 
The present paper does not claim to be a thorough review 

of all techniques employed in the modelling of complex 
system. Rather, it concentrates on techniques that build on 
the understanding of the processes involved and their 
interactions, in order to analyze the behaviour of a complex 
system. For this reason, it reviews cellular automata (CA) 
and agent-based models (ABMs) and introduces the hybrid 
modelling (HM) approach, which the authors believe to be 
the most appropriate technique for the modelling of complex 
systems, since it utilizes information from various spatio-
temporal scales in order to resolve the evolution of a system. 
In this sense, it might be more useful to utilize CA and 
ABMs within HM frameworks rather than stand-alone 
techniques, in order to achieve the link between the two 
“horizontal” components of the HM framework (namely, the 
microscopic and macroscopic scales) through the derivation 
of appropriate constitutive laws.  Further work is already 
underway by the authors for the utilization of the proposed 
HM approach for the study of other complex systems [40].  

 

REFERENCES 
 

[1] Y. Bar-Yam, Dynamics of Complex Systems, 1st ed., Addison-
Wesley:Reading, Massachusets, 1997. 

[2] W. Weaver, “Science and complexity”, American Scientist, vol. 36, 
pp.536-544, 1948. 

[3] J.M. Ottino, “Complex Systems”, AIChe Journal, vol.49, pp.292-299, 
2003.  

[4] H.A. Simon, “The Architecture of Complexity”, Proc. American 
Philosophical Society, vol> 106, pp.467-482, 1962. 

[5] D. Parnas, “On the criteria to be used in decomposing systems into 
modules”, Comm. ACM, vol. 15, pp.1053-1058, 1972. 

[6] D. Harel, “Statecharts: a visual formalism of complex systems”, 
Science of Computer Programming, vol. 8, pp. 231-274, 1987. 

[7] J. Sterman, “Learning in and about complex systems”, System 
Dynamics Review, vol. 10, pp. 291-230, 1994. 

[8] H. Haken, Information and self-organization: a macroscopic approach 
to complex systems, 3rd ed., Springer: Berlin. Heidelberg, New York, 
2006. 

[9] J. Guckenheimer and J.M. Ottino, Foundations for complex systems 
research in the physical sciences and engineering, Report from an 
NSF Workshop, September 2008. 

[10] D. Acheson, From calculus to chaos: An introduction to dynamics, 1st 
ed., Oxford University Press: New York, 1998. 

[11] D. Larsen-Freeman and L. Cameron, Complex Systems and Applied 
Linguistics, 1st ed., Oxford University Press: New York, 2008. 

[12] M.C. Gonzalez, C.A. Hindalgo and A.L. Barabási, “Understanding 
individual human mobility patterns”, Nature, vol. 453, pp.779-782, 
2009. 

[13] C.R. Shalizi, “Methods and techniques of complex systems science: 
an overview”, in Complex Systems Science in Biomedicine, T.S 
Deisboek and J. Y. Kresh, Eds., New York: Springer-Verlag, 2006, 
pp.33-114. 

[14] N. Boccara, Modeling complex systems, 1st ed., Springer: Berlin, 
2004. 

[15] J. von Neumann, The Theory of Self-Reproducing Automata, A.W. 
Burks Ed. , University of Illinois Press: Champaign IL, 1966. 

[16] A.V. Gheorghe and D.V. Vamanu, “Forest fire essentials: a cellular 
automaton-wise, percolation-oriented model”, International Journal of 
Critical Infrastructures, vol. 4, pp. 430-444, 2008. 

[17] C. Gershenson, “Self-organizing traffic lights”, Complex Systems, 
vol. 16, pp. 29-53, 2005. 

[18] S. Wolfram, A New Kind of Science, 1st ed., Wolfram Media: 
Champaign, IL, 2002. 

[19] U. Frisch, B. Hasslacher and Y. Pomeau, “Lattice-gas automata for 
the Navier-Stokes equations” , Physical Review Letters, vol. 56, 
pp.1505-1508, 1986. 

[20] C. Gershenson, Computing Networks: A General Framework to 
Constrast Neural and Swarm Architectures, C3 Report No 2010.01, 
January 2010, http://arxiv.org/abs/1001.5244. 

[21] M.J. North and C.M. Macal, managing Business 
Complexity:Discovering Strategic Solution with Agent-
basedModeling and Simulation, 1st ed., Oxford University Press:New 
York, 2007. 

[22] T. Schelling, Micromotives and Macrobehavior, 1st ed. WW. Norton 
& Co., 1978. 

[23] L. Tesfatsion, “Agent-based Computatioal Economics: A 
Constructive Approach to Economic Theory” in Handbook of 
Computational Economics: Volume 2, Agent-based Computatioal 
Economics, L. Tesfatsion and K.L. Judd, Eds.,  Amsterdam: Elsevier, 
2006, pp.831-880. 

[24]  M. Buchanan and G. Caldarelli, “A networked world”, Physics 
World, vol. 23, February 2010,  pp. 22-24. 

[25] P. Dorn and D. Hughes, Self-Organized Criticality in Cellular 
Automata, MSci Project Report, Imperial College, London, UK, May 
2000. 

[26] Ν.Christakis, P. Chapelle, N. Strusevich et. al., “A hybrid numerical 
model for predicting segregation during core flow discharge”,  
Advanced Powder Technology, vol. 17, pp.  641-662, 2006. 

[27] M.J. Kushner, “Hybrid modelling of low temperature plasmas for 
fundamental investigations and equipment design”,  Journal of 
Physics D: Applied Physics, vol. 42, September 2009, 194013, doi: 
10.1088/0022-3727/42/19/194013. 

[28] J.M. Ottino, “Granular matter as a window into collective systems far 
from equilibrium, complexity and scientific prematurity”, Chemical 
Engineering Science, vol. 61, pp.4165-4171, 2006. 

[29] N.A. Pohlman, J.M. Ottino and R.M. Lueptow, “Unsteady granular 
flows in a rotating tumbler”, Physical Review E, vol. 80, 031392,  9 
pages, 2009. 

[30] G.I. Tardos, “A flow mechanistic approach to slow, frictional flow of 
powders”, Powder Technology,  vol. 92,  pp. 61-74, 1997. 

[31] T. Karlsson, M. Klisinski and K. Runneson, “Finite element 
simulation of granular material flow in plane soils with complicated 
geometry”, Powder Technology, vol. 99, pp. 29-39, 1999. 

[32] P.A. Langston, U. Tüzün and D.M. Heyes, “Discrete element 
simulation of internal stress and flow fields in funnel flow hoppers”, 
Powder Technology,  vol. 85, pp. 153-169, 1995. 

[33] P.W. Cleary and M.L. Sawley, “DEM modelling of industrial 
granular flows: 3D case studies and the effect of particle shape on 
hopper discharge”, Applied Mathematical Modelling, vol. 26, pp. 89-
111, 2002. 

[34] P. Chapelle, N. Christakis,  J. Wang et. al., “Application of simulation 
technologies in the analysis of granular material behaviour during 
transport and storage”, Proceedings of the I MECH E Part E: Journal 
of Process Mechanical Engineering, vol. 219, pp. 43-52, 2005. 

[35] J. Baxter, U. Tüzün, J. Burnell and D.M. Heyes, “Granular dynamics 
simulations of two-dimensional heap formation”, Physical Review E., 
vol. 55, pp. 3546-3554, 1997. 

[36] J. Baxter, H. Abou-Chakra, U. Tüzün and B.M. Lamptey, “A DEM 
simulation and experimental strategy for solving fine powder flow 
problems”, Chemical Engineering Research & Design, vol. 78, pp. 
1019-1025, 2000. 

44



[37] H. Abou-Chakra, U. Tüzün, I. Bridle, M.C. Leaper, M.S.A. Bradley 
and A.R. Reed,  “Assessing the potential of a fine powder to 
segregate using laser diffraction and sieve particle measuring 
techniques”, Advanced Powder Technology, vol. 14, pp. 167-177, 
2003. 

[38] J. Baxter, T. Groger,  H. Abou-Chakra et. al., “Micro-mechanical 
parametrisations for continuum modelling of granular material using 
the discrete element method”, Fifth World Congress on 
Computational Mechanics, 7-12 July 2002, Vienna, Austria, , ISBN3-
9501554-0-6,  http://wccm.tuwien.ac.at. 

[39] N. Christakis, M.K. Patel, M. Cross, U. Tüzün, J. Baxter and H. 
Abou-Chakra, “Predictions of segregation of granular material with 
the aid of PHYSICA, a 3D unstructured finite volume modelling 
framework”, International Journal of Numerical Methods in Fluids, 
vol. 40, pp.281-291, 2002. 

[40] N. Christakis and A. Vairis, “An analytical description of the 
frictional behaviour of a Titanium alloy”, Research Letters in 
Material Science,  ID 92170, 4 pages, 2007, doi: 
10.1155/2007/92170. 

 
 
 
 
 

45



Basket Option Pricing Using GP-GPU Hardware Acceleration 
 

Craig C. Douglas 
School of Energy Resources and Mathematics 

Department 
University of Wyoming 

Laramie, Wyoming 82071-3036, USA 
e-mail: craig.c.douglas@gmail.com 

Hyoseop Lee 
Mathematics Department 
University of Wyoming 

Laramie, Wyoming 82071-3036, USA 
e-mail: hyoseop.lee@gmail.com

 
 

Abstract—We introduce a basket option pricing problem 
arisen in financial mathematics. We discretized the problem 
based on the alternating direction implicit (ADI) method and 
parallel cyclic reduction is applied to solve the set of 
tridiagonal matrices generated by the ADI method. To reduce 
the computational time of the problem, a general purpose 
graphics processing units (GP-GPU) environment is 
considered. Numerical results confirm the convergence and 
efficiency of the proposed method. 

Keywords-component; option, basket option, ADI method, 
GP-GPU, GPU, CUDA 

I.  INTRODUCTION 
A basket option is a type of option whose underlying 

asset is a set of commodities, securities, or currencies. An 
investment with multiple sources of risk exposures can 
hedge the combined exposure less expensively by purchasing 
a basket option than by purchasing options on each asset 
individually.  

In spite of its inaccuracy, basket options are often priced 
using a Monte-Carlo simulation. Although the pricing 
method based on a partial differential equation (PDE) 
provides better accuracy, the dimensionality of the problem 
requires much more computer time than a Monte-Carlo 
approach.  

The aim of this paper is to develop an efficient parallel 
method to reduce the computational time of pricing a basket 
option. Especially by considering the use of a general 
purpose, graphics processing unit (GP-GPU) as a 
computational environment, we also try to decreases the 
price of the computation compared to a traditional expensive 
parallel cluster or vector machine. 

This paper is organized as follows. In Section II, we give 
a brief introduction to a PDE that provides the basis of the 
basket option pricing and the alternating direction iterative 
(ADI) method as a discretization method. In Section III, the 
parallel algorithm on a GP-GPU is introduced for solving the 
matrix system generated by the ADI method. In Section IV, 
numerical examples are provided. In Section V, some 
conclusions are drawn.  

II. THE PDE BASED PRICING 
In order to describe the option price, let Si, μi, and �i 

denote the price of the i-th asset, the expected instantaneous 

rates of returns and the corresponding instantaneous 
volatilities for i=1, 2. We assume that the underlying asset 
prices follow the geometric Brownian motion, 

 i i i i idS S dt S dzi� �� �  
where the  are the correlated Wiener processes and the 
correlation between them is denoted by �. Then under the 
arbitrage-free assumption, the price of an option, 

iz

1 2( , , )V V S S t� , satisfies the following PDE: 
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where  and r is the risk-free 
interest rate.  

2
1 2( , , ) (0, ) (0, ]S S t T	 
 �

The initial data of the equation is determined by a payoff 
function, which is agreed to be paid at the maturity date 
( t T� ) or anytime during the lifetime of an option. If the 
payoff function only depends on the underlying stock prices 
at the maturity date, we call this a European option. 
Otherwise it is called an American option. In this paper, we 
only consider the European option, but the extension to an 
American type option is straightforward. See [1] for details. 

A. The ADI Method 
Even with the recent advances in computing devices, a 

real-time computation of a 2-dimsional time dependent PDE 
problem is still over the ability of a personal computing 
device. As an effort to reduce computational time and 
resources, Douglas, Peaceman, and Rachford proposed the 
alternating direction iterative (ADI) method in [2, 3]. The 
efficiency of the ADI method is still so attrative that we meet 
applications in various numerical fields such as astrophysical 
and bioengineering applications to tsunami modeling.   

There have been many successors of the original ADI 
method, among them Craig and Sneyd introduced a second 
order scheme in both time and space including cross and first 
order derivatives in [4]. Especially, the financial problem 
based on Black-Scholes equation, which contains a mixed 
derivative, is an important application of the method.  

To simplify the discretization and analysis, we remove 
the degenerating terms of  (2.1) by introducing the change of 
variable, 
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for i=1, 2. Thus, we obtain  
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where 2

1 2( , , ) ( , ) (0, ]x x t T	 �
 
 � .  
For a numerical computation, we need to truncate the 

infinite domain into a finite one. Once the domain is 
truncated into the finite one, 2( , ) (0, ]x x � T , we need to 
impose boundary conditions on the truncated boudaries. As 
described in [5], a linear boundary condition is a common 
candidate for this purpose. In this paper, we apply the linear 
boundary condition by setting the second derivatives to zero. 
A more exact formulation of the boundary conditions will be 
described in conjunction with a payoff function in a 
numerical example in Section IV.  

By introducing an intermediate stage , we obtain the 
following discretization: 
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We want to remark that (3.2) and (3.3)  produce 
tridiagonal matrices for fixed x2 and x1, respectively. 
Therefore, we need to solve both pairs of tridiagonal 
matrices simultaneously. The parallel method for this 
purpose will be described in Section III next. 

III. PARALLEL IMPLEMENTATION 

A.  Parallelization and GPU 
The main computational cost of the proposed method 

comes from the calculation of an elliptic equation at each 
time step. To reduce the computation time, we focus on 
parallel computation of the elliptic equation. Since the linear 
system resulted by the ADI method is a set of tridiagonal 

matrices which are independent each other, it can be easily 
parallelized on a many-core processor. 

Recent progress in GPUs provides the optimal choice for 
the parallization of this type of problems. GPUs have 
evolved into a highly parallel, multi-threaded, many-core 
processing units with tremendous computational power and 
high memory bandwidth. Recent common GPUs consist of 
30+ multiprocessors with a set of multiple arithmetic cores. 
For example, in NVIDIA’s Tesla C1060, there are 30 
multiprocessors and each multiprocessor has 8 single-
precision scalar processors and 1 double-precision scalar 
processor. In particular, CUDA, released by NVIDIA, is a 
general purpose parallel computing environment that enables 
developers to use GPUs for solving many complex 
computational problems by providing a C-like programming 
language interface to the hardware. We used CUDA in 
implementing our proposed algorithm. The details about 
CUDA can be found in [6, 7]. 

To utilize many arithmetic cores in a GPU, the 
computation of one tridiagonal matrix is assigned to a block 
as in Fig. 1. We initialized the blocks as many as the number 
of tridiagonal systems. In each block, the computation of a 
tridiagonal system is also parallelized by the algorithm 
described in the following subsection.  

B. Parallel cyclic reduction 
A tridiagonal system having (n-1)-knowns can be written 

in the following form: 
 1 1i i i i i i ix b x c xa d� �� � � , 
for ,1, ni 1� ��  and 11 0na c �� � . In matrix form this can 
be written as 
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The Thomas algorithm, which is the tridiagonal specific 
simplification of Gaussian elimination, is the most common 
way to deal with a tridiagonal system and has a linear 
complexity instead of the third order complexity of Gaussian 
elimination.  

Since each block in a GPU also consists of set of threads, 
the adaptation of a parallel algorithm is necessary to utilize 
many computing cores in a GPU fully. The Thomas 
algorithm is simple and efficient, but is essentially a serial 
algorithm. As a parallel algorithm for a tridiagonal system, 
the cyclic reduction algorithm was developed on a vector 
machine in [8]. In order to use more cores in parallel, we use  
the parallel cyclic reduction method. Although the parallel 
cyclic reduction needs more arithmetic than cyclic reduction, 
there is an advantage in that parallel cyclic reduction uses 
more computing cores quite efficiently. A comparison of 
different tridiagonal solvers on a GPU can be found in [9]. 
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Figure 1. The computation of each tridiagonal system is assigned to a block. 
 

For simplicity we assume that  and q is a positive 
integer. For k=0,...,q-1 and j=2

2qn �
k, the parallel cyclic reduction 

method reduces the following equations 
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By assuming the existence of the ghost nodes, 
 a  0, and 1 for 0 or ,i i i ii c d bx i i n� � � � � � �

n� � �we obtain the value of xi at the last step k . 
See [10] for details. 
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IV. NUMERICAL EXAMPLES 
To confirm the proposed algorithm, we calculate two 

examples. In the first, we measure the speed-up of the 
parallel cyclic reduction introduced in Section III. In the 
second, one of typical basket option, European put-min 
option, is considered. Based on the analytic formula of the 
option in [11], the error reduction rate is also provied as well 
as the speed-up on a GPU.  

The numerical examples are executed both on a GPU 
(Nvidia Tesla C1060) and a CPU (Intel Xeon E540, 
2.00GHz). We define the speed-up and error reduction rate 
by 

 time consumption on CPUSpeed-up
time comsumption on GPU

� , 

and 

2
absolute error in the previous stepReduction Rate log
absolute error in the current step

�
� �

�


�
�

. 

 
Example 1. Compare the computation time for solving a set 
of tridiagonal system on CPU and GPU.  

In Table 1, Matrix Size, M N� represents M 
independent matrices with N unknowns in each matrix. On a 
CPU, the Thomas algorithm is applied and the parallel cyclic 
reduction algorithm is used on a GPU. The results show 
about 20-fold speed-up, in particular, in the 256 256� case, 
about a 30-fold speed-up is observed. 

 

TABLE I.  TIME COMPARISON FOR SOLVING SET OF TRIDIAGONALS 

Time Consumption (msec.) Matrix 
Size CPU GPU 

Speed-
up 

64x64 1437 90 15.97 

128x128 3008 123 24.46 

256x256 5965 211 28.27 

512x512 12017 594 20.23 

 
Example 2. Compute the value of a European option based 
on the two underlying assets of which �1 = 0.2, �2 = 0.3, � = 
0.5. The risk-free interest rate is 0.05 and the time to the 
maturity is 0.5. The payoff function is defined as 

 , 1 2Payoff max( min( , ),0)X S S
where the strike price X=50. 

 
To truncate the domain into a finite one, we choose  

2.54 and 2.54.x x� � � The following linear boundary 
condition is imposed on the truncated boundaries: 
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In the numerical computation, the spatial mesh is 
uniformly divided such that 1 2 ) / ( 1),(x x x nx �� �� � �  
where n is the number of spatial mesh points. In Table II, 
Mesh Size, M N� represents the number of time intervals 
by the number of space intervals. Absolute error is the 
absolute difference between the exact solution and the 
numerical solution.  

In Table II, the reduction rate is almost two except for the 
last case. The small error reduction rate in the last case 
comes from using single precision floating point arithmetic. 
Although double precision arithmetic gives more accurate 
results, the small number of double precision arithmetic 
cores hurts the speed-up. In this example, to maximize the  

TABLE II.  ERROR REDUCTION OF EXAMPLE 2. 

Mesh Size Absolute Error at 
(S1,S2)=(50,50) Reduction Rate 

65x62 0.122691 - 

130x126 0.029841 2.04 

260x254 0.007122 2.07 

520x510 0.002087 1.78 
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performance of the GPU, we used single precision floating 
point. From the result, we can conclude the proposed 
algorithm shows a second order convergence. 

In measuring the time consumption, a setup phase which 
allocates memories and assigns an initial data is ignored. The 
CPU code used the optimization option –O at compile time. 
In Table III, the results show about 20-fold speed-up and 
these reflect the speed-up’s of the tridiagonal solver. In 
particular, the small speed-up’s at the top two cases in Table 
III are due to the inefficiency between a CPU and a GPU 
compared with the bottom two cases. 

TABLE III.  TIME COMPARISON FOR EXAMPLE 2. 

Time Consumption (msec.) 
Mesh Size 

CPU GPU 
Speed-up 

65x62 114 14 8.14 

130x126 965 65 14.85 

260x254 7863 399 19.71 

520x510 65810 3081 21.36 

 

V. CONCLUSION 
In this paper we have considered a parallel method using 

GP-GPU hardware acceleration for a basket option pricing 
problem. We utilized the ADI method as a discretization 
method and parallel cyclic reduction method for solving the 
set of tridiagonal matrices generated by the ADI method. 
The primary example in Section IV shows second order 
convergence and very high level speed-ups. Since the 
example in this paper is fundamental for multi-asset option 
pricing problem, the proposed method can be used as a 
building block for many exotic multi-asset option pricing 
problems.  
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Abstract—The paper investigates the scalability of a parallel
Euler solver, using the Vijayasundaram method, on a GPU cluster
with 32 Nvidia Geforce GTX 295 boards. The aim of this research
is to enable large scale fluid dynamics simulations with up to
one billion elements. We investigate communication protocols for
the GPU cluster to compensate for the slow Gigabit Ethernet
network between the GPU compute nodes and to maintain overall
efficiency. A diesel engine intake-port and a nozzle, meshed
in different resolutions, give good real world examples for the
scalability tests on the GPU cluster.

I. INTRODUCTION

We investigate the scalability of a parallel Euler equation
solver [1], [2], [3], [4], using the Vijayasundaram method [5]
on a GPU cluster. The GPU cluster is built from eight nodes
with each being driven by an Intel Core i7 965 Extreme
Edition CPU running at 3.2 GHz and four Nvidia Geforce
GTX 295 dual GPU boards [6]. The main challenge with
the GPU cluster is the Gigabit Ethernet network interconnect
between the nodes, that gives two orders of magnitude lower
bandwidth than what is available on a compute node’s PCIE
bus, that connects the four dual GPU boards.

We show that even with these limitations, that are relevant to
many GPU cluster configurations, it is possible to run a GPU
enabled parallel code with good parallel efficiency throughout
the whole cluster. The parallel efficiency of a finite volume
code, using domain decomposition as the parallelization ap-
proach, benefits asymptotically from the decreasing surface to
volume ratio, that is directly proportional to the communica-
tion to compute ratio. The question always is whether the ratio
gets low enough to make the communication cost small with
respect to the compute time. Especially for GPU boards with a
limited amount of memory, typically around 1GB per GPU, the
local problem size running on a single GPU is limited and thus
also the minimum surface to volume ratio that can be achieved,
thus giving a direct limitation to the parallel efficiency on the
GPU cluster.

Nevertheless, the benchmarks with unstructured finite vol-
ume meshes from 155,325 up to 10,283,200 tetrahedra show,
even with a slow Gigabit Ethernet network interconnect it is
possible to reach a sufficient communication to compute ratio
to get good parallel efficiency. For example it was possible to
speed up the computation time for 200 time steps in the Euler
equation solver from 508.74 seconds on a single Intel Core
i7 965 CPU core to 0.692 seconds with 32 GPUs running on
four GPU compute nodes. This represents a speedup of 735×
of the full Euler equation simulation code, and is equivalent,
assuming perfect parallel efficiency, to the performance of a
supercomputer with 184 high end quad-core CPUs.

The GPU cluster was custom built in summer 2009 at the
University of Wyoming, USA, with a cost of 5,000 USD per
compute node, i.e. 40,000 USD for the eight node cluster.
Compared with the supercomputing resources required to
compete with the GPU configuration, this results in a very
attractive price / performance ratio in favor of the GPU cluster.

The original sequential Vijayasundaram simulation code,
called ARMO [7], for the Euler equation was developed at
the Széchenyi István University, Győr, Hungary for industrial
projects. The diesel intake-port unstructured finite volume
mesh used for the benchmarks stems from these cooperation.
A nozzle mesh was primarily used for the parallel scalability
test, with mesh sizes of 642, 700, 2, 570, 800, and 10, 283, 200
tetrahedral finite volume elements.

Section II outlines the Vijayasundaram method for multi-
physics Euler equations. Section III discusses the parallel
algorithm resulting from a domain decomposition approach to
the Vijayasundaram solver code. Section IV gives details and
a discussion of the benchmark results. Section V furthermore,
gives a detailed outline of the hardware of the GPU cluster.
Finally, section VI gives an outlook for further improvements
in the parallel implementation of the solver code for large scale
simulations with up to one billion finite volumes, that are now
viable on the presented GPU cluster.
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II. MULTI-PHYSICS EULER EQUATIONS AND THE
VIJAYASUNDARAM METHOD

The Euler equations are given by a system of differential
equations. We use two gas species with densities ρ1 and ρ2
for the simulations and benchmarks with an ideal gas state
equation. More complicated and realistic state equation can
also be handled by the ARMO [7] simulation code.

Let ρ1, ρ2 be the densities of the gas species and ρ = ρ1+ρ2
the density of the gas, p the pressure, and p = {p1, p2, p3}
the components of the gas momentum density, and E the total
energy density. Let x = {x1, x2, x3} ∈ R3 and t ∈ R be the
space time coordinates. Then the conserved quantity w(x, t)
is given by

w =


ρ1
ρ2
p1
p2
p3
E

 (1)

and the flux vectors are defined as

fi(w) =


ρ1pi/ρ
ρ2pi/ρ

p1pi/ρ+ δ1ip
p2pi/ρ+ δ2ip
p3pi/ρ+ δ3ip
(E + p)pi/ρ

 , i ∈ {1, 2, 3} (2)

with the state equation given by p = (γ − 1)(E − p2/2ρ)
and γ = (ρ1Cp,1+ρ2Cp,2)/(ρ1CV,1+ρ2CV,2). The constants
Cp,k, CV,k, k = 1, 2 are the specific heat at constant pressure
and volume for the two gas species. Written in this conserva-
tive form the Euler equations can be expressed as follows:

∂w(x, t)

∂t
+

3∑
i=1

∂fi(w(x, t))

∂xi
= 0 (3)

Together with suitable boundary conditions the system can
be solved with a finite volume approach. The essence of the
Vijayasundaram method is the calculation of an eigenspace
decomposition of Ai = dfi/dw, i = 1, 2, 3 into positive
and negative subspaces. With this decomposition approximate
fluxes can then be calculated and the Euler equations can be
solved. For our studies of the parallel efficiency of this numeri-
cal approach it is important, that the eigenspace decomposition
is an arithmetically intensive task and thus is very well suited
for GPU computing. From this perspective the details of the
Vijayasundaram method are less important here and can be
studied in the literature [5], [8].

III. A DOMAIN DECOMPOSITION APPROACH FOR THE
VIJAYASUNDARAM SOLVER

The Vijayasundaram method needs various data structures
for the execution of Algorithm 1 on a parallel computer. Let
n be the number of finite volume cells on a processor after
the domain decomposition of the mesh and m the number of
boundary faces with neighboring processors. The conserved

Figure 1. A diesel engine intake-port tetrahedral mesh with 155, 325 finite
volumes.

Figure 2. Domain decomposition of the diesel engine intake-port into four
mesh fragments.

quantities f and g are stored as vectors of length (n+m) ∗ 6
for the six variables ρ1, ρ2, p1, p2, p3, E. The extended vectors
accommodate the communication buffers for the exchange of
data with neighboring processors. In a first step the func-
tion exchange(m,n, f, g, com) sets up the communication
buffers, using com, a list of finite volume cells that have to
be exchanged. The next step in the algorithm is a MPI all-
to-all data exchange mpi_alltoall(m,n, g, f) function,
called with the appropriate offset buffers. Followed by the Vi-
jayasundaram function vijaya(n, nei, geo, pio, f, g, σ), that
calculates the new quantities g from the current f using a
database of neighboring finite volume cells nei, precomputed
geometry data geo, and parameters for boundary conditions
pio as input. Moreover σ, the maximum flux over all cells
is returned as an output parameter for the calculation of
the adaptive time step. In the next step a MPI all-reduce
function mpi_allreduce_max(σ) is executed to calculate
the global maximum of σ. After that in the last step a
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simple Euler time stepping is used to update the flux values:
update(n, f, g, σ, C). After this step the time t is updated
and a counter is incremented and the loop starts again.

The GPU version of the algorithm is essentially the same as
outlined in Algorithm 2, except for the fact that all computa-
tions are done by the graphics processor, what is indicated by
the subscript D in the function name, short for device kernel.
In fact also the conserved quantities fD, gD and the other data
structures comD, neiD, geoD, pioD, σD have to be stored in
GPU memory, for an efficient execution by the GPU kernels.
The main difference of the algorithms is thus the setup of
the MPI communication, where the data has first to be copied
from GPU memory to CPU host memory. This is realized
by the functions device_to_host then the MPI commu-
nication takes place and finally the new data is copied back
from CPU host memory to GPU memory using the function
host_to_device. Except for these communication details
the CPU and GPU version of the Vijayasundaram solver are
the same.

As illustration, Figure 1 shows the diesel engine intake-port
and Figure 2 shows four pieces of the intake-port resulting
from domain decomposition with the software tool METIS [9],
[10]. The METIS tool decomposes the unstructured mesh with
a focus on balancing the number of finite volumes in each
mesh fragment while minimizing the boundary between the
mesh fragments.

Algorithm 1 CPU-ARMO Parallel Algorithm
Require: f, g, com, nei, geo, pio
Require: tmax, imax, C, σ,m, n
t← 0, i← 0
while t < tmax and i < imax do
exchange(m,n, f, g, com)
mpi_alltoall(m,n, g, f)
vijaya(n, nei, geo, pio, f, g, σ)
mpi_allreduce_max(σ)
update(n, f, g, σ, C)
i← i+ 1
t← t+ C/σ

end while

IV. PARALLEL SCALABILITY BENCHMARKS ON THE GPU
CLUSTER

We discuss the parallel scalability of the Vijayasundaram
solver on the GPU cluster, but also include several CPU
benchmarks for the purpose of comparison. Different hardware
architectures for the CPU / GPU benchmarks were considered:
The shared memory server quad2 (4x AMD Opteron 8347 @
1.9 GHz with 32 GB DDR2 RAM), the multi-GPU server gtx
(AMD Phenom 9950 @ 2.6 GHz with 8 GB DDR2 RAM
and 4x Nvidia Geforce GTX 280 PCIE x8), the single-GPU
server ro2009 (Intel Core i7 920 @ 2.66 GHz with 6 GB
DDR3 RAM and Nvidia Geforce GTX 280 PCIE x16), and
the GPU cluster iscsergpu (8x Intel Core i7 965 @ 3.2 GHz

Algorithm 2 GPU-ARMO Parallel Algorithm
Require: fD, gD, comD, neiD, geoD, pioD, σD
Require: tmax, imax, C, σ,m, n, snd, rcv
t← 0, i← 0
while t < tmax and i < imax do
exchangeD(m,n, fD, gD, comD)
device_to_host(m,n, gD, snd)
mpi_alltoall(m, snd, rcv)
host_to_device(m,n, fD, rcv)
vijayaD(n, neiD, geoD, pioD, fD, gD, σD)
device_to_host(σD, σ)
mpi_allreduce_max(σ)
host_to_device(σD, σ)
updateD(n, fD, gD, σD, C)
i← i+ 1
t← t+ C/σ

end while

with 12 GB DDR3 RAM and 32x Nvidia Geforce GTX 295
PCIE x8).

The first benchmark set uses the relatively small unstruc-
tured mesh of the diesel engine intake-port with 155, 325
tetrahedral finite volumes. The purpose of this benchmark is
to show the efficiency of the solver for small problems on a
single GPU computing node. For the cluster wide execution
of such a small mesh the resulting mesh fragments are too
small to be efficient. Nevertheless, on a single GPU server
even simulations of this size achieve good parallel efficiency.
See Table I for a detailed benchmark series. The comparison
of a single Opteron core in the shared memory server quad2
with an eight GPU cluster node configuration gives a speedup
of 486× for the full simulation run. Even compared to an Intel
Core i7 965 CPU core we achieve a speedup of 135× using
all eight GPUs on the compute node. When we run the CPU-
ARMO simulation code on the CPUs of the iscsergpu cluster,
with eight quad-core CPUs with hyper-threading enabled, the
simulation time is reduced to 0.65 seconds, this is still about
10 times slower than on a single GPU compute node, which
reduces the timing for 200 time steps in Vijayasundaram solver
to 0.069 seconds. The parallel efficiency on the GPU server
gtx is 0.82 with four GPUs and 0.69 for a compute node in
the iscsergpu cluster with eight GPUs. As outlined above, due
to the small problem size, a single Vijayasundaram iteration
takes only 0.000345 seconds, we see the impact of setup times
in the MPI communication routines and CUDA [11] memory
transfers.

The second benchmark series is aimed specifically at the
parallel scalability of the GPU enabled ARMO simulation
code. For this purpose an unstructured nozzle mesh in different
resolutions has been generated. The smallest nozzle mesh
starts with 642, 700 finite volumes, then the next larger mesh
has 2, 570, 800, and finally the largest mesh uses 10, 283, 200
tetrahedral finite volumes. Table II shows the full benchmark
on all CPU / GPU servers for the smallest mesh. The speedup
on a single GPU compute node compared with an Opteron

52



CPU cores quad2 gtx ro2009 iscsergpu

1 33.58 19.37 10.84 9.32
2 16.07 9.26 5.28 4.55
4 7.59 4.47 2.66 2.29
8 3.13 2.14 1.81 [1]

16 1.38 1.09 [2]
32 0.65 [4]

Speedup 24.21 4.33 5.07 14.34
Efficiency 1.51 1.08 0.63 0.45
GPU cores quad2 gtx ro2009 iscsergpu

1 0.284 0.254 0.380
2 0.141 0.175
4 0.086 0.098
8 0.069 [1]

Speedup 3.30 1.00 5.51
Efficiency 0.82 1.00 0.69

Table I
PARALLEL SCALABILITY BENCHMARK FOR AN INTAKE-PORT WITH

155,325 ELEMENTS WITH TIMINGS IN SECONDS.

core is 734× for the smallest mesh. For the medium sized
mesh and two GPU compute nodes the speedup is 1297×,
and for four GPU compute nodes on the largest mesh 2001×.
Benchmarks for these meshes are presented in Table III and
Table IV. The parallel efficiency decreases somewhat from
the smaller to the larger meshes on the shared memory server
quad2 due to cache effects that affect the smaller meshes.
Positive cache effects can also be seen on the GPU servers,
where the texture cache [11] speeds up part of the computation,
when neighboring finite volume cells are accessed. Overall
the GPU cluster is efficient up to one node or eight GPUs
for the small problem, up to two nodes or 16 GPUs for the
medium size mesh, and up to four nodes or 32 GPUs for the
largest mesh. The number of GPU compute nodes used in the
benchmarks are denoted by the number in square brackets.
Generally the benchmarks were conducted first increasing the
number of CPU or GPU cores on a single node and then
doubling the number of compute nodes. It should be noted
that the parallel efficiency numbers for the Intel Core i7
CPUs also include hyper-threading, explaining the efficiency
numbers around 0.6. The ro2009 server features a newer
version of the Nvidia GTX 280 that seems to have different
performance characteristics than the original Nvidia GTX 280
version in the gtx server. While the newer board was faster
for all smaller benchmarks problems, it was slower on the
medium size benchmark. ro2009 and gtx use the same CUDA
3.0 toolkit and drivers [12]. For the largest mesh it was not
possible to run the simulation on a single GPU due to an out
of memory situation. Similarly, also the server ro2009 did not
have enough memory to start up the CPU simulations. Further
improvements on the memory requirements of the simulation
code are subject to future work.

V. GPU CLUSTER HARDWARE AND SOFTWARE
CONFIGURATION

The GPU cluster iscsergpu comprises eight nodes with each
node based on an ASRock X58 SuperComputer motherboard

CPU cores quad2 gtx ro2009 iscsergpu

1 135.80 79.65 49.54 40.62
2 65.85 38.55 24.54 20.13
4 32.73 19.06 12.45 10.23
8 15.67 9.76 7.86 [1]

16 7.61 4.22 [2]
32 2.42 [4]

Speedup 19.06 4.13 4.87 17.27
Efficiency 1.19 1.03 0.61 0.54
GPU cores quad2 gtx ro2009 iscsergpu

1 1.189 1.048 1.561
2 0.540 0.702
4 0.279 0.337
8 0.185 [1]

Speedup 5.00 1.00 11.60
Efficiency 1.25 1.00 1.45

Table II
PARALLEL SCALABILITY BENCHMARK FOR A NOZZLE WITH 642,700

ELEMENTS WITH TIMINGS IN SECONDS.

CPU cores quad2 gtx ro2009 iscsergpu

1 415.00 259.89 176.69 142.83
2 203.15 128.70 95.04 72.03
4 105.69 65.90 45.51 37.27
8 55.34 36.52 29.47 [1]
16 29.16 14.77 [2]
32 7.40 [4]
64 3.75 [8]

Speedup 14.23 3.94 4.84 38.09
Efficiency 0.89 0.99 0.60 0.60
GPU cores quad2 gtx ro2009 iscsergpu

1 3.955 4.180 4.683
2 1.694 2.052
4 0.841 1.002
8 0.514 [1]
16 0.320 [2]

Speedup 4.70 1.0 14.63
Efficiency 1.18 1.0 0.91

Table III
PARALLEL SCALABILITY BENCHMARK FOR A NOZZLE WITH 2,570,800

ELEMENTS WITH TIMINGS IN SECONDS.

with an Intel Core i7 965 Extreme Edition quad-core CPU
running at 3.2 GHz with hyper-threading enabled. The GPU
compute nodes have 12 GB DDR3 RAM and four Nvidia
Geforce GTX 295 dual GPU boards [12] with 1.8 GB RAM
per board. The four GPU boards are connected via PCIE x8
slots with about 2.5 GB/s of bidirectional bandwidth. The
GPU cluster is connected with an unmanaged 16 port Gigabit
Ethernet switch used exclusively for MPI communication.

On the software side the Rocks cluster software [13] was
used to set up the cluster. Rocks is a very powerful tool for
managing the setup of cluster nodes, with convenient node
management and installation capabilities. The cluster uses the
Nvidia CUDA 2.3 [12] toolkit and drivers and OpenMPI [14]
as parallel communication library.

VI. CONCLUSIONS, OUTLOOK, AND FUTURE WORK

The benchmarks clearly show that it is possible to run large
scale Euler equation simulations with good parallel efficiency
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CPU cores quad2 gtx ro2009 iscsergpu

1 1384.5 916.89 * 508.74
2 693.25 462.34 * 257.83
4 361.81 238.70 * 132.20
8 200.29 * 110.17 [1]
16 108.48 55.93 [2]
32 28.20 [4]
64 14.11 [8]

Speedup 12.76 3.84 36.05
Efficiency 0.80 0.96 0.56
GPU cores quad2 gtx ro2009 iscsergpu

1 * * *
2 6.602 7.576
4 3.088 3.509
8 1.712 [1]
16 0.925 [2]
32 0.692 [4]

Speedup 2.14 10.95
Efficiency 1.07 0.68

Table IV
PARALLEL SCALABILITY BENCHMARK FOR A NOZZLE WITH 10,283,200

ELEMENTS WITH TIMINGS IN SECONDS.

on a GPU cluster even with Gigabit Ethernet network intercon-
nect. With further memory optimizations roughly 10 million
finite volumes can be handled by a single GPU with about 1
GB memory, what leads to the conclusion that the iscsergpu
GPU cluster we considered for our experiments can handle
meshes up to half a billion finite volumes efficiently. Further
improvements, especially for small meshes, with respect to
parallel efficiency can be achieved by overlapping part of the
MPI communication, although the parallel reduction required
for the calculation of the Courant coefficient cannot be hidden
by computation. These improvements will be investigated in
the future. Also increasing the memory efficiency by reducing
the amount of precomputed geometry data will be considered.
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Abstract— Ligaments in the knee that connect the femur to the 
tibia are often torn during a sudden twisting motion, which 
results in instability in the knee. In such cases ligament repair 
surgery may be an effective treatment where the ligament 
involved is replaced with a piece of healthy tendon which is 
grafted into place to hold the knee joint together. A novel 
device for use in knee ligament repair surgery has been 
designed, which aims to reduce damage to the ligament grafts 
used and to minimize post-surgery complications. To evaluate 
the efficacy of the design the device has been modeled as it 
would be subjected to static forces while joining the bones 
together. 

Keywords : modelling, knee ligament repair, tendon graft, 
biomechanics 

I.  INTRODUCTION  
The human knee joint has a three dimensional geometry 

with multiple body articulations that produce complex 
mechanical responses under loads that occur in everyday life 
and sports activities. The necessary knee joint compliance 
and stability for optimal daily function are provided by 
various articulations, menisci, ligaments as well as muscle 
forces. Therefore, knowledge of the complex mechanical 
interactions of these load bearing structures is helpful in the 
design and evaluation of the treatment of relevant diseases.  

The ligaments control the passive motion of the knee 
joint while the dynamic stability of the joint is provided by 
muscular movements. Injury or damage to any of these load 
bearing structures will lead to degradation or loss of the joint 
function. In this joint the anterior cruciate ligament (ACL) 
plays an important role in maintaining normal knee function, 
and injuries to the ACL are commonly treated with surgery 
as they result in joint instability in the anterioposterial 
direction. 

Various applications in biomechanics have long 
demonstrated that realistic mathematical modeling is an 

appropriate tool for the simulation and analysis of complex 
biological and physical structures such as the human knee 
joint. During the past two decades, a number of analytical 
model studies with different degrees of sophistication and 
accuracy, have been presented in literature [1-6]. An 
alternative approach to in vivo measurement of structural 
behaviour of the body and artificial structures that are 
incorporated in the knee is to calculate ligament forces using 
numerical modelling. In this study a model has been 
developed to evaluate the design of a new knee ligament 
repair device, by estimating the distribution of stresses on the 
graft as well as individual components of the device under 
static loading. 

II. KNEE LIGAMENT REPAIR DEVICE 
The surgical reconstruction of injuries of the anterior or 

the posterior cruciate ligaments is one of the most common 
orthopaedic operations, especially in sports medicine. During 
this surgical procedure, the surgeon drills at the beginning of 
the operation two service holes on the knee parallel to the 
vertical axis. A camera is inserted into one hole while the 
surgical tools are inserted into the other. Using this camera 
as a guide the surgeon inserts the appropriate tool. It is usual 
that during this procedure the meniscus is also inspected and 
repaired, should it be necessary. The surgeon grinds with a 
tool the area from anatomical abnormalities or those caused 
by wear and tear. He also widens the space available in the 
knee for the ligament so as to provide a wider space for the 
graft to function after the knee reconstruction operation is 
over. Then, the surgeon applies the graft to the patient. This 
is the most critical part of the surgical procedure.  

Grafts can be either biological or artificial. If a biological 
graft is selected, the surgeon employs an intermediate step to 
take the graft from another area of the body of the patient.  

Conventional reconstruction protocols employ fixation 
methods for grafts that can have disadvantages. The most 
serious of these disadvantages is graft wounding at the graft 
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fixation points in the osteal tunnel. This appears due to the 
complex stress conditions that exist at the entry and exit 
points, which may combine tension, torsion and shearing.  

Over a long period of time our research team of 
engineers and medical doctors developed an innovative 
ligament fixation system, which can be applied to biological, 
synthetic or hybrid grafts. This novel knee ligament repair 
device aims to reduce the time necessary for the operation as 
well as that necessary to full recovery, reduce the probability 
of injury to the graft and bone (eg. osteolysis) during 
fixation, as well as minimizing recrudescence. 

Figure 1 illustrates the securing appliance for tendon 
grafts used to pass them through a hole, which has been 
drilled into the bone, and has the graft on its outside surface. 
In figure 2 the second part of the device is shown, which is a 
securing pin for these ligament and tendon grafts. 

During the product development phase, the 3D 
geometrical models were developed using a CAD system 
(figure 3). These models were necessary for the visualisation 
of the device parts by the medical doctors and the accurate 
description of their geometry for manufacturing reasons. 
Because of the complexity of the device geometry which has 
three dimensional curves with variable radii, the accurate 
description of their shape would not be possible in a two 
dimensional mechanical drawing. Also, these 3D 
geometrical models are used to choose the appropriate 
manufacturing process at an early stage of the design 
process. 

In order to further verify the device geometry, the 3D 
geometrical models were produced as 3D physical mockups 
at the EMTTU laboratory 3D printer. These physical 
mockups helped the product development team and 
especially the people with medical background to validate 
the device design and to further improve it to fully achieve 
the specifications they were built to. These physical mockups 
were built within a few hours of design, while any other 
manufacturing process would require weeks or months of 
preparation and would have incurred much higher costs [7]. 

III. FINITE ELEMENT MODEL & ANALYSIS 
The final 3D geometrical models developed by the 

process described previously, were employed in the current 
study to determine the mechanical strength under static 
loading of this knee reconstruction device. In figure 4 the 
model developed for the analysis of the knee reconstruction 
is shown. The finite element model consists of six different 
3D geometrical models: two models of the securing part, the 
security pin, the tendon graft, the tibia bone and the femur 
bone. The tendon graft was modeled as a string wrapped 
around a loop and secured at the other end with a screw 
which it’s the expected shape after the knee reconstruction 
operation. Bones were modeled as truncated cones with a 
diagonal hole in the direction of the drilled hole for the 
insertion of the graft. These models were assembled at the 
relative positions they have after the knee reconstruction 
operation is done with the patient standing up. In the image 
in the right of figure 4 the bones have been removed so as 
not to hinder the view of the knee reconstruction device. 

For the analysis of the model the commercially available 
software package Pro Mechanica Structure was used. The 
geometric models were discretized using 15457 3D solid 
elements. For the analysis to complete, material properties 
must be assigned to these entities. Three different materials 
(table 1) were used, bone for the tibia and the femur, 
ligament for the graft and biocompatible titanium (Ti6Al4V) 
for the securing device and pin.  

Following this, constrains were applied to the model. All 
parts were fully constrained, except for the graft. The graft 
was divided into three areas, the first being the part of the 
graft that is inside the tibia, the second being the part of the 
graft that is inside the femur and the third the rest of the graft 
which is between the first two parts in what is the knee. This 
arrangement was necessary to accurately simulate the 
behavior of the graft inside the leg. The two parts of the graft 
inside the tibia and the femur can only move along the 
drilled hole, so constrains were applied to that effect. The 
part in the middle where the knee is was assumed to move 
freely in space, as it is not restricted by any body part. 

TABLE I.  MATERIAL PROPERTIES USED IN THE ANALYSIS. 

Density 
(gr/cm3) 

Young’s 
Modulus 

(GPa) 

Poisson’s Ratio 

Bone 1.27 [8] 17 [10] 0.36 [10] 
Titanium 4.43 [9] 113.8 [9] 0.34 [9] 
Ligament 1.2 0.39 [11] 0.4 [10] 

Finally, a static force was applied as loading. The 
magnitude of the force was 350N (which is half the weight 
of an average person, as the total weight of a person is split 
into two legs) [12-13]. Since the anterior cruciate ligament is 
restricting the forward movement of the tibia relative to the 
femur, this force was applied to the middle part of the graft, 
which is between the two bones. Five different load cases 
were studied. In each case the force was applied in a 
different direction and stresses and strains were calculated. 
The direction of the force in each of the five scenarios is 
shown in figure 5, and are the following : (1) the force is 
applied horizontally parallel to the ground, (2) the force is 
applied in a 30 degree direction along a vertical axis to the 
left, (3) the force is applied in a 30 degree direction along a 
vertical axis to the right, (4) the force is applied in a 30 
degree direction along a horizontal axis upwards, and (5) the 
force is applied in 30 degree direction along a horizontal axis 
downwards. The application of these forces was such as to 
simulate impact loads that may affect the knee joint (eg. 
during falling). 

IV. RESULTS &  DISCUSSION 
Figures 6a and 6b show the calculated stress and strain 

distribution in the model for the case where applied force is 
horizontal with a 30 degree inclination to the left. 

In all cases the distribution of stress and strain on the 
model was similar. The magnitude of these parameters did 
not change dramatically for the different load cases. 
Maximum stress and strain appeared in the middle of the 
graft in all cases. Figure 7 shows in detail the area where the 
maximum stress appears when the force applied has a 30 

56



degree upward inclination. The pin side of the graft 
developed higher stress than on the other side of the graft. 

TABLE II.  MAXIMUM STRESS AND STRAIN 

Force direction Maximum Stress 
(MPa) 

Maximum Strain 

Horizontal 379 9.22 
30 degrees left 362 8.83 
30 degrees right 373 8.65 
30 degrees down 411 8.93 
30 degrees up 274 6.65 

As it is shown in table 2, only the last load case, where 
the force is applied at a 30 degree upward inclination has 
significantly lower stress than the other cases. This may be 
due to the fact that the tendon is passing through the drilled 
hole in the bone which is at a 20 degree inclination to the 
vertical, and the combined load produces lower stresses. 

In addition to the above, the stress distribution on the 
circumference of the graft in the middle of the graft, close to 
the area where the maximum stress appears, was studied. 
Figure 8 shows the stress distribution along half the 
circumference in this cross section of the graft for the five 
different load cases. As it is shown, the distribution of stress 
is similar in all the different load cases, with the stress being 
much lower than from the maximum stress appearing in the 
whole device. 

V. CONCLUSIONS 
A number of load case analyses were performed and the 

following conclusions were drawn: 
• The model developed has calculated stresses that 

were within the tendon elastic range, which is the 
expected response to such loads 

• Load case direction does not affect significantly the 
developed stresses on the circumference of tendons 
in the most stressed region 

• High stresses develop at points were tendons wrap 
around objects such as the securing pin of the knee 
ligament repair part 

• Tendon stresses in the screw part of the device are 
not significant for failure to occur. 
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Figure 1.  Securing appliance for tendon grafts. 
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Figure 2.  Securing pin for ligament and tendon grafts 

 

Figure 3.  Three dimensional geometrical models of the knee ligament repair device 

 

Figure 4.  Model for the finite element analysis of the knee reconstruction device 
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Figure 5.  Directions of the ifferent load cases studied  

   

Figure 6.  Strain (a) and stress (b) distribution  (Force direction is horizontal and at 30 degrees to the left) 
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Figure 7.  Stress distribution (Force direction 30 degrees up) 

 

Figure 8.  Stress along half the circumference of the tendon graft for the five load cases (middle of the graft) 

60



Semantics Enhanced Composition Planner for Distributed Resources  

Yan Leng, Mahmoud El-Gayyar, Armin.B.Cremers   
Computer Science Department III 

University of Bonn 
Email: {leng,elgayyar,abc}@cs.bonn-uni.de 

 
Abstract—The composition of distributed resources is a 
pervasive challenge facing almost all modern application fields, 
especially for large-scale scientific applications. In most of 
these applications, several resources need to be integrated in 
order to fulfill the requirements of a complex scientific task.  
However, even though current Web Services have emerged as 
a paradigm for managing complex distributed resources, the 
lack of machine readability in representation prevents Web 
Services from supporting the efficient composition of 
resources. This paper presents SECPlanner, a new Web 
Services composition approach which combines the AI 
Planning Graph technique with semantics enabled 
matchmaking algorithm to find the optimal composition 
candidates. The composition result will afterwards be 
represented as a scientific workflow for future reuse.    

Keywords-Distributed;Compositon;AI Planning Graph;Web 
Services;Semantics 

I.  INTRODUCTION  
Most research efforts for managing complex distributed 

resources have been focusing on Web Services technology. 
As such, the number of available Web Services increased 
dramatically during the recent years. However, in almost all 
modern applications, especially in those complicated 
scientific applications, it is often impossible to find fully 
satisfied Web Services. Therefore, composing the most 
appropriate Web Services from existing services to fulfill the 
complex requirements of a scientific task becomes even 
more indispensible. The traditional syntactic composition 
considers only the string equivalence of parameter names of 
the input/output message defined in WSDL of a service [1]. 
But, the lack of semantic understanding of WSDL prevents 
the efficient composition [2]. The major challenge when 
composing web services is scalability, as the search space 
will exponentially increase if the number of available Web 
Services increases. Toward this problem, efficient 
composition algorithms are highly preferred.   

This paper addresses these problems by proposing a new 
semantics enhanced composition planner, called 
SECPlanner. We introduce a reconstruction of AI planning 
graph algorithm by providing an extension for semantics 
enabled matchmaking to recognize semantically related Web 
Services. The semantic matchmaking algorithm focuses on 
reasoning about Web Services by explicitly declaring their 
parameters with terms precisely defined in ontologies. 
Finally, the composition result will be represented as a 
scientific workflow for future reuse.         

The rest of this paper is organized as follows. Section II 
presents our SECPlanner framework. The state-of-the-art 

technologies will be introduced in Section III. In Section IV 
we end with conclusions and future work.  

II. SECPLANNER FRAMEWORK 
Our approach for semantic Web Services composition is 

presented in this section. The predominant component in our 
approach is the SECPlanner which tries to enhance the 
traditional AI Planning Graph. Fig.1 shows the architecture 
of our planner which consists of three main components: the 
semantic processing, semantic composition and plan 
generation. A new semantic similarity model parsing 
annotated semantics of Web Services and the user’s request 
has defined to enable the semantic matching and ranking in 
the semantic matchmaking. Furthermore, different from the 
well known algorithm of AI Planning Graph where the graph 
expansion is separated from the plan extraction, our solution 
attempts to combine these two steps with a bi-directional 
expansion in the semantic composition. Those sequences of 
semantically ranked services obtained from the semantic 
matchmaking act as candidates on each expansion level. In 
the end, in the plan generation, those sub-plans extracted 
from both forward expansion and backward expansion will 
be validated and integrated into a full range of the 
composition chain. The existing dependency among them 
can be recognized by checking the Web Services parameters 
and eliminated by formalizing it into a scientific workflow 
model language. In the rest of this section, the algorithm will 
be presented in details.   

  

 
Figure 1.  System Architecture of SECPlanner. 

A. Modeling�a�WSC�Problem�as�an�AI�Planning�Graph 
Before discussing the details of our algorithm, let us 

model a Web Service Composition (WSC) problem to an AI 
Planning Graph. AI Planning Graph algorithm [3] has 
recently emerged as the fastest planner for solving classical 
planning problem. Implicitly, it is represented as a 5-tuple       

>Γ< ,,,, 0 AGPP  consisting of a set of propositions P, an 
initial state P0, a goal state G and a set of actions A which 
can be transformed from one proposition to another via a 
transition function Γ . The result is defined as a sequence of 
sets of actions denoted as }...,,{ 21 krrr , where

ii Ar ⊆ .  
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Formally, A Web Service, w, typically has two sets of 
parameters: }...,,{ 21 tin iiiw = and }...,,{ 21 kout ooow = for SOAP 
request and response message respectively. The user’s 
request is denoted as r with initial input data rin  and desired 
output data rout. A WSC problem is how to generate a chain 
of Web Services satisfying the user’s request. The mapping 
from a WSC problem to an AI Planning Graph is shown in 
the first row of Table I. All the propositions in AI Planning 
Graph are those input/output parameters of Web Services 
denoted as pre(w) and eff(w) respectively. A set of advertised  
Web Services, W, are mapped to an action set A, with pre(w) 
as the preconditions and eff(w) as the effects of each action 
in AI Planning Graph. An initial input data rin, are mapped to 
P0, while a goal state, rout, are casted to G.  Γ  in AI Graph 
Planning domain is defined as follows: new Web Services 
can be selected as actions on the current level if all their 
input data are satisfied by existing  propositions. Current 
propositions will be updated with the effects of those newly 
added actions.  

TABLE I.   AI PLANNING GRAPH MODEL 

P P0 G A Γ  
pre(w) 
eff(w) 

rin rout W }),({11 niinn AwweffPP ∈∪= −+

},)(|{1 WwPwprewA iniin ∈∈=+
 

Cpre(w) 
Ceff(w) 

Crin Crout W }),({11 niiffenn AwwCPP ∈∪= −+

}),),((|{1 WwPwCsubsumewA iniprein ∈=+
 

B. Semantics Enabled Matchmaking Algorithm 
Matchmaking is the process of comparing the service 

request against the available service advertisements by 
calculating the semantic similarity and finding the most 
appropriate one. Semantics refers to the ontology annotated 
in the Web Services Description Language. Such semantics 
will be employed to measure the semantic distance between 
services with semantic similarity.     

The adoption of Semantic Web to overcome the 
limitations of the traditional service description, has gained 
considerable attention in the recent years. Note that the 
choice of the semantic annotation is irrelevant to the WSC 
problem. In this paper we assume that all the services have 
pre-annotated in MECE [4] which is fully compatible with 
WSDL by defining a schema extension for semantic 
annotation as illustrated in Fig.2. Each element of the WSDL 
can be semantically annotated with pre-defined ontologies. 
In addition, semantics for Quality of Service (QoS) which 
indicates how a service is delivered, rather than what is 
delivered can be also annotated to Web Services. The use of 
functional semantics is not sufficient when the number of 
functional similar services exists, hence such QoS semantics 
should also be taken into account.  

 

 
Figure 2.  Annotation of Web Services with MECE Standard. 

After annotating, a Web Service can be redefined by 
means of a semantic model: >=< )(),(),( wQoSwCwCw effpre

, 
where Cpre(w),Ceff(w) refer to a set of relevant concepts of win 
and wout respectively, QoS(w) denotes its non-functional 
semantics. Those annotated semantics assist the system in 
selecting the most appropriate services. 

Regarding semantic similarity, several proposals for 
measuring semantic similarity exist. All of these approaches 
share one thing in common: four matching degrees in terms 
of the concepts referred to the ontology are introduced [6]:  

• Exact: if two concepts c1, c2 are equivalent 
•  Plugin: if a concept c2 is super concept of c1 
• Subsume: If a concept c1 is super concept of c2 
• Fail: others 
Typically, to distinguish these four degrees, four 

numerical values are assigned to each of them. One major 
concern with such approach is that it does not consider the 
semantic distances of the properties involved. To increase 
the accuracy in assigning matching degree, semantic 
distances should be taken into consideration. The work in [7] 
and [8] present a so called “Matching Score” to calculate 
similarity more precisely with semantic distances. Still, the 
model lacks those non-functional semantics as we mentioned 
above. Furthermore, these solutions are in terms of two 
single concepts. When computing the similarity between two 
services, sequences of concepts should be considered. To 
solve these problems, we further generalize the semantic 
similarity model from two single concepts to two sets of 
concepts along with QoS semantics:   
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In (1), ||ci,cj|| denotes the semantic distance between two 
single concepts defined in a domain ontology. The similarity 
of two sets of concepts, sim(Pi,Pj) ,depends on the maximum 
value of the semantic distance between each elements in Pi 
and Pj. It indicates that the smaller the distance is, the more 
similar two sets of concepts are. Here, q denotes the QoS 
semantic of each service. The value of q can be determined 
through a human user study in the range of 0.0 to 1.0. It is 
worth noting that the value of semantic similarity will be in 
the range of 1.0 to 2.0 when it belongs to “Exact” match, in 
range of (0.5, 1.0) if it falls into “Plugin” match and in range 
of (0, 0.5) if it is classified as “Subsume” match.            

Given the semantic and similarity model discussed 
above, we have remodeled the AI Planning Graph presented 
in the second row of Table I. The concepts of parameters of 
Web Services and user’s request are now mapped to the 
correspondent elements of AI Planning Graph model. Γ  is 
also updated with the annotated  semantics. Depending on 
similarity model in (1), we developed the matchmaking 
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algorithm in SECPlanner. To facilitate the bi-directional 
expansion in semantic composition component, our 
matchmaking algorithms presented in Fig.3 has been 
classified into FMatch, a forward matching aiming at find 
succeeding services and BMatch, a backward matching 
targeting to find the preceding services. In FMatch, a 
successor is added to the result set if and only if all its input 
parameters are satisfied by the existing propositions. 
Similarly, BMatch selects all proceeding services whose 
output parameters “Plugin” current propositions. 
Furthermore, in both algorithms, the result sets are sorted in 
descending order based on semantic similarity. In addition, 
to enable the goal-oriented composition in the next step, in 
BMatch, we grouped the services into a sequence of subsets 
where a set of actions are selected to reach all the goals. To 
better understand these two algorithms, an example is 
presented in Table II. Given four web services, P0 and G, 
after forward matching only W1 and W2 are selected, since P0 
satisfies all their input data. BMatch returns {(W3,W4)} as 
result. That means both W3 and W4 must be combined to 
jointly satisfy G.                   
      

     
 
 
 
 
 
 
 

Figure 3.  The Matchmaking Algorithm: (a): Forward Matchmaking       
(b): Backward Matchmaking    

TABLE II.    AN EXAMPLE OF MATCHMAKING ALGORITHM 

A Cpre(w) Ceff(w) P0 G 
W1 {A,B } {F} {A,B ,C} {X,Y,Z} 
W2 {A,C} {D,E} FMatch(P0,W):     

{ W1, W2 } 
BMatch(G,W):     
{(W3,W4)} W3 {D,F,H} {X,Y } 

W4 {A,E } {H,Z} 

C. Goal-Oriented Composition Algorithm  
More recently, AI planning technologies are often been 

used to facilitate the automatic composition. But most of 
composition AI planning based algorithms have limitations. 
Particularly, they do not scale well when the number of Web 
Services increases and there is no guarantee that a solution 
for a composition problem will be found even if there exists 
one [9]. AI Planning Graph tries to address various 
limitations in traditional AI planning by providing a unique 
search space in a directed layered graph G={P0, 
A1,P2,A3,…,Pn}, where proposition nodes P followed by 
layers of action nodes A are arranged in alternating levels.    

AI Planning Graph algorithm operates in two main steps, 
namely graph expansion and solution extraction. First, the 
graph expands with forward chaining starting from the initial 
state. Here, a new action node a, can be added in the level t, 
if and only if its preconditions subsume at least one of the 

subsets of the proposition nodes in level t-1. Regarding the 
expansion of proposition nodes, the newly generated set of 
proposition nodes Pt in the level t, is a union of Pt-2 and the 
sets of effects of the actions in At-1. This process will repeat 
until all goal states are reached. Then the extraction phase is 
invoked with backward chaining for building a valid plan by 
searching the action nodes level by level. If no plan is found 
and the Planning Graph doesn’t level off, then it will resume 
expanding to reach another promising propositional layer.   

Although AI Planning Graph algorithm is capable of 
finding soundness, completeness solutions, it still has some 
limitations on the performance. AI Planning Graph can 
easily fail if many actions available and only few are relevant 
to the goals. The main reason for that is due to forward 
chaining applied for the graph expansion. Forward chaining, 
intending to provide complete solutions may lead to the low 
performance. On the other hand, backward chaining reduces 
the width of the graph by only considering goal directed 
actions. But it makes the solution incomplete. Accordingly, 
the trade-off between forward and backward chaining needs 
to be addressed. Another problem is the high redundancy for 
the plan extraction, since most of the action nodes already 
checked in the graph expansion phase need to be examined 
again for the plan extraction [10]. Therefore the efficient 
approach to build the plan by reusing the knowledge 
obtained from the generated graph remains also a challenge. 
Concerning the problems above, we present the SECPlanner, 
which enhances the AI Planning Graph by combing these 
two steps with a bi-directional graph expansion algorithm.  

Briefly, in our algorithm, depending on the starting point 
of the expansion, we distinguish between the forward 
expanded graph with forward planner and backward 
expanded graph with backward planner. These two planners 
will be invoked to generate the corresponding graph 
alternately during the whole composition process. Instead of 
invoking solution extraction step in traditional AI Planning 
Graph, we build the chain represented as a scientific 
workflow by conducting validation leveraging on the results 
obtained from forward and backward expanded graphs.  

Algorithm 3 in Fig.4 is the main composition algorithm 
in SECPlanner. First, both action nodes in forward and 
backward expanded graph are initialized by FMatch, a 
forward matchmaking starting with P0, and BMatch, a 
backward matchmaking starting with G respectively. Then 
the bi-directional expansion begins from checking the first 
set of BA and updating BP, their backward proposition 
nodes, with }),({ k

niiffe BAwwC ∈ . At the same time, the forward 
proposition nodes FP, are also updated with the newly added 
actions. Such expand will continue until BP subsumes FP. In 
the case that FPn+1 subsumes FPn-1, which indicates that the 
forward expansion levels off, the expansion converts to the 
backward chaining to find the sequence of expected actions 
which are satisfied by current forward propositions as inputs. 
If there is no action nodes found in BMatch, which turns out 
that we choose the wrong expected backward action nodes. 
The system will move to the next candidate set of BA. In this 
way, the useless graph can be recognized as early as 
possible.  The system will save time on finding good graphs.  
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Figure 4.  The Composition Algorithm 

A simple composition example in Fig. 5 illustrates how 
the composition algorithm works. First, the forward and 
backward planner start with P0={A,B,C} and G ={Z,X,Y} 
respectively. Two generated action sets: FA1={w1 ,w2} and 
BA1={(w3 ,w4),(w5 ,w6)} obtained from FMatch and BMatch 
become the starting points for the bi-directional graph 
expansion. The graph expands starts from {w3, w4}, since as 
we discussed before, after ranking they are the most 
anticipated actions to reach the goal due to their highest 
semantic similarity. The backward graph then expands to the 
second level by generating BP2 with Cpre(w3) and Cpre(w4). 
We notice that the dependency may occurs among the nodes 
from backward expansion, since when building the backward 
action set, we treat those action nodes as a whole to reach the 
goal,  without considering their internal relations. Hence, we 
should avoid adding the new proposition nodes if they 
subsume the effects of the other action nodes in the same set. 
For instance, in this example,   )( 3wCH pre∈ is not added to BP2 
due to the reason that it can be obtained from Ceff(w4 ). In the 
next step, those visited actions {w3, w4} are added into BR. 
Similarity, the forward graph expands to its second level by 
updating FP1 , which equals to P0, to FP2 with  Ceff(w1) and 
Ceff(w2). Afterwards, the independent actions w1, w2 are 
added to the result set of forward graph, FR. Considering that 
BP2 subsume FP2, the process terminates and outputs the 
result: FR = {w1 ,w2}, BR={(w3 ,w4)}, which will be sent to 
the plan generation component to build the final chain.             

    
Figure 5.  An Example of SECPlanner Algorithm: (a): Forward Planner 

(b): Backward Planner.       

Different from the plan extraction in AI Planning Graph, 
which is an additional effort to extract the plan from 
generated planning graph, SECPlanner attempts to combine 
action nodes obtained from the backward and forward 
expansion to form a complete chain. Owing to the existence 
of dependency among backward action nodes, dependency 
check will be first conducted in validation. Those internal 
dependency can be recognized by checking cpre(w) and 
ceff(w) of each action node in k

nBA . If cpre(wi) subsumes 
ceff(wj), then it leads to a conclusion that wj depends on wi. 
SCUFL [11], a workflow language supported by Taverna is 
employed here to formalize such dependency using the data 
flow concepts. Let us recall the example above, after 
dependency check, we found w3 depends on w4. Table III 
shows the formalization of dependency, where w4, w3 
represent as source and sink respectively. In the end, two sets 
of action nodes are integrated into a complete workflow 
represented as SCUFL for reuse in the representation 
component. 

TABLE III.    AN EXAMPLE OF VALIDATION 

Actions Representation 
W4         W3 <s:link source="w4" sink="w3:H" /> 

 

D. Test�Cases�
  The test sets used to evaluate SECPlanner was obtained 

from [12]. Each Web Service is annotated with pre-defined 
ontology along with QoS semantics in MECE format. The 
QoS of a Web Service is expressed by its response time and 
throughput. It turns out that the Web Services with short 
response time and high throughput should have high 
privilege for composition. Accordingly, in this case we 

defined q = 
1000*response

throughput
, where q is the parameter 

for QoS in (1). Fig.6(a) presents the interface we developed 
for SECPlanner, where all required files are specified. 
SECPlanner tried to find the optimal chain between initial 
states and the expected goal via the AI Planning Graph based 
bi-directional expansion algorithm. The solution represented 
as a SCUFL (Simple Conceptual Unified Flow Language) 
scientific workflow can be reused and visualized in Taverna 
as shown in Fig.6(b).    
 

Algorithm AI Planning Graph Composition:  Composition (P0,G,W) 
Inputs: a set of initial propositions, P0 
             a set of goal propositions, G 
             a set of available web services, W   
Data: sequences of a set of backward actions, BA 
          sets of forward actions, FA  
          sets of backward propositions, BP 
          sets of forward propositions, FP                
Output: a sequence of set of actions, FR 
               a sequence of set of actions, BR 
Begin  
        FA1 = FMatch(P0,W); BA1 = BMatch(G,W); 
        FP1 = P0;  BP1 = G; 
        n=1;m=1; 
  loop:  foreach ba ∈BAn    

                            BR.add(ba); FR.add(FAm);  
                }),()({}),({1 bawwCwCbawwCBP iieffipreiipren ∈∩−∈←+

 

              
mmiiffem FPFAwwCFP ∪∈←+ }),({1

 

             if (subsume(BPn+1,FPm+1) ==  true) then 
                  break; 
            else if (FP reaches the fixed point) then 
                  unable the forward expansion; 
            else  
                      BAn+2 = BMatch(BPn+1); 
                 if (!forward expansion unable) then 
                     FAm+2 = FMatch(FPm+1);  
                end if  
                if (BAn+2 == null) then  
                     BP.clear(ba); 
                     if (!BAn.last == ba) then 
                         continue; 
                         else if (BAn-2 !=null)  then      
                             goto loop (BAn-2)   
                         else  terminate; 
                        end if 
                    end if 
               else  goto loop;       
           end for 
 return FR, BR 
 End 
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(a)                                                         (b) 

Figure 6.  SECPlanner Evaluation: (a): Interface  (b):Composition result 
created by Tavena.  

III. RELATED WORK 
Other efforts for Web Services Composition fall into two 

categories: manual and automatic composition. For the 
manual approach, some workflow systems, such as Taverna, 
Kepler facilitate the composition in cooperation with domain 
experts [13]. Such labor-intensive and error-prone task is not 
appropriate for the large-scale cases.  

Hence, more recently there has been an increasing 
interest on automatic composition. Most of them are based 
on AI Planning technologies [10]. OWLS-XPlan [14], which 
allows for fast and flexible composition of OWL-S services 
in the semantic Web belongs to this class. Here, Services 
annotated with OWL-S are first converted to PDDXML, a 
PDDL based plan description language, and then a Fast 
Forward planner (FF planner) based algorithm is invoked to 
generate the plan. Such algorithm relies on forward search in 
the state space, guided by a heuristic that estimates goal 
distances. How to efficiently define the heuristic function is 
the main problem using this algorithm. The composition 
approach presented in [10] utilizes AI Planning Graph. The 
graph expands forwardly until goal states are reachable. The 
plan is generated by removing the redundant Web Services 
in each step. Although this approach opens a new path for 
the Web Services composition, the semantic matchmaking is 
not supported and the redundancy problem needs to be 
solved.    

IV. CONCLUSION AND FUTURE WORK 
This paper presents a semantics-enabled composition 

framework called SECPlanner. Considering that AI Planning 
Graph can be constructed in polynomial time, we adopt this 
idea in our system to provide an efficient composition 
algorithm.  The strength of this approach is that SECPlanner 
extends the pure AI Planning Graph to support semantic 
matchmaking. The matched services are determined not by 
the string equivalence of parameter names in WSDL, but 
through a degree of match obtained from a pre-defined 
similarity model. Moreover, those matched services are 
ranked according to their functional and non-functional 
similarity, which facilitates the efficient discovery of more 
relevant services for composition. Furthermore, in pure AI 
Planning Algorithm, the extraction plan was invoked until 
the graph expansion step finished. Unlike these two 
separated time-consuming processes, SECPlanner provides a 
bi-directional expansion algorithm which makes the process 
goal directed. All matched actions in both forward and 

backward expansion are recorded and then represented as a 
scientific workflow for reuse.  

The further development can focus on understanding 
different semantic specifications. Currently, only MECE are 
supported. Later on we will test and evaluate our system over 
SAWSDL-TC and OWLS-TC which consist of more than 
900 SAWSDL and OWL-S services from different 
application domains. Besides, the future improvement can 
also focus on the ranking mechanism. Some other factors, 
such as the number of input/output of a web service should 
also be taken into account. Another concern is the validation 
part. A more efficient way to solve dependency and 
redundancy are required. Now validation is an additional 
step to process all matched actions in each level. The 
possible solution is to embed the validation work into each 
expansion level. 
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Abstract—For the propagation acoustic  wave in
inhomogeneous, we need to study  Helmholtz equation, one of 
the difficulty  is to cope with the big angular problem in the
research of the  propagation  acoustic wave, so it is necessary
to study the numerical method  of  isospectral  problem. An
numerical experiment of  Newton iteration on Lie group of
isospectral is introduced in this paper.

Keywords- Lie group, isospectral flow, Newton iteration

I. INTRODUCTION (HEADING 1)
All The   study of  the propagation  acoustic  wave in

inhomogeneous  is important in many areas. One of its usage
is the propagation in Crust   to  help us to research the
geology     structure, the other one is  the propagation
ocean, we can study the   situation of  object in ocean. In the
research of  the propagation  acoustic  wave,  we need to
study  Helmholtz equation

2 ( , ) 0,zz rr n z r
where,  is  the amplitude acoustic  wave,  z  is depth, r

is its scope,  (n, r)  is the reflect  rate. From  Helmholtz
equation we can know

,i H

Where 2 2( , ) , .H n n r p p i
z

It is well know that it is difficulty  to cope with the big
angular problem in the research of the propagation  acoustic
wave, so  the  people has to solve  the problem by the
spectral of the correspondence matrix. In the numerical study
of the equation above, l it is necessary to study the numerical
method  of  isospectral  problem.

II. ISOSPECTRAL  FLOWS

Wherever Isopectral  flow  is  a  kind  of  flow  that
keeps their  spectral invariable. In  the  finite dimensional
problem, it means  that  the  eigenvalues of  the matrix of  the
flow keeps invariable. We  can  get the eigenvalues  of a
given  matrix  by numeric  method according  to  the
isopectral  flow, and  we can also get  a special matrix if we
know the eigenvalues and structure  of the matrix we want to
know.

Isopectral flows are characterized by the matrix
differential equation

'
0[ , ], (0)L B L L L    (1.1)

Where d dL, B R and is a given d0L d  initial
matrix. The matrix function ( , )B B t L  depend on  L and 
possibly, on the time t, the square brackets denote the
commutator   Lie bracket on matrices , [ , ] .B L BL LB

   Each flow is characterized by the matrix  B, which is 
usually skew-symmetric, while L is generally symmetric. If 
L and L  denotethe lower and upper triangular part of
the matrix L respectively, when   then we have the Toda flow,
associated  with the Toda lattice equations governing the
motion of the particles on a one-dimensional lattice under
exponential nearest neighbor interaction. When 

( ) ,B L L L  f is an analytic function of the spectrum 
of L, then we have the QR flow. When ( ) [ , ]B L N L  for
a fixed matrix N, then we have the double bracket flow, and 
so on.

It  is well  known  that  the  solution  of the equation
(1.0) is isopectral flow, namely,  the spectrum of  the integral
L(t) of  the  equation (1.0) does not change with the time. the
d  eigenvalues of L are related to the d conserved  integrals
that has been discovered for the Toda lattice equations. The
integrals are in  the involution, therefore the Toda lattice
equations, and consequently the other  isospectral  flows, are
integrable systems.

III. NEWTON ITERATION ON LIE GROUPS

The Consider differential equation
 . ( )y g y
The implicit Euler method of this equation is

1 1( )k k ky y hg y .
The  differential equation on a Lie matrix G with

corresponding Lie algebra g is
' ( ),y y g y

in which
( , ), : ( , ).y G GL n R g G g gl n R

The Crouch-Grossman and Munthe-Kaas versions of the
implicit Euler method would be

( 1) ( ) ( 1)exp( ( )).k k ky y hg y
For general  g  it is not possible to solve this equation

explicitly. Instead  we try to compute a sequence
 that converges to the solution of  of the

equation (1.1) in some sense.  An obvious choice  for  such a
sequence is the one generated by the fixed point iteration

( 1)
0( )k

n ny

( 1) ( ) ( 1)
1 exp( ( )), 0,1,k k k

n ny y hg y n (1.2)
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In  the  classical  version  of  the  implicit Euler method, a
fixed  point  iteration  of  the  above  type  is  frequently  not 
feasible,  usually,  some  version of  the Newton  iteration  is
preferred. The generalization  of Newton’s method  to  the
equation (1.1) can be obtained by  observing  that for y
“near” we have the representation

 with thus we need to
solve the equation

( ) ,ky
( ) exp( ( )),ky y v y ( ) ,v y g

   (1.3)( ) 0,f y
where

: ,f G g
( ) ( ).y v y hg y

We  solve the problem of the form  where  f 
is a map from a Lie Group to its corresponding algebra.

( ) 0,f y

The  differential of f  at  a point is a mapy G
' : |y yf TG g defined as 

'
0 1( ( )) | ( exp( ( )))y t y

df y f y tL
dt

'
y

y

     (1.4)

For any tangent vector  to the  manifold  G

at y. The image by 

|y TG
'

yf   of  a tangent  vector  is obtained

by first identify  with a element v  via left
multiplication. The exponential mapping transforms the
scaled v by  t to element  z of  the group. Then

y

y g

' ( ( ))yf y
is obtained as 

'

0

( ) ( )( ) limy y t
.f y z f yf

t
   (1.5)

The differential '
yf  can be expressed via a function

given by:ydf g g
' ' '( )y y ydf f L f L .y

Therefore
' '

0( ) ( ) | ( exp( )).u y y t
ddf u f L u f y tu
dt

 (1.6)

Using   formula  (1.4), Newton’s method on the  Lie
group G may  proceed as follows: given  we first 

determine the differential
0 ,y G

0

'
yf  according to (1.4), then find

satisfying the equation
0

|y TG
0y

' ,
'

0

(1.7)
0 0 0( ) ( ) 0y yf f y

and finally update   by0y 1
0

1 0 0exp( ( )).
y

y y L

IV. PREPARE YOUR PAPER BEFORE STYLING

For matrix

(1) 0 0 0 0 0
(2) 0 0 0 0

0 (3) 0 0 0
0

0 0 0 ( ) 0 0 0
0 0 0 ( 1) 0 0 0

0 0 0 0 ( 2) 0 0
0 0 0 0 ( 3) 0

0
0 0 0 0 0 ( )

d b c
b d b c

b d c

d m c
y

c d m
b d m

c b d m

c c d n

we  compute  its Characteristic value by  Newton 
iteration on  Lie  group,

where 2 , 1, 1,n m b c
21 1, ( ) 1/(200 ), ( ) ( ) 4,i m v i d i v i
22 , ( ) /1/(600 ), ( ) ( ) 4.m i n v i d i v i

There are different ways  to define the Lie algebra according
to matrix Y.  if the matrix is defined as , then  rhe 
correspondence  flow is Toda flow,  if defined as Y

,Y Y
 , then

is LU flow, while corresponding to  Cholesky
flow, and also double bracket flow

0 / 2,Y Y
[ ] [ , ( )]B Y Y P Y  . 

     Here we the Lie algebra generated by the matrix Y is
,B Y Y

In which ,Y Y  denote the lower and upper triangular
part of matrix  respectively. Then we calculate by explicit
and implicit Euler method on Lie group, the simple iteration
and Newton iteration was used in implicit method:

V. PROBLEM  AND CHALLENGE

In numerical experiment ,we find  that  the permitted
time step    will  turn to very  small    if  the  scale of  the
matrix becomes  large. Since  the time step  is related to the
speed of the computation, how to use  large  ime step is
still a  problem in Lie group method. Parallel computation is
a good choose to face  this problem perhaps, so we are
planning to parallelize the computation  in the future.

.
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Abstract—A new method based on best achievable 
flexibility change is presented in this study for 
structural damage localization. The algorithm 
makes use of an existing finite element model of 
the “healthy” structure and a subset of 
experimentally measured modal parameters of the 
“damaged” structure. Central to the damage 
localization approach is the computation of the 
Euclidean distances between the measured 
flexibility change and the best achievable 
flexibility changes. The location of damage can be 
identified by searching for a value that is 
considerably smaller than others in these distances. 
A numerical example of a spring-mass system is 
used to demonstrate the efficiency of the method. 
The illustrative example shows the good efficiency 
and stability of the numerical model on the 
localization of structural damage. It has been 
shown that the presented methodology may be a 
promising tool to be used by research groups 
working on experimental damage localization.      

Keywords- damage localization; flexibility 
change; best achievable  

I. INTRODUCTION 
The basic idea of vibration-based damage 

identification is that changes in geometry and 
physical properties of structures will cause 
changes in structural modal properties, mainly 
changes in the natural frequencies (or the square 
root of eigenvalues) and the mode shapes (i.e., 
the eigenvectors). A significant amount of 
research has been conducted on structural 
damage assessment in recent years [1-10]. In 
this paper, using the concept of best achievable 
flexibility change, a new method is developed to 
determine the location of structural damage. As 
will be shown in section 2, the key point of the 
damage location algorithm lies in the 
formulation of the best achievable flexibility 
change. The damage is located by calculating 
the Euclidean distances between the flexibility 
change obtained by the measured modes and the 
best achievable flexibility changes. The 
developed theory is validated in section 3 with a 
numerical example. The results obtained show 
that the location of local damage can be 
successfully identified by the proposed method. 
In the following theoretical development, it is 
assumed that structural damages only reduce the 

system stiffness matrix and structural refined 
FEM has been developed before damage 
occurrence. 

II. DAMAGE LOCALIZATION USING THE 
BEST ACHIEVABLE FLEXIBILITY 

CHANGE 
Assuming For the intact and the damaged 

structures, the global stiffness and flexibility 
matrices will satisfy the following relationship: 

IKFKF dduu =⋅=⋅         (1) 

where uF  and uK  are the nn×  flexibility 

and stiffness matrices of the undamaged 

structure, dF  and dK  are the nn×  

matrices of the damaged structure, I  is the 
nn×  identity matrix. As is well known, 

damage reduces the stiffness and increases the 
flexibility of structures. Let FΔ  and KΔ  be 
the exact perturbation matrices that reflect the 
nature of the structural damage. Then the 
undamaged model matrices and the damaged 
model matrices are related as follows: 

FFF ud Δ+=           (2) 

KKK ud Δ−=          (3) 

In practice, the exact FΔ  cannot be 
obtained due to the limitation of the modal 
survey. But FΔ  can be approximated by the 
first few low-frequency modes as [3,4,6,9] 

T
ujuj

m

j uj

T
djdj

m

j dj

F φφ
λ

φφ
λ ∑∑

==
−=Δ

11

11
 (4) 

where m  is the number of measured modes in 

modal survey, ujλ ( ujφ ) and djλ ( djφ ) are the 

eigenparameters of the undamaged and damaged 
structures, respectively. The modes of the 
damaged structure can be obtained by a modal 
survey on it, and the modal data of the 
undamaged structure can be obtained by solving 
a generalized eigenvalue problem of the 
undamaged FEM or through a modal test on the 
intact structure. Substituting equations (2) and (3) 
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into (1) yields 

KFKF ud Δ=⋅Δ           (5) 

Rewriting equation (5) yields 

du KFFF Δ=Δ           (6) 

When damage has occurred in the structure, the 
stiffness matrix perturbation KΔ  can be 
expressed as a sum of each elemental stiffness 
matrix multiplied by a damage coefficient, that is 

i

N

i
i KK ∑

=

=Δ
1
α , )10( ≤≤ iα  (7) 

where iK  is the i th elemental stiffness matrix, 

iα  is its damage parameter, N  is the total 

number of elements. The value of iα  is 0 if the 

i th element is undamaged and iα  is 1 or less 

than 1 if the corresponding element is 
completely or partially damaged. Substituting 
equation (7) into (6), one has 

diu

N

i
i FKFF ∑

=

=Δ
1

α         (8) 

According to equation (8), the changes in the 
flexibility could be caused by damage at a single 
member or at multiple members. Assume, for the 
time being, that the damage is caused by a single 
member. Without loss of generality, assume that 

only the i th element is damaged ( 0≠iα ), 

then equation (8) reduces to 

diui FKFF α=Δ           (9) 

Let the j th column of FΔ  and dF  be 

represented by jfΔ  and djf , respectively. 

That is, ][ 1 nj fffF ΔΔΔ=Δ  and 

][ 1 dndjdd fffF = . From equation (9), 

we have 

djiuij fKFf α=Δ , ( 1 ~j n= )   (10) 

Let  

iui KFE = , djiij fαγ =   (11), (12) 

Then equation (10) simplifies to 

ijij Ef γ=Δ , ( 1 ~j n= )      (13) 

The implication of equation (13) is very 
important. Equation (13) is valid only if the 

vector jfΔ  is a linear combination of the 

columns of iE . In other words, jfΔ  must lie 

in the subspace spanned by the columns of iE . 

That is to say, if the i th element is damaged, 

then the vector jfΔ  will lie exactly in the 

subspace spanned by the columns of iE . If not, 

jfΔ  would not lie in the subspace spanned by 

the columns of iE . According to the matrix 

theory, we can use the concept of the best 
achievable vector to evaluate whether or not 

jfΔ  lies in the subspace spanned by the 

columns of iE . The best achievable vector of 

jfΔ  can be computed by 

jii
a

ij fEEf Δ=Δ +)( , ( 1 ~j n= )  (14) 

where iE  is the matrix iE  where the zero 

columns have been removed to enhance 
computational efficiency, and the superscript + 
denotes the generalized inverse. For 1 ~j n= , 

equation (14) can be assembled as 

           FEEF ii
a

i Δ=Δ +)(       (15) 

where 1[ ]a a a a
i i ij inF f f fΔ = Δ Δ Δ . The 

matrix a
iFΔ  is defined as the best achievable 

flexibility change. If the damage is caused by the 

i th element, then the matrices a
iFΔ  and FΔ  

will be identical. If not, the two matrices will be 
different. We can use the Euclidean distance 
between the two matrices to evaluate whether or 

not a
iFΔ  equals FΔ . The distance between 

the two matrices can be computed using the 
Frobenious norm 

a
i i F

d F F= Δ − Δ        (16) 

where 
F

⋅  represents the Frobenious norm. If 

the perfect data are presented, the damaged 

element will has zero distance ( 0id = ) and all 
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others will have nonzero values. For a structure 
that has N  structural members, a damage 

localization vector, of length N , can be defined 
as 

1

max max max

, , ,
T

i Nd ddd
d d d
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

  (17) 

where maxd  is the largest value in all distances, 

i.e., max 1max( )i Nd d d d= . For the 

measured data with truncation and noise, 
max

id
d

 

will be equal or close to zero if damage is 
located in element i  and all other coefficients 
will be populated with nonzero entries. As a 
result, the location of damage can be determined 
by searching for a value that is considerably 
smaller than others in the vector d . 

III. NEUMERICAL EXAMPLE 
To illustrate characteristics of the proposed 

damage localization algorithm, a numerical 
example is presented. The example is a 
spring-mass system with 3 DOFs as shown in 
Fig.1. Consider the nominal model of the system 

to have the parameters 1=ik ( 3~1=i ) and 

1=jm ( 3~1=j ).  

3k2k1k

3mm21m
 

Fig. 1  Spring-mass system 
A single damage case is studied in the 

example that element 1 is damaged with a 
stiffness loss of 10%. Using the complete and 
exact modes, the damage localization vector d  
can be computed as 

         ]17071.00[=d         (18) 

Examination of d  indicates that a single 
damage occurred in the element 1 because of 

0
max

1 =
d
d

. It has been shown that the proposed 

method can successfully determined the damage 
location. 

IV. CONCLUSIONS 

A new method for structural damage 
localization was developed in this study, which 
is based on the best achievable concept. The best 
achievable flexibility change is a projection of a 
measured flexibility change onto the subspace 
that is defined by the undamaged analytical 
model. Damage location can be determined by 
the Euclidean distance between the measured 
flexibility change and the best achievable 
flexibility change. A numerical example is used 
to exercise this process in damage localization. 
The result shows that the proposed method can 
accurately determine the location of structural 
damage. Future research on the technique should 
be carried out to demonstrate the procedure 
using experimentally measured data. 
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Abstract—This paper researches on QoS (Quality of Service) 
control problems for web servers. A Fuzzy Adaptive PI 
Control system is proposed in this paper. Via a basic PI 
controller, the system can dynamically adjust the ratio of 
request-accepting time in a control period, in order to turn 
down requests when the server is overloaded. Considering that 
in a real Internet environment, the network and server load 
are continually varying in an uncertain range, we use a fuzzy 
control approach to tune the PI parameters adaptively. Details 
of the fuzzy control approach are elaborated in this paper. 
Simulation results demonstrate that in a stable server load 
environment, the Fuzzy Adaptive PI Control system works as 
well as the basic PI controller,  but it acts much more stably 
and rapidly dealing with fluctuating loads. 

Keywords- Web Server; QoS; PI Controller; Fuzzy Adaptive 

I.  INTRODUCTION 
The Internet has become an important media for many 

circles. As its applications grow day after day, the overload-
protection of web servers is becoming more and more 
important. Especially for electronic commercial web site, 
server collapse due to overload will cause serious economic 
loss. 

A common way of guaranteeing QoS of the web server is 
improving the software applications in the server end-system. 
In recent years, using control theoretical approach draws 
more and more researchers’ attentions. Authors of [5] 
proposed a performance guarantees method for web servers 
based on control theory. Authors of [7] designed an adaptive 
web server architecture to provide relative and absolute 
connection delay guarantees for different services. In [2] 
tomcat server was modeled as a linear time-invariant (LTI) 
system, which was under control of a PI controller with fixed 
parameters. While the server load in a real Internet is 
changing now and then, we adapt fuzzy adaptive PI 
parameters in the controller. The PI parameters are tuned 
according to the error between the desired value and the 
output value, e, and the variance rate of e, ec. The adaptively 
tuned PI controller generates better stability and dynamic 
procedure when the server load fluctuates wildly.  

One important indicator of a web server’s QoS is the 
reply time, which can be clear sensed by the Internet users. 
The reply time is comprised of the response time in the 
server part and the transfer time in the network part. 
Guaranteeing the response time will make the reply time 
controlled in an appropriate range effectively. In this paper, 
we control the response time in the server part through the 
combination of the admission control strategy in [2] and the 
fuzzy adaptive approach. The admission control strategy 
manages the amount of the requests that the server can 

accept, by dynamically changing the request-accepting time 
interval in a control period. Simulation results show that the 
controlled tomcat can maintain rapid response to the clients 
when the server is overloaded badly. And the fuzzy adaptive 
PI controller responses more stably than the basic controller 
with fixed parameters when server load fluctuates. Our 
approach also applies to other QoS targets controls, such as 
throughput and packet loss rate.  

Section II introduces the admission control strategy using 
a basic PI controller. Section III describes how a tomcat 
server is modeled as a LTI system. Section IV presents the 
fuzzy PI adaptive approach in detail. Section V shows the 
simulation results. Section VI concludes the paper and 
suggests avenues for future work. 

II. ATR FEEDBACK CONTROL SYSTEM 
In A typical feedback control system consists of 3 main 

parts: the monitor, the controller and the actuator [1]. The 
monitor samples the running information of the controlled 
system; the controller decides the motion in the next period 
according to the sampled data from the monitor; the actuator 
is responsible for translating abstract controller output into 
physical action taken by the controlled system. 

In [2], a notion called ATR (Accept Time Ratio) is 
proposed in the admission control strategy. The atr is defined 
as follow: 

atr= tadm/Tctrl  
Tctrl is the control period of the feedback control system;  

tadm is the request-accepting time in the control period. In the 
period of Tctrl- tadm, new requests will be initiatively turned 
down. 

The atr control process detects the server’s performance 
periodically. In the process, the controller computes the next 
atr according to the error between the real output and the 
desired value. Then the request-accepting time tadm , is 
computed, during which the server will accept requests. 
While in other period, new requests will be turned down. By 
continually changing the value of atr, the server can prevent 
overloading and maintain the actual load at its capacity, and 
keep its performance near the desired value. The whole atr 
feedback control system implementing admission control 
strategy is described in Fig. 1. 

III. SERVER MODEL 
The base of analyzing and designing a controller is the 

dynamic model expressed by the mathematical relationship 
(usually differential equations and difference equations) of 
the system’s input and output. We see the open loop server 
as a black box, and use a SISO (single-input-single-output)  

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

978-0-7695-4110-5/10 $26.00 © 2010 IEEE

DOI 10.1109/DCABES.2010.22

72



 
Figure 1.  Architecture of atr feedback control system. 

model to fit the web server. The input signal is atr, and the 
output is  response time. We use fourth-order pseudo random 
binary sequences (M sequences) as the input signal.  

A first-order LTI model can well describe the input-
output relationship of the open loop tomcat server. The 
model is shown in (1): 

)1()1()( −=−+ kbUkaYkY                  (1)  
Z-transformation of (2) is : 
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For discrete system, the PI control rules can be expressed 
by (3): 

)1()()()1()( −−++−= kekkekkkuku pip  (3) 

)()()( kykrke −= , is the error between the output 
and the desired value. 

From (3), we get the transfer function of the PI controller: 
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While selecting PI parameters kp, ki, the poles of the 
transfer function of the closed loop system should be 
managed in the unit circle of Z-domain, thus ensure the 
stability of the closed loop system. 

IV. FUZZY ADAPTIVE PI CONTROL 
In a PI controller, the scale coefficient kp can accelerate 

the system’s response, greater kp generate more rapid system 
response. The integral coefficient ki is to eliminate steady-
state error. However, too much great value of either kp or ki 
will make the system unstable. According to the error 
between the desired value and the output value, e, and the 
variance rate of e, ec, fuzzy adaptive control process 
dynamically adjusts the PI parameters kp and ki, to make the 
controlled system response more rapidly and stably. 

Using the models established in section III, the fuzzy 
adaptive PI control system can be described as follow: 

 
Figure 2.  Fuzzy adaptive control system  

Universe of fuzzy sets of e, ec, pkΔ  and ikΔ  are set to 
{-6, -4, -2 ,0, 2, 4, 6}, the fuzzy subsets are 
{NB,NM,NS,ZO,PS,PM,PB}, which stands for “negative 
big”, “negative medium”, “negative small”, “zero”, “positive 
small”, “positive medium”, “positive big”. All of e, ec, pkΔ  

and ikΔ  apply to the following fuzzy membership function 
described in Table I. 

On the basis of the effect of e and ec and their 
relationships, we conclude the fuzzy rules of pkΔ and ikΔ , 
shown in Table II and Table III. 

TABLE I.  FUZZY MEMBERSHIP FUNCTION  

 -6 -4 -2 0 2 4 6 
NB 1.0 0.6 0.2 0 0 0 0 
NM 0.6 1.0 0.6 0.2 0 0 0 
NS 0.2 0.6 1.0 0.6 0.2 0 0 
ZO 0 0.2 0.6 1.0 0.6 0.2 0 
PS 0 0 0.2 0.6 1.0 0.6 0.2 
PM 0 0 0 0.2 0.6 1.0 0.6 
PB 0 0 0 0 0.2 0.6 1.0 

TABLE II.  FUZZY RULES OF  pkΔ  

 ec 
e 

NB NM NS ZO PS PM PB 

NB PB PB PM PM PS ZO ZO 
NM PB PB PM PS PS ZO NS 
NS PM PM PM PS ZO NS NS 
ZO PM PM PS ZO NS NM NM 
PS PS PS ZO NS NS NM NM 
PM PS ZO NS NM NM NM NB 
PB ZO ZO NM NM NM NB NB 

Controller AC Actuator 

Accepting time 

Web Server 

Workload Generator 

⊗ —   
Error 

Output 

R
eference 

Monitor 
Output 

1
)(

−
−+

z
kzkk pip  

az
b
+

 

Fuzzy control 

ip kk ΔΔ ,  e,ec 

e ⊗
Reference  

73



TABLE III.  FUZZY RULES OF  ikΔ  

 ec 
e 

NB NM NS ZO PS PM PB 

NB NB NB NM NM NS ZO ZO 
NM NB NB NM NS NS ZO ZO 
NS NB NM NS NS ZO PS PS 
ZO NM NM NS ZO PS PM PM 
PS NM NS ZO PS PS PM PB 
PM ZO ZO PS PS PM PB PB 
PB ZO ZO PS PM PM PB PB 
 
When the (n-1)th control period ends, e and ec are input 

into the fuzzy control module. The fuzzy module outputs 

pkΔ  and ikΔ  using the fuzzy rules. pkΔ  and ikΔ  are 
then passed to the PI controller, and the new PI parameters in 
the next control period will be: 

kp (n)= kp (n-1)+ pkΔ  

ki (n)= ki (n-1)+ ikΔ  

V. SIMULATION EXPERIMENTS AND RESULTS 
One PC takes the role of the server and two other PCs 

perform as clients. The three PCs’ platform are all Petium3, 
512MB RAM, with the operation system of Ubuntu 8.10. 
We use tomcat 6.0 [6] as the web server, and httperf [4, 5] 
generating network loads in the client PCs. The size of 
request uri is 186KB. Timeout is set to 5 seconds, which 
means if a request does not get a response in 5 seconds, 
httperf considers the request to have died. 

In this paper, the controlled variable is the response time. 
When we identify the model given in (2), the tomcat server 
load is 62reqs/s, the input atr is M sequence, and the control 
period (sampling period) is set to 5 seconds. The respt—atr 
model we derive is: 

)1(0195.0)1(0727.0)( −=−− katrkresptkrespt  
Designing of the PI controller is through roots loci 

method. We choose the control parameters kp =3.4, ki =16.6. 
In the process of fuzzy adaptive control, kp and ki are 
changing periodically. We call the control process using 
fixed parameters “Basic-PI-Control (BPIC)”, and the one 
that uses vary-parameters is called “Fuzzy-Adaptive-PI-
Control (FAPIC)”. Three kinds of tomcat servers — the 
original tomcat, the BPIC server and the FAPIC server are 
tested separately during the simulation process. The response 
time reference value is set to 50ms. 
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Figure 3.  Error Percentage Comparison  
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Figure 4.  Response Time Comparison  
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Figure 5.  Throughput Comparison  

Fig. 3 shows the comparison of the error (requests 
timeout and refused) percentage. Fig. 4 describes the average 
response time. Fig. 5 depicts the throughput of the three 
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tomcat servers. We can see that when the server load beyond 
62reqs/s, both errors and average response time of the 
original tomcat server grow dramatically, and the throughput 
of the original tomcat server keeps declining. Meanwhile, the 
BPIC server and the FAPIC server maintain rapid response 
and very low percentage of errors. The error percentages are 
controlled below 5%, the response times are kept at about 
50ms (very close to the reference value), and the throughputs 
are held near 60 reqs/s. The control results of FAPIC and 
BPIC are nearly the same. 

Fig. 7 shows the response time in a fluctuating server 
load environment. The server load rate is given in Fig. 6. In 
Fig. 7, the fluctuation range of BPIC is near 4.5ms, and the 
one of FAPIC is near 2.0ms, which is less than the half of the 
former value. FAPIC gets markedly better effect. While 
FAPIC works as well as BPIC in the environment of a stable 
load rate (Fig. 4-6), it gets much better results facing 
fluctuating loads (Fig. 7). 
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Figure 6.  Fluctuating Server Load Rate  
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Figure 7.  Response Time on Fluctuating Server Load Rate  

VI. CONCLUSIONS AND FUTURE WORK 
In this paper, we proposed a Fuzzy Adaptive PI Control 

(FAPIC) system to guarantee QoS in the web server. The PI 
controller designed through system identification and 
control theory approaches can adjust the request-accepting 
time of the web server in a control period, so as to guarantee 
the server’s performance when it is overloaded. We added a 
fuzzy adaptive control strategy into the basic PI controller 
(BPIC). The PI control parameters are dynamically tuned 
through the fuzzy adaptive process. Simulation results show 
that when dealing with constant server load rate, the effects 
of FAPIC and BPIC are almost the same, while in a 
fluctuating loads situation, FAPIC acts more stably and 
rapidly. 

We use a single control way in this paper, and the 
request uris are all static. These can not appropriately 
represent the real Internet environment, which is complex 
and diversified. In future work, we will study on dynamic 
loads and hybrid loads, combined with priority scheduling 
and service differentiation polices, to perfect our control 
systems. The fuzzy control method used in this paper is a 
basic and simple one, intelligent algorithms can be used to 
optimize the fuzzy control process.  
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Abstract— A predictive model of water-quality, which based on 
wavelet transform and support vector machine, is proposed. This 
model uses wavelet transform to get water time sequence 
variations in different scale, and optimizes three parameters of 
Regression Support Vector Machine with improved Particle 
Swarm Optimization algorithm, to improve the accuracy of 
prediction model. This model is used to take one-step and two-
step prediction for the dissolved oxygen density, which got from 
Wang Jiang Jing auto-monitoring station. the maximum MAPE 
is 4.54% in 10 samples, and then we make a  comparsion between 
results of this model and the BP neural network. Results show 
that this model is good performance, higher precision, simple 
operation, and has better quality prediction at prediction effect 
than the model based on BP neural network, it provides a valid 
way for water-quality. 

Keywords-component: prediction of water-quality; wavelet 
analysis; Support Vector Machine; Particle Swarm Optimization;  
Chaos; parameter optimization 

I.  INTRODUCTION  
Many auto-monitoring water-quality stations have been 

established at the main stream of important section water, 
which can automatically surveillance important water-quality 
indexes online, however, due to the limitation of water quality 
parameters’ online monitoring technique, it is difficult to 
achieve water quality change trend of online prediction. 
Water-quality prediction can be used to monitor and controll 
pollution at the point and surface sources, Therefore adding 
the water-quality indexes prediction system when establishing 
auto-monitoring stations, it is of great significance for water 
resources’ protection and the safty of water environment. 

There many influence factors of water-quality, including 
physical, chemical, biological, meteorology and human 
activities, which is a variety of factors involved in complex 
system, with many influnce variable in time and space [1]. It is 
difficult for the existing water quality prediction model based 
on mathematical theory to consider all of these factors, so the 
quality prediction result is unsatisfactory[2], Artificial neural 
network, which has better capability to handle Nonlinear 
relation, is widely applied in water-quality prediction, but it 

has shortcomings, such as local optimal, over-fitting and 
generalization ability defects, which reduce application effect 
of artificial neural network in water-quality prediction in  
certain degree.  

According to the structural risk minimization principle, 
support vector machine (SVM),which based on statistical 
learning theory, can effectively overcome the deficiency of 
Neural Network. Recent years, water-quality prediction with 
SVM has been studied, but they only used single SVM model, 
and  didn’t use appropriate methods to parameter selection. 
This paper proposes a predictive model of water-quality based 
on wavelet transform and support vector machine. Wavelet 
transform can effectively extract useful information from the 
water quality monitoring data, realize high-resolution local in  
time and frequency domain, it can establish the model after 
SVM regression parameters optimized by improved Particle 
Swarm Optimization algorithm, which can handle complex 
Nonlinear relation, have fast convergence rate, and better 
generalization performance. 

II. THEORETICAL ANALYSIS 

A. Theory of wavelet and water-quality prediction 
The water-quality is influenced by lots of factors, 

especially pollution from people, some indexes of monitoring 
data are greatly variable at some moment. Wavelet analyses is 
multi-scale analysis, which are suitable for detecting transient 
variation mixed with normal signals. In references [3], the 
aothor succeeded in predicting short variation trend about 
content of Chl-a in west lake with  wavelet and neural 
network, furthermore, resolved the problem that neural 
network has a poor performance on directly predicting original 
data mixed with some fast variable data. 

In actual analysis of water-quality sequence, discrete 
wavelet transform is necessary. Common discrete wavelet 
transform algorithm includs Mallat algorithm and à Trous 
algorithm[4]. In Mallat algorithm, it requires sampling every 
three samples after filtering, and doesn't meet time-shift 
invariance. In à Trous algorithm, the wavelet should take 
redundant transform, the decomposed sequence length is the 
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same as the original sequence at each scale, which meets time-
shift invariance. 

According to above merit about à Trous algorithm, it is 
suitable for on-line prediction of water-quality, so we adopt it. 

Suppose that time-sequence of water-quality index is 
( ) nitw ",2,1,0=, , ( ) ( )twtc =0 we can get the Scaling 

coefficient throught discrete low pass filter h :  

( ) ( ) ( )∑
∞+

∞=
1+ ,1,0=,2+=

k

j
jj ljktckhtc "     (1) 

Where, l  is maximum scale, according to à Trous wavelet 
transform’s properity, the detailed coefficients in each scale 
is jd , jd  is signified by scale coefficients: 

( ) ( ) ( )tctctd jjj 11 ++ −=                           (2) 

The set { }ll cddd ,,,, 21 "  is wavelet transform at 

resolution l   from original sequence ( )tx , ( )tw  is comprised 

of detail coefficients jd  and scale coefficients lc , By testing, 
the water-quality time sequence,which got by wavelet 
transformation,  has better stability than the original sequence. 

B. SVM for regression theory and water-quality prediction 
The basic idea of SVM predicting water-quality is that 

given a set of water-quality in the training sample set 

{ }n
iii yx 1, = , m

i
m

i RyRx ∈∈ , , through a nonlinear 

mappingϕ , the sample data ix  from sample space is mapped 
to high-dimensional feature space (Hibert Space), linear 
regression, thus solving a water-quality optimal regression 
function which includs a variety of affecting factors.  

In optimum regression function, we use appropriate 
kernel functions ( )xxK i , to replace dot ( ) ( )xxi ϕϕ ⋅ in high 
dimension space, then ϕ  can achieve linear fitting after 
nonlinear transform, while, complexity of calculation doesn't 
increase, the optimal regression function is 

               ( ) ( ) ( )∑
∈

∗ +−−=
SVi

iii bxxKxf αα             (3)  

Where, iα ,
∗
iα  is Lagrange multiplier, b is the threshold of 

regression, SV is the support vector. SVM model based water-
quality only depend on the support vector, furthermore, 
different support vector samples have different contributions 
to the prediction, the decrease of unsupport vectors have no 
influence on modeling. Therefore, the model built up by SVM 
through less samples which play decisive role in water-quality 
change trend, avoids the affect of other redundant samples.  

Kernel function is used including: polynomial kernel 
function, RBF kernel function, Sigmoid kernel function, etc.  
RBF kernel function can map samples to high-dimensional 
space, so it is suitable for solving the complex nonlinear 
relation between the input and output of water-quality 
prediction. Sigmoid kernel function has the same performance 
as RBF kernel function when acquiring some specific 

parameters, moreover, RBF kernel function has only one 
parameters γ , the formula is: 

 ( ) { }2
--exp=• ii xxγxxk                    (4) 

C. SVM optimization of parameters 
By testing, we found that RBF kernel parameter γ , 

penalty coefficient C  and pipe coefficient ε  have a great 
influence on the prediction accuracy of water-quality. To 
avoid the blindness of artificial selecting parameter, we 
effectively determine the three parameters through the 
improved Particle Swarm Optimization (PSO) in this paper. 

In PSO algorithm, at first, initializing a group of random 
particles, each particle corresponds to a set of SVM 
parameters { }εγ ,,C , every particle can remember and follow 
the current optimum particle according to equation (5), and 
search the optimal solution in  solution space. 

( ) ( )
vβpp

pgrcpprcvωv BESTBEST

•+=
-+-+•= 2211

    (5) 

 Where, p  is current particle's location which indicates the 

current value of SVM parameters { }εγ ,,C , BESTp   is local 

optimal solution, BESTg   is global optimal solution, v  is speed 
of particle, which decides the update direction and the size of  
next generation. 

At PSO algorithm’s early stage, the convergence is fast, 
however, but it is easy to step into local minimum, this is 
called early-maturing. To solve this problem, we take the 
chaos search to  the current searched global optimal solution, 
and get chaotic sequence using chaotic map, search in the 
neighborhood of the current global optimal solution, make the 
particle jump out of the local maximum points, and find the 
optimal solution quickly. 

For the sequence generated by Logistic mapping is very 
uneven, literature[5] proposes custom Sine Chaotic system, 
the performance on chaos is better than  Logistic mapping: 

0112sin1 ≠≤≤−⎟
⎠
⎞⎜

⎝
⎛=+ nn

n
n zzzz     (6) 

        The initial value 0z  of iteration can not be 0, and 0z  can 
not be taken as one of the infinite numbers of fixed points. 
Otherwise, it is stable orbit, which can not produce chaos, 

fixed points is the solution of equation: ( )zz 2sin= . 

Considering the unbiasedness of k-fold cross validation 
estimate [6], we select 5-fold cross validation error as fitness 
of PSO optimal SVM regression parameters. Algorithm 
specific steps  algorithm are as follows: 

 Step1: Set population size, particle swarm iterations, 
learning factor 1c  and 2c , constraint factor β , inertia 

weightω , particle maximum speed maxv ; 
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 Step2: Initialize particle position p  and velocity maxv , 
update the new position p  and new velocity maxv  for  
each particle according to formula (5);  

 Step3: Train SVM for each particle, calculate all 
particles’ fitness, and update individual optimal solution 

BESTp  and global optimal solution BESTg ; 
 Step4: Determine whether the particle steps into early-

maturing according to fitness, if it is true, then enter to 
step5, otherwise, return to step2;  

 Step5: Take chaos optimization to the  three parameters 
of global optimal solution, set chaos iterations: 

 (a) To BESTg , initialize randomly a group of 

chaotic variables },,{ 321
0 zzzz = ; 

    (b) Carrier nz  to the range of values of particle 

position as 
'
nz ,  train SVM, calculate the fitness, if it is 

optimal, then update '
nd zg = ; 

  (c) Update chaotic variable nz , according to equation 
(6); 

  (d) Repeat step(b)(c), until chaos iterations. 
 Step6: If you meet largest iteration step, the PSO is over , 

otherwise, return to step2. 

III. MODEL CONSTRUCTION 
Prediction model for water-quality based on wavelet 

analysis and optimization of the parameters of SVM, which 
diagram is show in Fig 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig1 Diagram of water-quality prediction model 

 based on wavelet and SVM 

There are several steps of constructing model; 

 Step1: Analysis the data from auto-monitoring station 
firstly, get the main influnce factors about water-quality, 
take weekly average concentration of main factors as a 
time-sequence prediction nttw ",1,0),( = ; 

 Step2: According to Formula(1) and Formula(2), 
the ( )w t takes wavelet transform, get final first-grade 

scaling coefficient lc and detail coefficients 

lddd ",, 21 from different scales, acquire approximate 
component and each detailed component through single 
reconstructing, get the training samples and tested 
samples through phase-space reconstructing according to 
Formula(7); 

 Step3: Partly training the SVM through training samples, 
get the SVM optimal parameter using improved PSO 
optimization, construct the SVM model for prediction 
with approximate component and each detailed 
component. 

        Predicting tested sample with this model, then combining 
the approximate component with each detailed component, 
getting the prediction value from final time-sequence data of 
water-quality. 
       Take phase-space reconstruction for the water-quality data 
that contains information about trendency at time-dimension 
in article, convert one-dimensional time-sequence to the form 
of Matrix, in order to greatly excavate amount of relevant 
information. The Matrix as follow: 
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         (7) 

m  is embed-dimension, that is, the next water-quality value  
is predicted from m  continuous water-quality data. So n  data 
in original sequence becomes m -dimension sample, take the 
front r  data as training model sample, then there are mr −  
training sample, at last, let’s make mapping  RRf m →: , 
and we get:   

1 1( ) ( , , ),   1,2,t t t t mty f x f w w w t r− − += = =" "             (8) 

tx  is the input of training sample , and ty is the output both at 
time of t . 

Set the range of parameter optimization, see the table 1, 
train the SVM which contains both approximate signal and 
every detailed signal, finally, get SVM optimal parameter 
through improved PSO. 

Table 1 The range of parameter optimization 
 

Time-sequence of actual water-quality 

Wavelet decomposition and single reconstruction

d1 d2 dl c1 

Phase-space reconstruction 

Parameter optimized SVM 

d1
' d2

' d1
' cl

'

Prediction value 
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particle 
number  

iteration 
number 

range  γ  range  C  range ε  

20 15 [0.01, 1] [1, 000] [0.001, 0.1] 

The training sample chooses optimal parameter to train 
and gets optimal regression function: 

*( ) ( , ) ,   1,2,t i i i t
i SV

y K x x b t rα α
∈

= − + =∑ "              (9) 

When the input of tested sample is 
 1 1 2{ , , , }r m r m r m rx w w w− + − + − += " ,  

make the function which made up of one-step prediction for 
each signal component, the function is  

1
*

1( ) ( , )r i i i r m
i SV

w K x x bα α+

∧

− +
∈

= − +∑                (10) 

When the value of one-step prediction becomes the last-
dimensional, then predicts next value, the value is 

 2 12 3{ , , , }r m rr m r mx w w w
∧

− + +− + − +

∧
= " , 

that is two-step prediction: 
*

2 2( ) ( , )r r mi i i
i SV

w K x x bα α
∧

+ − +

∈

= − +∑
∼

                  (11) 

       The SVM predictive model in this paper is established 
through  LIBSVM library files, optimum algorithm based on 
the minimum sequence algorithm, parameter optimization by 
improved PSO algorithm. The program runs on micro-
computer  configured with Centrino 1.6Ghz CPU, Memory 
512, use Visual c + + 6.0 operation platform for SVM training 
and testing samples. 

In order to evaluate the performance of the prediction, 
the performance reference is the root mean square error RMSE 
and average absolute percentage error MAPE: 

21
( )

n

i i
i

RMSE y y
n

∧

= −∑                        (12) 

1 n
i i

i i

y y
MAPE

n y

∧

−
= ∑

                              (13) 

       Also, iy  is the true value,
iy

∧ is the prediction of iy , the 
smaller that the value of RMSE and MAPE, the more better 
that the performance on prediction. 

IV. APPLICATION MODEL 
Shengze Town in Suzhou city is near by Wang jiang jing 

Town in Jiaxing city, Maxi port river, total length is 13km and  
width is 40-80m, the boundary river among two cities, is one 
of the main channels which drainage to east in north Hangjia 
lake. Shengze Town has a traditional textile dyeing and 
printing industry, governments in the upstream take some 
intermittent production measures to manage the factory that 
the sewage is exceeding. However, the main layout about 
textile printing and dyeing industry, along the river basin, has 
changed and transformed a little for these years, water 
pollution is the most serious problem. Therefore, the way of 
cross-administrative regions to predict river water quality can 
play a certain role in early warning forecast. 

Analysis the water-quality data from WangJiangjin auto-
monitoring station, at the period of the 51 weeks in 2008 to the 
former 30 weeks in 2009 in Jiaxing, Zhejiang Province. From 
the data, it concludes that the main factor is the dissolved 
oxygen. This article takes dissolved oxygen time-sequence as 
an example. According to the step of constructing model in 
selection3, take the concentration on dissolved oxygen from 
81 weeks as the signal sequence )(tw  for wavelet transform. 
The value of sequence n =81. This article takes dbN as 
wavelet function, N between 1-10, after many experiments, the 
error of prediction is the least, taken three degree 
decomposition through db6 wavelet basis. So, we take the db6 
wavelet basis, get the scaling coefficient 3c  and each detailed 

coefficient 321 ,, ddd , components getting from signal 
reconstructing every coefficient, show in Fig 2. 
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Fig 2 each component about dissolved oxygen after signal 
reconstructing by db6 three-degree decomposition original  

 
Sequence )(tw  changes into approximate component 3c  

and each detailed component 321 ,, ddd , each component has 
81 data, set the embed-dimension m  is 5, so each component 
has sample number is mn −  =76 . All the sample take a 
method of normalization according to equation (14):  

min

max min

   1, 2, ,i
i

x x
x i n

x x
−

= =
−

"，              (14) 

Take the ahead data, number is r =71 from each component, 
consisting 5 samples which containing the data, number is 

mn − =66, as the training set to train the SVM, then the last 
10 samples can become the tested sample, according to (10), 
make the one-step prediction,get the value of prediction 

r iw +

∧
1, 2, 10i = "  about 4 components from last 10 weeks, 

make up these to get the value of prediction, shows in table 2, 
w  is actual value, 

∧
w is prediction value, the unit is lmg / , 

week is the unit of Time.  
 

Table 2  Result about the one-step predict about  
dissolved oxygen 
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Time   w 
∧
w  Time   w w

∧

 

09-21 
09-22 
09-23 
09-24 
09-25 

5.09 
4.43 
3.59 
3.44 
3.24 

5.0054 
4.2979 
3.6372 
3.6847 
3.4267 

09-26 
09-27 
09-28 
09-29 
09-30 

2.87 
2.88 
3.07 
3.18 
3.04 

3.0185 
2.9126 
3.0048 
3.4459 
3.2368 

In order to enhance the correlatability about effect of 
prediction, this paper also takes the BP neural network model 
to predict the water-quality. With the same wavelet transform 
and phase-space reconstruction, make the three-layer network 
structure which is 5-11-1, and use the way of normalization 
for training sample and tested sample according to 
equation(14). Hidden layer neuron transfer function is S-
logarithmic function logsig, output layer neuron transfer 
function is a linear transfer function, purelin, the goal of 
fitness is MSE, 0.001, training step is 500, learning rate is 0.1, 
the result of prediction from trained BP neural network is 
showed in Fig3: 
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Fig 3  Comparison on one-step prediction about 

 dissolved oxygen concentration 
The effect on prediction about the dissolved oxygen 

between two model is showed in table 2 
Table 2  comparison on one-step 

 prediction about dissolved oxygen 
Error  SVM prediction BPNN prediction 

RMSE 0.161 0.283 
MAPE 4.21% 7.51% 

By comparison of two methods, when they take the one-
step prediction, the accuracy about prediction model based on 
SVM is better than the model based on BP neural network, but 
difference about effect is not obvious, then make another 
comparison that taking the two-step prediction of dissolved 
oxygen concentration according to (11). 

Similarly, the 5-dimension sample which consists of 
ahead data which number is 66, makes an training sample and 
training set, the last 10 samples become the tested sample, take 
the two-step prediction after repeat the training, then get the 

value r iw +

∼

, 1, 2, 9i = "  of prediction during last 9 weeks 
,the result shows in Fig4: 
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Fig4  Comparison on one-step prediction about 

 dissolved oxygen concentration  
From the Fig4, the effect of two-step SVM prediction is 

better than BP neural network, the detailed error is showed in 
the table 3. 

 
Table 3 comparison on the effect of two-step 

prediction about dissolved oxygen 
Error  SVM prediction BPNN prediction 

RMSE 0.191 0.874 
MAPE 4.54% 24.5% 

When it takes two-step prediction, the model based on 
SVM can hold the high level about prediction, but the model 
based on BP neural network, the effect of two-step prediction 
is bad, especially it exists great volatility at the week of 
24,25,26. It can conclude that BP neural network has some 
disadvantages that easily stepping into local optimization, 
overfitting, and generalization ablilty is poor. 

 
 

V. CONCLUSION 
       Predictive model of water-quality which based on the 
wavelet transform and the SVM is proposed in this paper. This 
model uses wavelet transform to get water time sequence 
variations in different scale, and optimizes three parameters of 
Regression Support Vector Machine with improved Particle 
Swarm Optimization algorithm, to improve the accuracy of 
prediction model. It gets variable characteristics from water-
quality time-sequence at different scale through wavelet 
transform, and realizes auto-optimization for parameter of 
regression for SVM through improved PSO, and avoids local 
optimization, over-fitting, improves the prediction accuracy 
and strengthens generalization ability of the model. Testing 
result shows that the proposed model have good robustness, 
accuracy of prediction generalization ability and high quality, 
It can makes a great role for warning and forecast water 
pollution and destruction, cooperating with water-quality auto-
monitoring system. 
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Abstract— Reducing server’s bandwidth pressure is one of the 
key problems in the designing of peer-to-peer video-on-
demand system. In this paper, we analysis and model this 
problem via using the “pseudo sequence scheduling”, which is 
widely used by many peer-to-peer video-on-demand 
systems[1]. We reveal the relations between the server 
bandwidth consumption, the cache size and the join speed of 
peers. This result shows its importance in the design of 
coordination strategy between peers in the system. 

Keywords- peer-to-peer, video-on-demand, bandwidth-
consumption, data-caching 

I.  INTRODUCTION 
In the P2P VoD system, nodes watching the same 

program are organized into a single tree [2], multi-tree [3] or 
the mesh structure [4] overlay network. Nodes contribute a 
certain amount of memory in order to cache streaming data, 
and exchange data segments for each other to reduce 
bandwidth consumption of the server. However, most of the 
research[2-5] only describe how to build a distribution 
network topology mostly from the perspective of a single 
program in P2P VoD. When large amount nodes watch a 
single program, the nodes in the program can store all of the 
content of this program even multiple copies of the data, it 
will effectively reduce server stress. Data that a node needs 
can be satisfied by cooperating with other peers. However, in 
the real system, the node distribution watching different 
programs is not uniform, but closer to zipf  [6] distribution. 
The size of topological distribution network of different 
program is very different from each other. This non-uniform 
distribution nature causes the cache capacities among 
different programs vary considerably. On one hand, the 
majority of nodes gather in the hot programs which only 
come up to a small portion of the entire numbers of 
programs. As user number in these hot programs is very 
large, data cache between the peers can satisfy even surplus 
node’s data request; On the other hand, small number of 
nodes scatter in the cold program; as the network of cold 
programs are small,  data cache in peers can only store part 
of data on programs and can rarely satisfy the node's data 
need. 

This paper analyzes the server bandwidth consumption in 
the P2P VoD system which use "pseudo-sequence" data 
scheduling, in order to obtain the relationship between server 
bandwidth consumption and join speed of nodes and the 
cache size. The relationship has important significance to the 
design of peer cooperation strategy in P2P VoD system. By 
further analysis we conclude that: peer collaboration is very 
important in solving the problem of diversity workload of the 
server between different programs. By using peers with 
sufficient bandwidth in the hot program to help peers in cold 
programs, the amount of data cache in cold program can be 
enhanced. Therefore, the server load of the system can be 
greatly reduced. 

II. RELATED WORK 
In P2Cast[7], the nodes  joining the system in similar 

time form a session. For each session, the data server and the 
nodes in the session form an application layer multicast tree, 
called the base tree. Server distributes stream by the base 
tree. If the parent node does not cache the stream they need,   
newly joined nodes download it from other nodes in the 
session or directly from server. The stream is called patching 
stream. The patching mode makes P2Cast serve more users 
than traditional C / S mode. 

Different to the cache and relay mode, dPAM[8] uses 
prefetching strategy to download and store a clip in advance 
before playing. It points out that in order to use nodes’ cache 
more effectively, asynchronous application layer multicast 
must prefetch, not only to cache the data played, but also the 
data cache to play. 

BitTorrent[9] is a typical file-sharing system, which uses 
rarest first data scheduling strategy. In the system, file is cut 
into blocks with fixed length. Nodes periodically send Buffer 
Map to their partners to update their cache, and request their 
needed blocks based on partners ‘Buffer Map in rarest first 
mode. 

CoolStreaming[10] uses a similar data-driven scheduling 
strategy as BitTorrent. Nodes calculate potential supplier 
number before scheduling. Algorithm will identify the 
provider of segments from only one potential provider, 
followed by two potential providers, and so forth. If a packet 
has a number of potential providers, the provider, with the 
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highest available bandwidth and the longest providing time, 
will be selected. 

BASS[11] attributes streaming media system to delay 
restricted file sharing, and designs a hybrid systems 
supporting file download and VoD. Nodes download 
segments from server according to playing status (skipping 
the segments have been downloaded or are being 
downloaded according to BitTorrent protocol). Nodes also 
download segments from other nodes, according to 
BitTorrent protocol. 

[12] analyzes UUSee[13] nearly 400G system operating 
data in 7 months. It proposes a server bandwidth allocation 
algorithm based on hot forecast of different program. The 
algorithm forecasts the next phase of all programs’ 
popularity according to historical data and the current hot. 
Then it takes the initiative to deploy service bandwidth, to 
ensure different programs’ QoS by using server's uplink 
bandwidth. However, the paper does not model and analyze 
the bandwidth on the bandwidth consumption of the  server. 

In summary, these papers do not analyze server 
bandwidth consumption problem of VoD, and neither 
provide theoretical support for the solution for server 
pressure on cold programs. This paper analyzes the P2P 
VOD server bandwidth consumption problems using 
"pseudo-sequence" data scheduling, give the theoretical 
feasibility analysis for the nodes, which watch different 
programs, collaborate to improve the system load capacity. 

III. SERVER BANDWIDTH CONSUMPTION MODEL 
In this section, we will analyze the server bandwidth 

consumption problem of P2P VoD system which use 
"pseudo sequence scheduling". "Pseudo sequence 
scheduling" is widely used in P2P VoD systems. In the 
scheduling strategy, nodes do not strictly schedule data 
according to the order of data segments, neither  randomly 
schedule in the entire file, but random scheduling within a 
sequence of a small moving data exchange window (called " 
sliding window "), shown in Figure 1. Therefore, the "pseudo 
sequence scheduling" strategy is also called random 
scheduling in the sliding window. 

 

 
 

Figure 1 "pseudo sequence scheduling" 
 

A. Assumptions 
For better analysis, we studies VoD system model based 

on the following assumptions:  

• The video stream is constant bit rate, its bit rate is R. 
Set video total playback time T, so that the video 
size RT; 

• Video stream is devided into multiple data segments 
with the same size sB . Each data segment is the 
basic unit of data scheduling. The node can play, 
relay or discard a segment only after it receives the 
segments completely. 

• There are no VCR operations in the system. Peer 
play the video continuously after it starts to play.  

• The size of sliding window is M, each node requests 
data segments at the average video stream bit rate R. 
Each node can learn nodes information watching the 
same content, and give priority to ordinary nodes 
when requests data.  

B. Problem model 
In the above model, our goal is to calculate the uplink 

bandwidth server actually provides. In the system, server 
continues to respond to the data segments request from 
common nodes. For any data fragment x , the server 
bandwidth consumption can be calculated, as long as the 
frequency of the fragment x ’ request to the server could be 
calculated. From this perspective, we assume that fragment 
x  is distributed to node P  by the server at time 0. Set X  is 
the nodes’ request event for the fragment x , ω  the time 
interval between two incidents occur. Set Z is the request 
event of x  to the server, τ the interval between two 
incidents. Therefore, { } { }Z X⊆ , { } / { }Y Z X∈  represents that 
the request event of x  is assigned to an ordinary peer, not to 
the server, so the server bandwidth consumption is zero 
under this circumstances. Let ( | )E xτ  represents the average 
interval between server receives requests. Therefore, the 
server bandwidth consumption can be expressed as: 

 
/

1 ( | )

sRT B
s

x

BBW
E xτ=

= ∑   (1) 

 

C. Server bandwidth consumption in a single program 
First, we analyze the server bandwidth consumption in a 

single program. From the "pseudo sequence scheduling" data 
scheduling strategy we can see, the time interval expectation 
between nodes cache and remove the fragment x  is 

/W M R= . In the interval (0, ]W , P  can provide distribution 
service of segment x  for other peers. The transfer process 
will continue until the request interval exceeds the presence 
of intervals the segment in cache. Once interrupted, the node 
must request to the server when it need segment x . Suppose 
the node obey Poisson distribution [14] with parameters λ  in 
joining the system, and the request to segments x  is 
uniformly random distributed. Therefore, { }X is consistent 
with Poisson distribution with arrival rate /x sB RTλ λ= . So 
the probability of Tω ≤  is ( ) { } 1 xtF t P T e λ

ω ω −= ≤ = − ; the 

probability density of ω is ( )( | ) xt
x

dF tf t x e
dt

λω
ω λ −= = . 
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Additionally, if Wω ≤ , the expectation of ω is 

0
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tf t x dt
E x te dt
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≤ −

∫
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At the same time, when Wω > ，the expectation of ω is 
( | )
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x

x

tW x
W W W

tf t x dt
E x te dt

P W e
ω λ

ω λ
λω

ω

∞
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> −= =
>

∫
∫ . 

Assuming { }p P Wω= ≤ , occurrence of n  incidents can be 
a continuous probability (1 ) (1 )x xt tn n

np p p e eλ λ− −= − = − . The time 
interval expectation of n event is 

 

0
( | ) ( | )

1
x x

x x

W t tx x
n W W W W W

t nE x E x n te dt te dt
e e

λ λ
ω ω λ λ

λ λω ω
∞− −

≤ > − −= + = +
− ∫ ∫ (2) 

 
So during the interval, nodes can get data from other 

nodes when they need data, without any request to the server. 
Assuming τ  is the interval between the occurrence of 

two Z  events. The expectation represents the average time 
interval server receives the segments request. Obviously, the 
expectation of τ is 

0
( | ) n n

n
E x t pτ

∞

=

=∑ , the server bandwidth 

consumption is: 
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Figure 2, the server bandwidth consumption graph 
 

From (2) we can see that, BW  changes with xλ  and W . 
The change curve is shown in Figure 2. From Figure 2 we 
can find that, BW increases when W  increases. Even more 
likely, the increasing rate of BW decreases while W  is still 
increasing. This also fully validates the objective fact that in 
GridCast [15], the load of the system decrease rapidly when 
the buffer of peers increase, but the decreasing rate decrease 
gradually as the buffer of peers continuously 
increase[16].For further analysis we can find that, the nature 
that the decreasing rate of BW  was decreased gradually with 
the increase of W . This fact provides an effective way to 
solute the “cold” and “hot” problem in P2P streaming 
system: cooperation between nodes. The nodes in hot 
program H contribute small pressure on server.  

These nodes can contribute certain cache to help the 
nodes in cold program L  which contribute to much bigger 

pressure on the server. Obviously, increasing cache in L  will 
reduce the server pressure, however, the total cache size in 
H  is decreased, this would cause the increase of the server 
load. Therefore, the goal is collaboration between the nodes 
in different programs reduces the overall server bandwidth 
consumption. So set ( )iB HΔ  server bandwidth consumption 
reduced by increasing the program's cache. Obviously, for 
any ,i j , if ( ) ( )i jB H B LΔ > Δ , then the cache between different 
programs helps to reduce the server bandwidth consumption 
and improve the system's overall service capability. 

D. The overall server bandwidth consumption 
In this section, we further analyze the overall server 

bandwidth consumption. [6] points out that in VoD program, 
users who request to media files obey a similar frequency 
zipf distribution. Assuming programs arrange according to 
their popularity in descending order, numbered 1,2,3, ..., then 
the access frequency distribution: 

 

1 (1 )
1

1

11,
N

i i N
i

i

P P
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= =∑
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  (4) 

 
In which, iP  is the i th relative access frequency program, 

N  is the total number of programs for the system, α is a 
control parameter, called skew factor. 

Assuming the total program number in the system is N , 
the average rate is R , the average playing time is T , the 
average node sliding window size is M , the user joining into 
the system's rate is λ , so the user rate joining the i th 
program is: 
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Therefore, the bandwidth consumption of the system 

server is: 
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in which, 
1 (1 )
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λ
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=
∑

is arrival rate of events in the 

i th program in which the nodes request to the fragment X , 
iW  is the exception of time, between data segments are 

requested with data segments are removed from the cache, in 
the i th programs. 

Equation (7) notes the overall Server bandwidth 
consumption relationship, when there is no collaboration 
between different programs. By further analyzing the 
relationship between allBW  and the system parameters, we 
further deduced that:  
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From the "pseudo sequence scheduling" strategy we can 

deduce that: 
 

1

N

i
i

NMW R
=

=∑   (8) 

 
According to equation (6) and (7), we use Lagrange 

multiplier method, let 
1 1
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xi i iW
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Therefore, 
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i i xi i i i xi i
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f W RT e W e RTe Wλ λ λλ λ λ
λ

− − −∂ = − = − =
∂
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With /ix i sB RTλ λ= , the relationship between node cache 

iM  among collaboration programs with  the rate of node 
joining iλ  is: 

 
2

i i sM R T Bλ =   (9) 
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Figure 3 iλ , iW curve diagram 
 

Therefore, we reach a very interesting conclusion: iλ , 
iM was relatively simple inverse relationship, and the 

relationship relates with the video bit rate, video files’ total 
length and scheduling fragment length.  In order to minimize 
overall system pressure of server load, we can adjust the size 
of the cache node in different programs in the optimization 
design. According to the size of iλ , node collaboration can 
balance self-sufficiency ability of different programs. It can 
reduce the bandwidth pressure on server and increase the 
load capacity of the system. 

IV. EVALUATION ANALYSIS 
In order to verify server bandwidth consumption model, 

we perform a single program of simulation on NS2[17] 
which uses pseudo sequence scheduling. In the simulation, 
the bandwidth of the server is set to 300Mbps, the video 
length is 3600s, the stream rate is 300kbps, the size of each 
data segment is 1KB, the average delay between nodes is 
60ms. There are 1000 nodes joins the system in accordance 
with the Poisson process in which λ=1, 10~90 respectively. 
The server bandwidth consumptions are shown in Figure. 4. 

 

 
 

Figure 4 The bandwidth consumption of the server 
 

From Figure 4 we can find that, the increasing rate of 
server bandwidth increase rapidly while the join rate of 
nodes increase, because of the great data demand brought by 
number of nodes joining the system. When the joining rate 
reaches to a certain rate, the server bandwidth consumption 
began to fall down because of the total cache brought by all 
of the joined nodes. 

V. SUMMARY 
 This paper analyzes and model "pseudo sequence 

scheduling" in P2P VoD system, and based on the model, we 
study the inverse relationship of server bandwidth 
consumption between nodes’ joining speed and cache size. 
The conclusion has important significance to the design of 
the nodes cooperation strategy of P2P VoD system, and 
provides a theoretical support for improving the system load 
capacity of this method by peer collaboration between 
different programs. 
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Abstract—Fuzzy Fisher Criterion(FFC) based clustering 

method  uses the fuzzy Fisher’s linear discriminant(FLD) as 

its clustering objective function and is more robust to noises 

and outliers than fuzzy c-means clustering(FCM). But FFC  

can only be used in linear separable dataset. In this paper, a 

novel fuzzy clustering algorithm, called Kernelized Fuzzy 

Fisher Criterion(KFFC) based clustering algorithm, is 

proposed. With kernel methods KFFC can perform clustering 

in kernel feature space while FFC makes clustering in 

Euclidean space. The experimental results show that the 

proposed algorithm can deal with the linear non-separable 

problem better than FFC. 

Keywords-fuzzy Fisher criterion; kernel methods; fuzzy 

clustering 

I. INTRODUCTION 

Fisher’s linear discriminant(FLD) analysis is a very 
useful technique for supervised pattern analysis[1]. Based on 
fuzzy theory, Kwak et al.[2] proposed a fuzzy Fisher 
classifier for face recognition. In order to deal with nonlinear 
separable problem, Mika et al.[3] presented Fisher 
discriminant analysis with kernels. Xiaohong Wu et al.[4] 
studied fuzzy Fisher discriminant algorithm with kernel 
methods. All these methods can only be used in supervised 
pattern.  

Aimed at unsupervised pattern, Suqun Cao et al.[5] 
presented a novel fuzzy Fisher criterion(FFC) based 
clustering method. It directly uses the fuzzy FLD as its 
clustering objective function and is more robust to noises 
and outliers than fuzzy c-means clustering(FCM). But FFC 
can only be used in linear separable dataset. This shortage 

limits its application. In this paper, we extend FFC to a 
nonlinear model, called Kernelized Fuzzy Fisher 
Criterion(KFFC) based clustering algorithm, to solve the 
linear non-separable problem. With kernel methods KFFC 
performs clustering in kernel feature space while FFC makes 
clustering in Euclidean space. 

The rest of this paper is organized as follows. Section 2 
introduces fuzzy Fisher criterion based clustering algorithm. 
Section 3 presents kernelized fuzzy Fisher criterion based 
clustering algorithm. Some tests are performed in later 
section. 

II. FUZZY FISHER CRITERION BASED CLUSTERING 

ALGORITHM 

Suppose that the membership function [0,1]iju ∈  with 

1
c

ij
i=1

u =∑  for all j and the fuzzy index 1m >  is a given 

real value, where iju  denotes the degree of the j th 

d-dimensional pattern belonging to the ith class, we can 

define the following fuzzy within-class scatter matrix fwS : 

1 1
( )( )

c N
m T

fw ij j i j i
i j

S u x m x m
= =

= − −∑∑       (1) 

and the following fuzzy between-class scatter matrix fbS : 

1 1
( )( )

c N
m T

fb ij i i
i j

S u m x m x
= =

= − −∑∑        (2) 

Thus, we can define a novel fuzzy Fisher criterion as 
follows: 
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T
fb

FFC T
fw

ω S ω
J

ω S ω
=            (3) 

By Maximizing FFCJ , several formulas as follows are 

obtained[5]. 

fb fwS ω λS ω=             (4) 

where λ  is taken as the largest eigenvalue. 

1

1

1( )

1(1 )

N
m
ij j

j
i N

m
ij

j

u x x
m

u

λ

λ

=

=

−
=

−

∑

∑
         (5) 

1 2iju F F=           (6) 

where 

1

1
1

( ( )( )

1 ( )( ) )

T T
j i j i

T T m
i i

F x m x m

m x m x

ω ω

ω ω
λ

−
−

= − − −

− −
 

2
1

1
1

( ( )( )

1 ( )( ) )

c
T T

j k j k
k

T T m
k k

F x m x m

m x m x

ω ω

ω ω
λ

=

−
−

= − − −

− −

∑
 

When Eq.(6) is used, as stated in the above, iju  should 

satisfy [0,1]iju ∈ , hence, in order to satisfy this constraint, 

we let 

1iju =  and 0i'ju =  for all i' i≠ , if 

( )( )

1 ( )( )

T T
j i j i

T T
i i

x m x m

m x m x

ω ω

ω ω
λ

− −

≤ − −
        (7) 

Fuzzy Fisher Criterion(FFC) based clustering algorithm 
can be derived. 

Algorithm FFC 
Step 1. Give the number of iterations and the number of 

classes c. Use K-means to initialize [ ]ij c NU μ ×= , 

1 2( , ,..., )cm m m m= ; 

Step 2. Compute ,fw fbS S  using Eq.(1), Eq.(2) 

respectively; 
Step 3. Compute the largest eigenvalue λ  and the 

corresponding ω  using Eq.(4); 

Step 4. Update im  and ijμ  using Eq.(5), Eq.(6) and 

Eq.(7) respectively; 
Step 5. If the number of iterations is equal to the given 

value, Compute FFCJ  using Eq.(3), output the clustering 

results and terminate, otherwise back to Step 2. 

III. KERNELIZED FUZZY FISHER CRITERION BASED 

CLUSTERING ALGORITHM 

FFC is linear clustering algorithm and it can not solve 
nonlinear problem. In real world, the nonlinear problem 
always exists. To deal with this problem we introduce kernel 
methods into FFC to obtain KFFC. 

A pattern in the original input data space X  can be 
mapped into the higher dimensional feature space F  
through the nonlinear mapping function Φ . 

1 2 1: ( , ,... ) ( ) ( ( ),..., ( ))Φ = → Φ = Φ Φn NX x x x X x x，  

Scalar product calculation in input space is transformed 
into kernel function calculation by nonlinear mapping 

( ) ( ) ( , )⋅ → Φ ⋅Φ = =i j i j i j ijx x x x K x x K  (8) 

The idea is to apply FFC algorithm in the higher 
dimensional feature space F  which can be obtained by 
maximizing the following fuzzy Fisher criterion in the 
feature space F called Kernelized Fuzzy Fisher 
Criterion(KFFC). 

Φ

Φ=
T

fb
KFFC T

fw

S
J

S
ω ω
ω ω

          (9) 

where Φ
fwS  and Φ

fbS  are the fuzzy within-class and fuzzy 

between-class scatter matrices in feature space F . Φ
fwS  

and Φ
fbS  are given as follows: 
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T
ijij

c

i

N

j

m
ijfw mxmxuS ))()()((

1 1

ΦΦ

= =

Φ −Φ−Φ=∑∑
 

(10) 

T
ii

c

i

N

j

m
ijfb xmxmuS ))()()((

1 1

Φ−Φ−= ΦΦ

= =

Φ ∑∑
   

          (11) 
where  

1

1 1( ) ( ) ( )1
=

Φ = Φ = Φ∑
N

j N
j

x x X
N N

,1 (1,1,...,1)= T
N  

          (12) 

1
( ) ( )Φ

=

= Φ = Φ∑
N

i ij j i
j

m x Xβ β , 1 2( , ,..., )= T
i i i iNβ β β β  

(13) 
As the vector ω  lies in the span 1( ),..., ( )Φ Φ Nx x , 

there exist coefficients 1 2( , ,..., )= T
Nα α α α , 

1

( ) ( )
=

= Φ = Φ∑
N

j j
j

x Xω α α      (14) 

Using Eq. (8), (11) and (14) we get 

ΦT
fbSω ω = T Pα α       (15) 

Here 

1 1

1 1( 1 )( 1 )
= =

⎧ ⎫⎡ ⎤⎪ ⎪= − −⎨ ⎬⎢ ⎥
⎪ ⎪⎣ ⎦⎩ ⎭
∑ ∑

c N
m T T
ij i N i N

i j
P K u K

N N
β β  (16) 

where K  is kernel matrix and its elements: 

( , )=ij i jK K x x . 

Using Eq.(8), (10) and (13) we get 

Φ =T T
fwS Qω ω α α       (17) 

Here 

( )
1

1
=

⎡ ⎤= − − +⎢ ⎥
⎣ ⎦
∑

c
T T T T T
i i N i i

i

Q K U v v v Kβ β β β  (18) 

where 

1

2

...

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

m
i

m
i

m
iN

u
u

U

u

 , 1 2( , ,..., )= m m m T
i i iNv u u u . 

Combining Eq.(15) and (17), Eq.(9) is equivalent to the 
following equation: 

=
T

KFFC T

PJ
Q

α α
α α

       (19) 

In order to maximize Eq.(19), we can apply the Lagrange 
multiplier methods. Thus, we respectively have 

=P Qα λ α           (20) 

where λ  may be taken as the largest eigenvalue of 1−Q P . 

∑

∑ ∑

N
m
ij N

j=1
i N N

m m
ij ij

j=1 j=1

1 u 1 - λv
N

β =
u - λ u

     (21) 

1 2=iju F F        (22) 

where 

1

1
1

( ( )( )

1 1( 1 )( 1 ) )
−

−

= − − −

− −

T T T
i j i j

T T T m
i N i N

F K h h K

K K
N N

λα β β α
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2
1

1
1

( ( )( )

1 1( 1 )( 1 ) )

=

−
−

= − − −

− −

∑
c

T T T
k j k j

k

T T T m
k N k N

F K h h K

K K
N N

λα β β α

α β β α
 

Here ( )(0,0,...,1 ,...,0)= T
j jh . jh  is a column vector and in 

addition to No. j  element be 1, the rest are 0. 

From the above analysis, KFFC clustering algorithm is 
described as the following steps. 

Algorithm KFFC 
Step 1. Select kernel function and its parameters to 

computer K ; 

Step 2. Give the threshold ε , ε >0. Initialize iju  and 

iβ  using K-means; 

Step 3. Compute ,P Q  using Eq.(16), Eq.(18) 

respectively; 
Step 4. Compute the largest eigenvalue λ  and the 

corresponding α  using Eq.(20); 
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Step 5. Update iβ  and ijμ  using Eq.(21), Eq.(22) 

respectively; 

Step 6. Compute KFFCJ  using Eq.(19). If the change of 

KFFCJ  is smaller than ε , output the clustering result and 

then terminate, otherwise back to Step 3. 

IV. EXPERIMENTAL RESULTS 

In this experiment, FFC and KFFC are applied in 
ring-shaped simulated data shown in Fig. 1. Here we use 
Gaussian RBF kernel 

2

2( , )= exp( )
2

−
= − i j

ij i j

x x
K K x x

σ
   (23) 

 

Fig. 1. Ring-shaped data 
The clustering results from FFC and KFFC on these data 

are shown in Fig.2 and Fig.3 respectively. It is obvious that 
FFC cannot separate the ring-shaped data while KFFC can 
do it very well. 

From above experimental results, FFC cannot solve the 
linear non-separable problem, and we extend FFC to a 
nonlinear model, called KFFC. With kernel methods, KFFC 
can deal with the linear non-separable problem better than 
FFC. 

 

Fig. 2. FFC result 

 

Fig. 3. KFFC result 
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Abstract—Protein structure prediction, known as an NP-complete 
problem, is one of the basic problems in computational biology. To 
get an efficiency approach of protein structure prediction with Toy 
model, a new algorithm structure based on quantum-behaved 
particle swarm optimization (QPSO) structure is suggested, which 
is named as multiple-layer QPSO (MLQPSO). In this structure, 
population of each generation is divided into elite sub-population, 
exploitation sub-population and exploration sub-population, 
respectively using different strategies, sequentially leading to 
improve the ability of local exploitation and global exploration. 
Subsequently, the algorithm to predict the structure prediction is 
evaluated by artificial data and real protein. The experiment shows 
the MLQPSO is a feasible and efficient algorithm. 

Keywords: quantum-behaved particle swarm optimization, 
Toy model,  protein structure prediction 

I.  INTRODUCTION  
Protein is a major life activity bearer and its functionality 

depends mostly on its spatial structure, so the spatial 
structure of the protein has an extremely important 
significance[1]. Protein molecule is the peptide chain which 
is composed of more than 20 kinds of amino acids through 
the covalent bonds connected, these peptides on how to form 
a certain spatial structure of protein molecules are still 
unresolved issues in biology[2]. Biochemists currently used 
NMR and x-ray crystallography to measure the spatial 
structure of proteins. However, these techniques require not 
only ultra-high-purity protein crystals but also the expensive 
equipment, a long-period structure determination. Therefore, 
it is costly, time-consuming and labor-intensive.  

With the completion of genome sequencing, it is urgent 
to develop a method of predicting protein structure according 
to the amino acid sequence information and function. To 
solve this problem, it is efforts in two ways. The first is to 
simplify physical models and mathematical models and the 
second is to look for protein structure prediction of the global 
optimization method, which is a study of scientists have an 
important long-term effort.[3-5] 

Scientists have proposed a series of models; HP model is 
one of the typical.  The H on behalf of hydrophobic while the 
P on behalf of polarity, as is hydrophilic. The protein 
structure is determined on the basis of its hydrophilic and 
hydrophobic properties. HP models are primarily divided 
into two categories, one is the HP lattice model proposed on 
[6]  and the other is the non-lattice HP model proposed 

on[7], namely, Toy model. But in the former model the role 
of the adjacent hydrophobic residues and the angle must be 
limited to rectangular or straight angle, in the latter the role 
of the adjacent hydrophobic residues is allowed to be the 
arbitrary angle. Therefore the Toy model can better reflect 
the natural properties of real proteins. But the potential 
energy function Toy model constructed is highly nonlinear 
and contain very large number of local minimum points[8], 
which formed a typical NP hard problem. Thus it is 
necessary to find a global searching for the problem. 
Scientists have used a variety of ways, such as genetic 
algorithm[9], neural networks[10], simulated annealing [4] , 
particle swarm optimization[11] and so on, but there is also a 
certain lack of, this article will use the MLQPSO to reach the 
solution of  the problem. 

In the improved QPSO, each generation is divided into 
elite sub-population, exploitation sub-population and 
exploration sub-population, respectively using the fine-
tuning strategy, QPSO and exploration strategy, sequentially 
leading to improve the ability of local exploitation and global 
exploration. Then we perform simulation with MLQPSO and 
experimental results show that, MLQPSO can find the 
ground state of the toy model and ultimately arrive at a two-
dimensional map of protein structure. 

This paper is organized as follows: we firstly present the 
background information about the protein structure 
prediction, Toy model and QPSO [12-14]. Section II 
presents a brief introduction to the Toy mode. We describe 
QPSO and MLQPSO algorithm in Section III. Simulation 
environments and tools are described in Section IV followed 
by evaluation results. Finally, conclusions and future work 
are drawn in Section V.  

II. THE TOY MODEL  
In Toy model proposed by Stillinger [7], twenty kinds of 

amino acids were divided into two categories: class A and B 
representing hydrophobic and hydrophilic, and in-plane bond 
length to connect the unit to form a linear chain of the 
protein. An n-residue protein sequence consisting of, there 
are n-2 angles θ2, θ3 ... θn-1, as shown in Fig. 1. Where θi is 
the angle between the adjacent peptide bond,-π ≤ θi ≤ π, θi is 
0 denote adjacent three amino acids in the same has been 
online, θi is positive denotes counterclockwise rotation. 

Toy model does not take into account the interaction 
between molecules, which is expressed as the main chain 

tu

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

978-0-7695-4110-5/10 $26.00 © 2010 IEEE

DOI 10.1109/DCABES.2010.26

92



θ2

θ3

θ8

θ

θ4

θ5

θ7

 
Figure 1.  The formation of several consecutive residues on the 

protein sequence in the plane 

bending potential interaction with non-binding residues 
combined. a set of variables ξ1, ξ2 ... ξi ... ξn are used to 
represent A and B, ξi = 1 on behalf of residue i of A, ξi =-1 
on behalf of residue i to B. Ultimately in the n-residue 
protein  the potential energy function Ф can be expressed as: 
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V1 is simple trigonometric function on the θi: 
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Therefore, using Toy model for protein structure 
prediction can be transformed into a problem of seeking the 
ground state of Toy model to meet the minimum potential 
value through a group of appropriate θi. 

 

III. QPSO ALGORITHM AND IMPROVEMENT 
Particle Swarm Optimization (PSO) algorithm is an 

evolutionary optimization technique originally introduced by 
Kennedy and Eberhart [15], which has been successfully 
applied in many fields. But the main disadvantage of PSO is 
global convergence cannot be guaranteed[16]. Early 
concepts of a global convergence guaranteed PSO, as well as 
Quantum-behaved particle swarm optimization (QPSO) [12-
14].  

A. Quantum-behaved particle swarm optimization 
In Quantum-behaved Particle Swarm Optimization 

(QPSO), a global point called Mainstream Thought or Mean 
Best Position of the population is introduced into QPSO. The 

global point, denoted as C, is defined as the mean of the 
personal best positions among all particles. 
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    (6) 

Where M is the population size and iP  is the personal 
best position of particle i. Then the value of L and the 
position can be calculated by (7) and (8) 

)()(2 tXtCL ijij −⋅= α                     (7) 

)/1ln()()()1( utXtCptX ijijijij ⋅−⋅±=+ α              (8) 
The parameter α  is known as the Contraction-Expansion 

(CE) Coefficient.  It can be tuned to control the convergence 
speed of the algorithms. The PSO algorithm with (8) is 
called the Quantum-behaved Particle Swarm Optimization 
(QPSO). 

Since the search scope of each particle in QPSO is DR  
space, the sampling space of QPSO in the each iteration is 
also DR , which definitely covers the feasible solution space. 
By criterion of a global convergent algorithm[17], we can 
conclude that QPSO is of global convergence. 

The Quantum-behaved Particle Swarm Optimization 
(QPSO) algorithm is described as follows. 
1). Initialize an array of particles with random position and 

velocities inside the problem space. 
2). Determine the mean best position among the particles 

by  (6) 
3). Evaluate the desired objective function (for example 

minimization) for each particle and compare with the 
particle’s previous best values: If the current value is 
less than the previous best value, then set the best value 
to the current value. That is, If )()( ii PfXf < then 

ii PX =  
4). Determine the current global position minimum among 

the particle’s best positions. 
That is: ))((minarg

1 iMi
Pfg

≤≤
=     (M is the population size) 

5). Compare the current global position to the previous 
global: if the current global position is less than the 
previous global position, then set the global position to 
the current global. 

6). For each dimension of the particle, get a stochastic 
point between idP  and gdP : 

)(,*)1(* randPPp gdidid =−+= ϕϕϕ           (9) 
7). Attain the new position by stochastic  (8): 
8). Repeat steps 2- 7 until a stop criterion is satisfied OR a 

pre-specified number of iterations are completed. 

B. MLQPSO 
In the MLQPSO, the main improvement is the location of 

the particles using the fine-tuning strategies and exploration 
strategy. MLSPO structure is divided into three separate sub-
populations which are the elite, exploitation and exploration 
after sorting particles. The three sub-populations update the 
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TABLE 1. THE MINIMUM OF ARTIFICIAL POLYPEPTIDE CHAIN IN THE 
TOY MODEL 

sequence Φ sequence Φ 

AAA -0.8664 BABB -1.219224 

AAB 0.0314 BBAA -0.328024 

ABB 0.0314 BBBA -0.5116 

BAB -0.1402 AAAA -0.435715 

BBB -0.1402 AABA -0.2179 

AABB -0.9663 AAAAA -2.9612 

ABAB -0.9564 AAAAB -1.6021 

ABBA 0.0054919 AAABB -0.6012 

BAAB -0.3068 AABAB -1.3574 

BABA -0.2132 AABBB 0.0741 

ABAAA -1.465 BBABA -1.4525 

ABABA -2.1041 BAAAA -1.5094 

ABABB -0.705 BAAAB -0.6014 

BBAAA -1.4741 BBBBB -0.6283 

 

A C B 

i+1 i 

i+3 i+2 

i+4 i+5 

i i+1 

j j+1 

i i+1

j j+1

Figure 2. Toy model of two-dimensional folding structure: A for 
the α-helix, B for the reverse β-sheet, C for the positive β-sheet. 

particle positions by the fine-tuning strategies, QPSO and the 
exploration strategy respectively  

The QPSO algorithm, when the solution space dimension 
is large, is very difficult to reach the global optimum location 
by  (7) , maybe present in some dimension of the optimal 
location of particles to achieve a more optimal solution has 
been the location of the appropriate dimensions, Therefore, 
by  (8) is very difficult for particles to reach the global 
optimum location. To improve the algorithm accuracy, the 
location of the elite population needs to adjust for local fine-
tuning according to (10). 

()*)(*001.0 randafxx ii +=                   (10) 
Where rand () and a  is uniformly distributed random 

number between 0 and1, the coefficients f ( a ) is as (11): 

⎩
⎨
⎧

≥
<−

=
5.01

5.01
)(

a
a

af                            (11) 

For the exploitation sub-population evolutionary 
MLQPSO updates the exploitation of sub-populations of 
particles by the QPSO standard (6) (7) (8). 

Algorithm is easy to fall into local optimal solution of the 
main reasons is because of all the particles in the late 
evolution is concentrated in a localized area can not be out 
of. Therefore, particles with high fitness value in the 
previous population are replaced by particles generated by 
random search in order to enhance the diversity. MLQPSO 
updates the exploration of sub-populations by the exploration 
strategy which is a random search guided random search, is 
not the blind random search; this paper defines the following 
functions: 

)(*()* afrandRxx gbesti +=          (12) 
Where, gbestx  indicated that the optimal location of the 

current population, R said radius of random exploration, 
rand() is a random number between 0 and 1, f (α) with (11) 
the same. 

Using the MLQPSO algorithm, combined with Toy 
model, respectively, the artificial data and real proteins are 
calculated and analyzed. . 

The template is used to format your paper and style the 
text. All margins, column widths, line spaces, and text fonts 
are prescribed; please do not alter them. You may note 
peculiarities. For example, the head margin in this template 
measures proportionately more than is customary. This 
measurement and others are deliberate, using specifications 
that anticipate your paper as one part of the entire 
proceedings, and not as an independent document. Please do 
not revise any of the current designations. 

IV. EXPERIMENTS AND RESULTS 
Based on Toy model, we perform multiple experiments, 

using QPSO and improved algorithms to predict protein 
folding structure, and compare the results with the literature 
[8, 18]. Simulation experimental conditions: Intel Pentium D 
820 2.8GHz (CPU), 2GB DRR2/667MHz (RAM), Window 
XP (Operation System), Matlab7.8. 

 

A. For the experiment of artificial proteins 
We are targeting two types of artificial protein 

experiments, the first to use with [8, 18]  the same data 
calculated in order to examine whether the algorithm can 
find the potential lowest point with QPSO. To this end, we 
first selected a number of short artificial sequences and 
performed 50-times iterative calculations. In Table1 we can 
see the use of models QPSO can get the minimum. 

To determine QPSO ways to get the right protein folding 
structure, this paper refer to Fig. 2 in the α-helix and β-sheet 
structure of the standard, respectively, of the sequence 
“AABABB" and "AAABAA" is solved, Fig. 3 shows, the 
results show that the QPSO can be folded α-helices and β 
accurate forecasts and the effect of higher. 

In the experiment, this paper takes KD methods to 
distinguish the true protein 20 amino-acid hydrophobic and 
hydrophilic residues, namely, I, V, L, P, C, M, A, G for 
hydrophobic residues, D, E, F, H , K, N, Q, R, S, T for the 
hydrophilic residues[19]. From Fig. 3 starting this paper, 
solid round, said hydrophobic residues with hydrophilic 
residues, said hollow circle. 
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TABLE 2. THE LOWEST POINT OF THE POTENTIAL ENERGY BY 
PERFORMING ALGORITHMS 

 SA PSO M-QPSO 
1AGT -17.362815 -19.616866 -19.7691 
1AHO -14.961273 -15.19101 -16.0173 

TABLE 3. THE RUNNING TIME OF ALGORITHMS. 
 SA PSO M-QPSO 

1AGT 12,065s 8,376s 8,195s 
1AHO 15,832s 10,149s 9,816s 
 

A

B

 
Figure 4.  A is the minimum potential energy conformation Map of 

1AGT, where θi is {112.796，59.535，3.901，110.176，-47.799，
109.306，-47.764，109.571，-76.806，84.772，7.877，-110.772，-

21.532，59.868，111.932，7.198，16.096，30.307，8.274，3.872，-
110.999，28.504，-24.088，-17.581，-23.167，111.532，59.660，
53.667，28.913，-3.380，-23.588，24.431，-111.101，-7.478，-

111.463，32.659}. 
B is the minimum potential energy conformation Map of 1AHO, where θi 
is {-0.613，-3.492，20.746，-110.372，51.844，17.270，-17.148，-
32.857，-11.560，-108.867，-30.481，46.455，-47.505，-62.834，
68.007，42.771，2.882，-15.031，28.709，-110.170，102.413，

59.989，46.726，-8.351，5.353，23.194，53.173，-32.230，110.252
，-104.278，-26.104，10.790， 105.543，-109.945，-14.870，11.464
，-3.211，-100.631，-4.073，19.511，-9.479，39.639，-111.786，-

59.617，60.293，111.394，-98.871，-2.949，14.819，-5.598，-
20.896，4.374，-17.884，-104.328，-57.043，-2.984，12.324，

17.608，111.013，-10.029，-111.089，-12.749 

B. For the experiment of real proteins 
For the purpose of comparison, this paper also uses the 

same 1AGT and 1AHO with the literature[11, 20] as 
examples of a natural protein, protein sequences were from 
PDB database (http://www.rcsb.org/pdb/home/home.do). 

1AGT and 1AHO are obtained from the PDB database 
and their folding structure predicted by the web server: 
STRIDE[21, 22], and stated as follows:  

The first line is the sequence of the amino acids; the 
second line is the corresponding secondary structure. 
1    GVPINVSCTG SPQCIKPCKD                         20 

  EEEEEE     T TTTHHHHHHH 
21   AGMRFGKCMN RKCHCTPK                                 38  

 H   EEEEEEET TEEEEEE                             
1AGT by a total of 38 residues contains an α-helix, and 3 

of β-sheets. 
1    VKDGYIVDDV NCTYFCGRNA YCNEECTKLK  30    

   EEEEBBTTT   T    B B        HH HHHHHHHH                                                                                  
31  GESGYCQWAS PYGNACYCYK LPDHVRTKGP   60    

EEEEEEEE TTEEEEEEEE ETTTT    B 
61  GRCH                                                                             64           

                                                                 
1AHO by a total of 64 residues contains a α-helix and 

three β-sheets. 
By MLQPSO iteration, we have been folded structure 

shown in Fig. 4 below: 
In order to evaluate the effect of QPSO in the calculation, 

we have the potential energy minimum (in table 2) and 
search time (in table 3) by the simulated annealing [4] and 
the PSO [11] compared. 

The results show that, in protein folding structure 
prediction, QPSO than the SA and PSO Algorithm in 
computing the results and computing time demonstrate 
significant advantages and Toy model can show a real 
protein folding structure but differ slightly from the results of 
the website strider, Therefore, the forecast accuracy of Toy 
model needs to be further enhanced. 

 

V. CONCLUSION 
QPSO is the absolute solution for the global search 

problem, but its disadvantages are equally marked. In this 
paper, we propose improvements to QPSO, known as 
MLQPSO, which is to get the better results about the lowest 
point of the potential energy and the running time of 
algorithms by stratifying the each iteration into three layers. 
Clearly it shows that such improvements are feasible and 
make sense. In our future work, we will further consider seek 

 
A                              B 

Figure 3.  The results of test sequences: A as a "AABABB" folded 
state when the potential reach the minimum; b as "AAABAA" folded 

state when the potential reach the minimum. 
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further improved for QPSO both in algorithm and 
applications. 
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Abstract—In recent decades, multi-objective evolutionary 
algorithms (MOEAs) are developed as powerful tools to solve 
multi-objective optimization problems. While the diversity of 
Pareto front (PF) plays an important role in the performance 
evaluation of MOEAs, various diversity preservation strategies 
(DPS) have been developed. In this paper, a novel approach 
that inspired from the crowding distance technique is proposed 
to maintain the diversity of solutions in multi-objective 
problems (MOPs) with quite different spans of value range. In 
order to improve its performance, this approach is applied in a 
well-know MOEA NSGA II by replacing its original DPS. 
According to 3 test MOPs, the modified NSGA II shows a 
better diversity and distribution in the PF compared with the 
original version. Furthermore, the influence of the spans of 
value range on the performance of original DPS in NSGA II is 
discussed and the robustness of the new DPS is illustrated. 

Keywords- Multi-Objective Evolutionary Algorithm; 
crowding distance; diversity preservation;  NSGA II 

I.  INTRODUCTION 
In many real-world engineering problems, there are 

various design objectives need to be optimized at the same 
time. For example, maximize the performance and 
robustness while minimize the cost, power dissipation 
etc[12].  However, the optimum of each objective always 
can’t be achieved concurrently. That means some of the 
objectives are conflicting. Thus, the solution of a multi-
objective problem should be a set of non-dominated 
solutions in the PF rather than a single one. The urgent need 
for complex MOP solving in real-life engineering 
dramatically promotes development of multi-objective 
optimization in theoretical and practical aspects. In recent 
years, the Computational Intelligence approaches like 
evolutionary algorithms (EAs) was introduced for solving 
multi-objective problems obtains and became more and more 
popular[13]. Various highly efficient MOEAs have been 
developed by researchers[8][9][10][11]. At present, some 
representative ones among them include the NSGA II which 
proposed by Deb ect.[1], NPGA by Horn and Nafpliotis 
ect.[2], SPEA2 by Zitzler and Thiele[3],  PAES by Knowlets 
ect.[4] and MGAOO by Coello[5].  

Diversity of non-dominated solutions is always 
considered as one of the most significant aspects to evaluate 
the performance of MOEAs. A broader distribution of 
solutions in the PF provides more choices for decision 

makers. Therefore, the mechanism to maintain the diversity 
of solutions in order to avoid the prematurity in multi-
objective optimization is indispensable. Nowadays, some 
related methods have been roughly divided in to five 
categories, that is, niche technique, information entropy, 
crowding density, hyper-grid, clustering analysis[6][7]. The 
new strategy for diversity maintenance specified in this paper 
is inspired from the crowding density technique introduced 
by Deb’s NSGA II. 

That original DPS in NSGA II can effectively adjust the 
distribution of the population (the set of solutions) in the 
objective space, meanwhile it represents the interrelationship 
of nearby individuals (a single solution)[7]. Hence, it’s very 
appropriate for regulating the distribution of the population 
during the evolutionary procedure. Moreover, its calculation 
process is free from any predefined parameter which makes 
it much easier to be handled than niche technique and hyper-
grid. Meanwhile, there are several disadvantages for this 
DPS as well. For example, the static calculation process can 
be a matter. When several individuals are close among each 
other, their crowding distance values are relatively small and 
all of them may be deleted in the elitism. This situation will 
result in big gaps in the PF and degrade the distribution. 
Some improvement to overcome this problem has been made 
in [10]. 

In the remainder of this paper, we will briefly mention 
the crowding distance technique in NSGA II and discuss its 
difficulty to maintain diversity for a specific multi-objective 
optimization problems in Section II . Thereafter, in Section 
III, a modified method is proposed to solve this problem. In 
Section IV, some simulation results are showed and the 
superiority of the new method over the original one is 
highlighted. Finally, in Section V, we outline the conclusion 
of this paper. 

II. THE CROWDING DISTANCE AND ITS LIMITATION 

A. Crowding Distance in NSGA II 
The DPS based on crowding distance in NSGA II is 

discussed below. In this approach, the population is firstly 
divided into several levels through non-dominated sorting 
with a rank value to each level.  During binary tournament 
selection and elitism, the individuals in the same level with 
large crowding distance will be selected and preserved on 
account of diversity consideration. It is obvious that the 

o
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individual with greater crowd distance gets a smaller crowd 
density and locates in the sparse areas. 

Given that P[i]distance stands for the distance of the thi  

individual, and P[i].m  is the objective value of the  thi  

individual in the thm  objective, then we get: 

 )].1[].1[(][
1

tan kiPkiPiP
r

k
cedis −−+=∑

=

 (1) 

where r represents the number of objectives in the MOP. It is 
noticeable that the objective values in (1) have been 
ascending sorted prior to the calculation. 

The pseudo code for crowding distance calculation in 
NSGA II is listed below: 

Crowding-distance-assignment(P)           
 //P is the solution set of a certain floor 
{ 
N=|P|;                                   
 // N is the number of solutions in P 
for each i ,P[i]distance=0;                   
//initialize distance to be zeros 
 for each objective m 
//calculation for each objective as follows: 
  { P=sort(P,m);                        
 //sorting for objective m 
   for i=2 to (N-1)                     
 // calculate crowd distance for non-boundary points 
  P[i]distance =P[i]distance +(P[i+1].m-P[i-1].m)  
}end for objective m 
P[0]distance =P[N]distance =∞;     
 // make the boundary points be selected always 
} 

B. Case Study 
An example is illustrated to discuss the limitation of the 

original DPS method mentioned above. Let us take account 
of a two-objective minimization problem. The objective 
values of five individuals in the same level after non-
dominated sorting are listed in Tab. I. 

TABLE I.  OBJECTIVE VALUE OF THE INDIVIDUALS 

 P1 P2 P3 P4 P5 

f1 0.1 0.5 0.8 0.81 0.82 
f2 10 8 3 0.25 -4.7 

 
It is obvious that: 

P[1].1<P[2].1<P[3].1<P[4].1<P[5].1                    (2) 
P[1].2>P[2].2>P[3].2>P[4].2>P[5].2                    (3) 
As they are non-dominated among each other, it is 

feasible to put them in the same level after non-dominated 
sorting. Thus, we can calculate the crowding distances for 
them according to the previous method in section II.A. The 
results for each individual are listed as follows. 

P[1]distance=∞; P[2]distance )].1[].3[(
2

1
kPkP

k
−= ∑

=

=7.7; 

 
Figure 1.  an example for crowding distance calculating 

P[3]distance=8.06 ;P[4]distance=7.72; 
P[5]distance=∞; 
We can easily get the following relationship: 
P[1]distance 

=P[5]distance >P[3]distance>P[4]distance >P[2]distance                      
(4) 

Considering that only four individuals can be preserved 
in the elitism, it is obviously that P[2] with the lowest 
crowding distance will be discarded from the population. 
However, from Fig.1 we may intuitively find out that P[2] 
has the lower crowding density when we maps them to the 
Objective 1, since the P[3], P[4] and P[5] are too close to 
each other. For Objective 2, the provides a comparable 
crowding density with P[3] and P[4], though it is slightly 
numerically smaller. So it would be unreasonable to get rid 
of P[2] at first, because it outstandingly performs in 
Objective 1. Due to the numerical summation approach, the 
DPS based on crowing distance can be much biased to the 
solution distribution in Objective 2, and it can’t take into 
fully account the contribution of Objective 1. The cause for 
such inequity is that the span of objective value range in 
Objective 2 is much larger than that in Objective 1. From 
Fig.1 we can get the span of function value range for 
Objective 2: 10-(-4.7) = 14.7, and for Objective 1: 0.82-0.1 = 
0.72. This results in that the influence on the density from 
Objective 2 is magnified while that derived from Objective 1 
is reduced. 

III. A NEW METHOD FOR DIVERSITY PRESERVATION  
According to the example demonstrated above, when the 

spans of function value range in each objective are with 
different magnitudes, directly applying the crowding 
distance approach mentioned above may cause unsound 
performance for diversity preservation. Generally, to solve 
this problem, the normalization of each objective function by 
mapping to the comparable spans of value range will be 
conducted. But in most cases, the maxima and minima of the 
objective functions are hard to be calculated. So we can’t 
acquire the exact function value range. Besides, the form of 
the functions is much too complex. The objective functions 
can be highly nonlinear and incontinuous in the search space. 
Therefore, it is quite difficult to apply normalization.  

f2

f1 
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To avoid the inconvenience by normalizing of various 
objective functions, we propose a novel DPS based on the 
crowding distance approach. Instead of summing up the 
numerical crowding distance value in each objective, this 
new method integrates the rank number of the crowding 
distance in each objective to measure the relative distance of 
solutions in the objective space. 
Definition: the result of  P[i+1].k - P[i-1].k in the original 
crowding distance approach is defined as the local distance 
of the thi  individual on  objective thk , denoted by △[i].k. 

Now, we calculate the relative solution distance in the 
process below: 

(1). sort the function values P[i]  in ascending order for 
each objective. 

(2). compute the local distance of the individuals on 
every objective. 

(3). sort the local distance on each objective separately. 
(4). for each individual, sum up its local distance rank 

number on every objective, and regard the summation as the 
relative distance value. 

As the relative solution distance is independent from the 
span of function value range, it can balance the effect of 
every objective on the diversity of solutions. In the case that 
the relative distance values of some individuals are equal, an 
approach based on the comparison of numerical crowding 
distance among these individuals will be applied to adjust 
their relative distance value. 

The pseudo code for this new method is showed as 
follows: 

Crowding-distance-assignment(P)  based local distance 
{ 
N=|P|;                                  
//size of solution set in P. 
for each i , △[i] =0; P[i]newdistance  =0;           
// initialization, P[i]newdistance is the new crowding distance 
   for each objective m                  
 //  operations on each objective 
   { P=sort(P,m);                        
// sorting for objective m 
    for i=2 to (N-1)                      
// for non-boundary points 
    △[i].m =P[i+1].m-P[i-1].m           
 //record of the local distance on objective m 
△[1].m=△[i].m=∞; 
[Q,position]=sort(△[i].m)          
//sort and save the original locations 
for j=1 to N 
{  P[position(i)]newdistance=P[position(i)]newdistance +i;     
//the distance plus i as the order is i 
} 
end for objective m 
} 
Use this new diversity preservation strategy to analyze 

the date in Tab.1. Local densities of every individual are as 
below: 

△[1].1=∞, △[2].1=0.7, △[3].1=0.31, △[4].1=0.02,   
△[5].1=∞; 

△ [1].2=∞ , △ [2].2=7, △ [3].2=7.75, △ [4].2=7.7,        
△[5].1=∞. 

Then, sort the local distance on every objective, and sum 
up the rank number of every individual on every objective. 
Therefore, the final relative distance of every individual are: 
P[1]newdistance=P[5]newdistance=8, P[3]newdistance=5, 
P[2]newdistance=4, P[4]newdistance=3. So the relative distance of 
P[4] is smallest, which is the one that is deleted at first. 
Therefore, the new method can overcome the problem that 
the original crowding distance technique can’t solve. 

IV. SIMULATION RESULTS AND ANALYSIS 

A. Test Examples and Results 
A set of specific test problems is listed in Tab. II. 

TABLE II.  TEST EXAMPLES 
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Among the MOPs above, MOP1 is reconstructed based 

on conventional functions, and MOP2 is called Rendon 
function proposed by Valenz-uela, Rendon and Uresti 
Charre, and MOP3 is called Binh(2) function introduced by 
Binh and Kom[7]. One significant characteristic of these test 
problems lies in the great variance of the spans of function 
value range on each objective. All the problems have two 
objective functions and none of them take normalization into 
consideration.  

TABLE III.  THE PARAMETER SETTINGS 

Population 
Size 

Mutation 
Probability 

Cross 
Probability 

Generation 

100 0.05 0.9 50
 
The NSGA II combined with ranking integration DPS is 

labeled as modified NSGA II for short. To verify the 
performance of the proposed DPS, both NSGA II and the 
modified NSGA II are running with the parameter settings in 
Tab. III. Results are as below in Fig. 2-7. For each pair of 
figures, the left one shows the PF while the right one 
illustrates the distribution of decision 
variables.

 
Figure 2.   the result for MOP1 by NSGA II 
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Figure 3.  the result for MOP1 by modified NSGA II 

 
Figure 4.  the result for MOP2 by NSGA II 

 
Figure 5.  the result for MOP2 by modified NSGA II 

 
Figure 6.  the result for MOP3 by NSGA II 

 
Figure 7.  the result for MOP3 by modified NSGA II 

From the experimental simulations above, we can find 
out that the modified NSGA II shows better performance for 
diversity preservation than the original NSGA II when 
dealing with the MOPs with various spans of function value 
range. In MOP1, the value of decision variables mainly 
congregate in the interval (0, 3) after iterations by NSGA II, 
while the ideal result should be the uniform spread of 
decision variables in the interval [0, 5]. Obviously, the 
modified NSGA II demonstrates better performance with a 
more uniform distribution in the feasible decision space. The 

results of MOP2 and MOP3 also show the improved 
diversity performance by modified NSGA II. 

B. Tests for Sensitivity 
Next, we take MOP1 and MOP2 for instances to measure 

the sensitivity of the crowding distance DPS on the span of 
the function value ranges. The two test problem both has two 
objective functions with different spans of value range. The 
long span is proportionally reduced by division while the 
short span keeps intact. We set the maximum ratio of the 
long and short spans at 10, 5, 2 respectively, and then test the 
modified problems. Please note that the value range of the 
functions can’t be determined beforehand. This is the reason 
why we can not normalize all the spans of the function value 
range at first and then directly use the original DPS in NSGA 
II. 

TABLE IV.  MODIFIED TEST PROBLEMS 

MAX RATIO OF 
THE SPANS 

MOP1 MOP2 

10X 
)2()2(

5.2/)1()1(
'

'

ff

ff

=

=  
4/)2()2(

)1()1(
'

'

ff

ff

=

=

5X 
)2()2(

5/)1()1(
'

'

ff

ff

=

=  
8/)2()2(

)1()1(
'

'

ff

ff

=

=

2X 
)2()2(

5.12/)1()1(
'

'

ff
ff

=
=  

20/)2()2(

)1()1(
'

'

ff

ff

=

=

 

 
Figure 8.  contrast of MOP1 in solution space with different ratio 

From the simulation results, it’s obviously that the 
diversity performance of the original DPS in NSGA II 
enhances as the variance of spans of function value range is 
reduced. The performances of the NSGA II and the modified 

Modified NSGA II NSGA II 
MOP1 contract in solution space (ratio=10X) 

NSGA II Modified NSGA II 

NSGA II 

MOP1 contract in solution space (ratio=5X) 

Modified NSGA II 
MOP1 contract in solution space (ratio=2X) 
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Figure 9.  contrast of MOP2 in solution space with different times 

NSGA II are almost the same when the max ratio of the 
spans is less than 2. Thus, we can conclude that the original 
crowding distance method in NSGA II is sensitive to the 
span of function value range, and the method we proposed is 
more robust and suitable for real-life engineering application 
with objective functions in highly different dimensions. 

V. CONCLUSION 
The paper focuses on a kind of MOPs whose diversity of 

solutions may not be well preserved by original crowding 
distance estimation. In these problems, the spans of the 
function values are quite different over multiple objectives. 
Through a case study, we analyze the shortcoming of 
directly using crowding distance introduced in NSGA II to 
evaluate density theoretically. Then a modified method 
based on the ranking of local crowding distance is proposed 
to address the issue. From comparison of the experimental 
results on NSGA II and the modified method, we can see 
that the new method does help to overcome the disadvantage 
of NSGA II in this kind of problems. 
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Abstract—In order to solve the multiple supply chains design 
(MSCD) problem with two dimensional cooperation, a across-
chain horizontal cooperation model with two supply chains is 
used in this paper. Through hybrid genetic algorithm and 
software tools Matlab & Lingo, the MSCD problem with two 
dimensional across-chain horizontal cooperation can be 
rationally solve. For illustration, a example test is utilized to 
show the feasibility of the MSCD. Empirical results show that 
there exists strong correlation between multiple supply chain 
optimal design and proportion of items allocation, and that 
minimal cost of MSCD with horizontal cooperation can be 
reached. When the vertical cooperation item allocation 
proportion is 0.8, transportation variable costs have an effect 
on supply chain system design, but transportation fixed cost do 
not.  

Keyword-supply chain; across-chain design; horizontal 
cooperation 

I. INTRODUCTION 
Supply Chain Design (SCD) is the most important 

content in Supply Chain Management [1] [2]. There are 
roughly three levels of decisions in a supply chain: the 
strategic, tactical, and operational levels. Tragantalerngsak 
etc (2000)[3] and Amiri (2006)[4] analyzed the optimal 
design of supply chain system from the strategic level; 
Melkote (2001)[5], Chauhan & Nagi & Proth (2004) 
[6]established a three-level supply chain design model with 
manufacturer, distribution centers and customer from tactical 
and operational level; but Shen & Qi (2007)[7] integrated 
safety stock, inventory costs and VRP into supply chain 
design, replacing the original linear transportation routes for 
the nonlinear circuit.  

The literature discusses supply chain design approach 
from different aspects, but only based on the design 
construction of single supply chain, without considering the 
case of multiple supply chains design (MSCD) problem with 
two dimensional cooperation. Based on this, this paper 
establishes two single-chain cross-cooperation horizontal 
model, determine and optimize the  influence factors and 
validate the model through a numerical example.  

 
 

II. MAIN METHODOLOGY 
Under the conditions of duopoly, supply chain 

cooperation is two single supply chain cooperation, that is in 
the market, including two suppliers, two manufacturers and 
two retailers, they were formed two supply chain SC1 and 
SC2, in addition to each supply chain has a vertical 
cooperation with the upstream and downstream firm, there 
still exists horizontal cross-cooperation between the two 
single-chain. We use the following notation throughout the 
paper: Subscript style notation: i=set of products, i∈{1，2
，…，I}；j = set of supply chains j∈{1，2 }.  

Parameter variable: direct_cji means transportation prices 
from supplier to manufacturer of SCj for product i; cj means 
the total transport capacity of SCj for product i; direct_fji 
means fixed transaction costs from supplier to manufacturer 
of SCj for product i; mji means production costs per unit of 
SCj for product i; capji means production capacity per unit of 
SCj for product i; Mj means total production capacity of 
manufacturers of SCj; direct_pji means transport prices from 
manufacturer to retailers of SCj for product i; pj means the 
transport capacity of SCj for product i; direct_gji mean fixed 
transaction costs from manufacturer to retailer of SCj for 
product i; hji mean retailer's inventory capacity of SCj for 
product i; INVj means retailer's total inventory capacity of 
SCj ;di means total demand for product i on the terminal 
market; cross_cji means transport price for product i from SCj 
supplier to another SC manufacturer; cross_pji means product 
price for product i from SCj manufacturer to another SC 
retailer; cross_fji means fixed transaction costs for product i 
from SCj supplier to another SC manufacturer; cross_gi 
means fixed transaction costs for product i from SCj 
manufacturer to another SC retailer. 

Decision variables: vji=1, if supplier of SCj provides 
product i to another SC manufacturer, if not, vji=0; wji=1,if 
manufacturer of SCj provides product i to another SC 
retailer, if not, wji=0; uji=1,if supplier of SCj provides 
product i to manufacturer, if not, wji=0; zji=1,if manufacturer 
of SCj provides product i to retailer, if not, wji=0; xji means 
transport batch from supplier of SCj for product i to another 
SC manufacturer; yji means transport batch from 
manufacturer of SCj for product i to another SC retailer; α 
means the material assignment proportion between vertical 
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cooperation and horizontal cooperation is a :( 1-a); Without 
loss of generality, we taking into account the horizontal 
cooperation of mutual and reciprocal effect, assuming that 
each firm undertake operational in accordance with a weight 
coefficients. The problem can be formulated as: 

Objective Function: 
2 2 2

2 2 2

2 2 2

Min TC direct _ (1 ) cross_

direct _ (1 ) cross_ direct _

cross_ direct _ cross_

I I I

ji ji ji ji ji ji
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j i j i j i

x c x c m x
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α α

α α
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+ + +
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I
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{ }0,1jiz ∈ , { }0 ,1j iw ∈ , ,i j∀                      （12） 

Objective function consists of transport costs and fixed 
costs of vertical cooperation and horizontal cooperation 
between supplier and manufacturer, production costs of 
manufacturer, transportation cost and fixed transaction cost 
of vertical cooperation and horizontal cooperation between 
manufacturer and retailer; the Constraints of the model, (2) ~ 
(5) respectively represent the transport capacity, production 
and inventory capacity constraints, (7) ~ (8) respectively 
represent the supplier of different SC to meet the producers 
of all orders, (9) represent market demand constraints, (10) ~ 
(11) ensure the horizontal cross-cooperation of different SC 
always existed, (12) mean variable non-negative constraints 
and 0-1variable constraints. 

III. SOLUTION APPROACH 
The model is a 0-1 integer variable with mixed nonlinear 

programming problem, considering the advantage that the 
hybrid genetic algorithm has in solving complex nonlinear 
programming model, we use this method for solution.  

A. Code  design 
In the genetic algorithm, fixed transaction cost is 

represented by chromosome 0 or 1, adopting binary coding 
method to solve chromosome containing multiple types of 
decision variables. As shown in figure 1. 

 

Figure1. Chromosome Code design 
Each group of chromosome means a replenishment mode 

of horizontal cross-cooperation and corresponding to a linear 
programming model, Accordingly, the objective function TC 
can be decomposed into two parts, that is TC=tc1+tc2: 

1 _ (1 ) _

_ (1 ) _

J I J I J I
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J I J I
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B. The fitness function 
In any case, for better determining the reaction by fitness 

value of individuals in the community, we hope that the 
fitness value is bigger and better, in theory, we adopt a 
simple linear calibration method to determine the fitness 
value function, namely: Fi=Cmax -TCi,if TCi<Cmax ,Otherwise: 
Fi=0 (Cmax is a appropriately and relatively big positive 
value). If the linear programming model has not the optimal 
solution, the fitness value =0, it will not choose to crossover 
or variation, and not genetic to the next group. As shown in 
figure 2. 

Figure2. Crossover and variation operator 

C. Genetic operators: selection, crossover and variation 
Suppose the population size is NP, in order to prevent the 

precocious phenomena of genetic process, a new fitness 
genetic algorithm is given here, so that the probability (pc 
and pm ) of an individual selected can automatically adjust to 
the size values. 
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Fmax is the maximum fitness value of all population; Favg 
is the average fitness value of each population; F' is the 
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bigger fitness value of two individuals cross operation; F is 
the individual fitness value of cross operation; k1 ,k2, k3, 
k4∈{0,1}, general k1= k3= 1.0, k2= k4= 0.5. 

D. Algorithm steps  
Step1: Determine the initialization parameters. such as 

population size m; crossover rate pc; variation rate pm; 
maximum algebra M; the initial population solutions gi, 
G={g1,g2,…gm};the current algebra is CURRENT_GEN = 1;  

Step2: If population solution is feasible, witch to step 3, 
otherwise, discard the solution, and look for a new feasible 
solution;  

Step3: Calculate individual fitness value F(G');  
Step4: Sequence and adopt proportional selection 

strategy to determine the probability pi of individual is 
selected; Random generate kξ ∈U{0,1},when 

1

1
1 1

i i

i k i
i i

p pξ
−

−
= =

≤ ≤∑ ∑ , select the individual I, and put the 

father chromosomes in the matching pool;  
Step5: The crossover operation of the father chromosome 

in the pool with probability pc produces offspring groups;  
Step6: Select gene segment from the father chromosome 

in the pool and do a variation operation with probability pm; 
Step7: Judge the terminate conditions, if the current 

chromosome genetic number is M, output the optimal results, 
then the algorithm stops, otherwise, CURRENT_GEN + +, 
turn to step 3. 

IV. EXAMPLE ANALYSIS 

Consider two single supply chain, each have one 
supplier ,one manufacturer, one retailer and a common 
service terminal market, and market demand for two kinds 
of types of products, Assuming that in SC1, the producing 
capacity and transporting capacity of manufacturer are 1100 
and 360, the transport capacity of supplier is 360, the total 
storage capacity of retailer is 1080; in SC2, the producing 
capacity and transporting capacity of manufacturer are 1200 
and 375, the transport capacity of supplier is 360, the total 
storage capacity of retailer is 1150. Table 1 shows the actual 
assignment of each parameter variables, Matlab and Lingo 
tools are used to solve them.  

A. The influence of weight ratio on the SCS 
Give different weight coefficient a, the step long of 

weight coefficient is 0.05, then calculate the value of the 
decision variables and the objective function value in 
different weight coefficient. In the test, when 0.55≤ a ≤0.85, 
the decision variables values and the objective function value 
don't change greatly. But as a whole, the objective function 
value tends to decline with the increasing of a, as shown in 
figure3, the more the supply chain trend to vertical 
cooperation with upstream and downstream firms, and the 
higher the risk of horizontal cooperation is. 

To choose a better program from different a values, 
different total cost (TC) are divided by K. Generally 
speaking, the smaller TC/K is, the better the corresponding 

program, and vice verse when a = 0.8, (TC/K)min,= 3186.114 
. 

B. The impact of the related costs on SCD 
When a = 0.8, there is a need consider the change 

relation between transportation cost of supplier and the total 
cost , the change relation between transportation cost of 
manufacturer and the total cost ,and the change relation 
between transportation cost of and the total cost, which 
reflects the degree of vertical and horizontal cooperation of 
SC. As is shown in Figure 4 and 5, based on the longitudinal 
and horizontal cooperation, the change of transport costs 
unit from supplier or producers has a bigger impact on the 
total cost, but the change of transport fixed costs has a 
smaller impact on the total cost. Figure 6 shows the change 
relation between total transportation cost of all the link firms 
in the supply chain system and total fixed costs, the model 
sensitivity to the total transportation cost analysis is similar 
to the above. Therefore, unit transport costs is an important 
factors in the supply chain design based on the long-term 
vertical and horizontal cooperation, particularly the vertical 
unit costs change. while the vertical and horizontal 
transportation fixed costs has less impact on supply chain 
design. 

V. CONCLUSIONS 
In this paper, we have outlined a formulation of cross-

chain horizontal cooperation model with two supply chains. 
through hybrid genetic algorithm and software tools Matlab 
& Lingo, it is found that the material assignment proportion 
between vertical cooperation and horizontal cooperation is a 
:( 1-a). With the value (0.5≤ a ≤1) increasing, the total cost 
of supply chain system is trend to decline. But supply chain 
system is more inclined to vertical cooperation, not to the 
horizontal cooperation, and the risk of supply chain system 
will be also higher. Only if a = 0.8, can the total cost and the 
operation risk of supply chain system with horizontal cross-
cooperation model achieve the optimal status. In the near 
future, it's expected to consider adding certain service and 
competition constraints to this supply chain system design 
model. 
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              Figure3. Objective Function and a Coefficient                            Figure 4. (a =0.8) Supplier's Transportation cost and TC 
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Figure5. (a = 0.8 )Manufacturer's Transportation Cost and TC                Figure 6.( a =0.8) The Change of Transportation Cost and TC 
 

 
 

Table I.PARAMETER VARIABLE DATE 
Parameter direct_cji cross_cji direct_fji cross_fji direct_pji cross_pji
SCi (i=1,2) 1 2 1 2 1 2 1 2 1 2 1 2

Producti 
(i=1,2) 

1 10.5 10.0 11.5 11.0 120 110 130 120 10.0 10.5 11.0 12.0
2 14.0 13.5 15.0 15.0 150 145 180 170 12.0 13.0 13.5 14.0

Parameter cap_pji hji direct_gji cross_gji di mij
SCi (i=1,2) 1 2 1 2 1 2 1 2  1 2

Producti 
(i=1,2) 

1 1.5 1.5 1.0 1.0 90 95 110 115 350 32 31
2 3.0 3.0 3.0 2.5 140 150 160 160 380 38 37
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Abstract—Human conversation is the best example of loosely 
coupled distributed communication known to man. This study 
specifically considers those parts of the human conversation 
that show evidence of dynamism and attempts to model these 
parts with the objective of translating the knowledge of 
conversational dynamics into the domain of computerised 
distributed systems. The discipline of metaphorical modelling 
is adopted in order to create a communication framework that 
will maintain the aspects of dynamism and apply these design 
directives in distributed architectures.  

Keywords- Human Conversation, Distributed Systems, Petri 
Nets, Conversatinal Dynamics. 

I.  INTRODUCTION 
During the course of investigating distributed 

communication models, we found out that using purely 
mathematical and simulation techniques are not sufficient to 
model the many aspects of dynamism in complex systems 
[1], [2], [3]. The significance of dynamism goes further than 
measuring critical Quality of Service (QoS) parameters and 
analysing consequential behaviour from within the system, 
and it should form part of the system’s communication 
model. In order to understand the impact of conversational 
dynamism, this study considers the model of human 
conversation as a metaphor.  

Although this analogy has been considered in the 
literature, to model some aspects of communication in 
networking, the main focus remains on communication 
within Multi Agent Systems (MAS) [4]. This includes the 
work done on the application of human conversation to 
software agents using the concept of policy to regulate the 
conversations, and the applicability of policy specifications 
and role theory of the agents as source of knowledge for the 
management of conversation [5], [6], [7], [8]. Furthermore, 
in their study on agent communication policies, Greaves et al 
present a declarative specification formalism to govern the 
communication of agents by introducing an agent 
communication language (ACL) [7]. Moreover, for the 
coordination within a conversation, a link between the 
strategies of agents and the related communication protocols 
was proposed in [8].  

 The common features of these studies are the fact that 
the arguments adopt distinct principles of the human 

conversation to discuss the management model amongst the 
communication agents. They all propose a policy based 
approach or a constrained specification model (formalism) to 
analyse and manage the conversations. They clearly define 
an abstraction that separates the specifications of controlling 
the communication from the communication dynamics.  

The paper starts with a brief introduction to the concept 
of modelling using the metaphor of human conversation. 
Then, a detailed study of the dynamism in human 
conversation is presented.  This is followed by the modelling 
and simulation of the processes that exist within such a 
dynamism using Petri Nets. Then, a new communication 
model for distributed systems is proposed. Finally, we 
conclude with some suggestions for future work.  

II. MODELLING WITH METAPHORS 
In this study the metaphor of human conversation is used 

in order to understand the aspects of dynamism and more 
precisely the conversational dynamics. In human 
conversation people move in and out a conversation without 
disturbing the flow of the conversation. As people move out, 
the conversation continues and as people move in, they are 
able to quickly get back to the conversation in re-gaining 
their initial state prior to leaving the conversation. Thus, the 
modeling of some aspects (obviously not all) of human 
conversation could assist in understanding the basis behind 
the dynamics that is not purely dedicated to policies and 
management.  

The use of metaphors is essential, especially in software 
engineering, since the artifacts developed in software 
engineering are mostly done on models. An early study of 
metaphors in software engineering [9] suggested that 
relatively little research has been undertaken into the 
communication process between analyst and client, in 
particular the role of metaphors in communication. Only 
recently, much attention has been given to the forms of 
representation and metaphors used during systems analysis. 
Since software engineering is about pure logic, a science of 
modelling where the product itself is a model, metaphors 
tend to add value and tangibility to the process modelling. 
Metaphors come from observed phenomena in nature that 
can be partly represented as models, designed to resolving 
problems.  
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III. DYNAMISM IN HUMAN CONVERSATION 
Human conversation can be considered as a system of 

processes that shape the communicative acts between parties. 
But, human conversation is expected to be independent from 
any technology, highly complex, intelligent and very 
efficient way to organise messages into relevant context, thus 
providing a common guide to all parties. This suggests that a 
conversation is not only about communication but also about 
providing an environment within which the mechanism of 
sending and receiving of messages is handled, the logistics. 
However, the environment is not a structure or design but 
instead made up of several small actions. A conversation by 
definition protects itself and is a network of trust, by nature. 
It may be initiated through an invitation leading to 
negotiation that may or may not result to an agreement of 
conversationalist(s) to join the conversation.  

The conversationalists put on different masks while they 
converse. In this research we refer to these masks as Persona. 
A persona is an individual's social facade or front that, 
according to the analytic psychology of C. G. Jung, reflects 
the role in life the individual is playing [10]. The persona 
being a pre-selected series of qualities is an important 
element that should be considered when attempting to 
interpret the behaviour of conversationalists. An invitation to 
a conversation or willingness to join a conversation prompts 
conversationalists to be aware of the conversation and its 
environment. These environments define the framework 
within which the conditions, policies and principles of the 
conversation are established. Acknowledging these policies 
require a conversationalist to deploy the appropriate persona 
and consequently join the conversation. However, it should 
be noted that the policies in a conversation could be very 
minimal, practically invisible and not talked about yet they 
always exist. 

Moreover, we use the word Anima to express the thought 
process that is drawn into a conversation while 
conversationalist encounters each other. Hence an Anima is 
the thinking block that takes place in any given process of a 
conversation i.e. it is not an object or procedure but a process 
within another process. Therefore, there are distinguishable 
roles a Persona takes during a conversation which may 
change during the life of the conversation. The roles 
characterise the behaviour of the Persona and influence the 
reaction towards the receipt and delivery of information 
during a conversation thus forging the behaviour of the 
persona.  

A. Organisation of Human Conversation 
The different aspects of human conversation metaphor 

can be summarised as follows: 
 Conversation is the process of exchanging information 

over a period of time. 
 Participant is one who has the choice to join a 

conversation but while conversing, will only reveal part 
of itself depending on the environment variables of the 
conversation and the trust factor. 

 Persona determines how a participant wishes to be 
perceived by others during a conversation. 

 Anima is the thinking process required over a period of 
time during a conversation. 

 Roles build the character of a persona at any given time 
during a conversation and hence dictate the behaviour of 
the persona. Roles are changeable over the lifetime of a 
conversation. 

In an attempt to use the conversation metaphor, an interface 
is defined to interpret the receipt and delivery of information 
during a conversation, in the form of hearing and voice 
respectively. The voice is an interface to convey information 
during a conversation while the hearing is an interface to 
capture information during a conversation. 

Thus, a conversation is a process that happens over a 
period of time which harvests comparative information 
together. This implies that an information block exists and 
contains the data that describes the nature of the 
conversation. However, a process over time indicates a start 
time and a probable end time. The concept of harvesting 
comparative information also suggests the existence of a 
common goal prevailing over a period of time during the 
conversation. The common goal may be interpreted as 
subject matter(s) that may or may not have triggered the 
conversation which may change over time, but at any given 
time there is at least one subject matter. On that basis, a 
conversation can be defined as the movement of common 
perceptions between at least two participants over a subject 
matter for a given period of time. This statement implies two 
variables of a conversation, time and motive.  

B. Management within Conversation 
In real human conversation there is no information block 

that hangs around people with strictly governing the 
protocols and communicative acts while they talk. Yet there 
exist protocols that allow conversation to proceed smoothly 
and efficiently and are measures that co-ordinate the 
movement of knowledge from various parts. Moreover, there 
are disciplines that allow change during a conversation to 
happen without any threats to the running of the process. For 
instance, the roles of participants in a conversation change 
and the subject matter may also change, but these 
transformations however, occur usually harmoniously during 
a conversation. Thus, by understanding the different factors 
that define the conversation policies it will be possible to 
translate these factors into the conversation model without 
the interpretation of an information block object hanging 
around or serving during a conversation, i.e. having a central 
data bank that logs the information and states of the 
participants. Different approaches exist for such abstraction, 
typically this is based on a structure where at one level, the 
actual conversation takes place, i.e., the movement of data, 
which is built upon another level, the policy level, as figure 1 
illustrates. 

The term conversation policy is defined to be 1) the 
strategies, 2) the guidelines and 3) the constraints of a 
conversation. Constructing a policy level on which a model 
of a distributed application based on a conversation structure 
is devised, generate the notion of tightly coupled 
infrastructure. This means, unlike the human conversation, 
should the policies be allowed to be modified or tuned due to  
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Figure 1, Classical abstraction of Human Conversation 

 
some unexpected events, unseen during the modelling stage, 
require the need for a major change at the conversation level 
in later stages. During human conversation, policies change 
and measures to cope to such changes exist without 
involving major modifications to the structure. There is a 
dichotomy between the structure and the context of 
communication. A layered structure wherein upper levels 
dictate the structure of the lower levels is not a suitable 
solution for abstracting the concept of conversation into 
developing distributed systems. 

However, conversation is not tied or dependant to any 
platform thus it provides complex flexibility to its 
participants. In order to capture part of the flexibility that is 
of value to the problem of dynamism one can observe the 
various reactions of conversationalists during a conversation 
against changes, no matter how subtle the changes are. The 
dominant reaction is the facial expressions and body 
language yet in this context, we are not concerned with body 
language. Then, there is also the use of intelligence to cope 
with the change, thinking process. As mentioned earlier the 
term Anima is used to express the thought process and to 
provide space for considering the real “self” of the 
participant for structural and conceptual modelling purposes. 
The other feature that can be observed is the shift in 
behaviour of participants when changes occur. The main 
focus of the observation is to attempt to abstract the concept 
of dynamic behaviour vis-à-vis the changes and learn how to 
translate the concept into the design of distributed 
applications. 

Behaviour can be dynamically modeled but instead of 
modelling a layered structure to interpret conversation 
policies, it can be construed by using the metaphors, such as 
the concept of anima, persona and roles. As described earlier, 
a participant must abide by certain rules and a series of 
quality attributes that conforms to the conversation policies 
which are encapsulated towards creating a Persona prior to 
joining the conversation. Hence the policies are information 
conveyed at early stage of joining a conversation; the 
participant has the choice to conform to the policies and 
deploys the persona to join. Should the policies be changed, 
a persona might take on the role of informing the necessary 
changes to its known universe. The process of informing 

change across the conversation may also be by forwarding a 
notification if personae wish to do so. A change in 
conversation policies will result in the personae to behave 
differently by acquiring or rejecting current qualities. Thus, it 
removes the task of re-structuring a policy level and 
conversation level.  

In order to model the conversation processes an 
information block must exist where conversation policies 
and factors that constitute the policies can be considered as a 
strategy array, list of guidelines and constraints defined as 
follows: 1) the strategy array includes information to explain 
different approaches in joining a conversation. The array also 
holds knowledge about the various modes of discussion 
during the conversation and furthermore explains the 
measures to take in consideration when pre-closing and 
closing a conversation. 2) The guidelines are rules and 
regulations spelt out most probably by the originator of the 
conversation. These rules are to be respected but these rules 
might be amended should it be required. 3) The constraints 
are protective measures designed to preserve the continuity 
of the conversation safely. The reader should note that the 
conversation policies are negotiable prior to joining a 
conversation.  

C. Conversational Dynamics 
A conversation is dynamic, it grows and shrinks during 

its lifetime as conversationalists join or leave a conversation. 
A conversation, formal or informal, may change in 
population size at any given time. It happens when someone 
joins and quits a conversation. The process occurs gracefully 
without threatening the movement of information in a 
conversation. This shows the complex ad-hoc nature of a 
conversation and handling such dynamism is a complicated 
mechanic. To understand the dynamism, one has to look at 
the flow process of a normal conversation. 

The flow process: Opening – main (throughout) – pre 
closing – closing   

Opening – ‘Hi ’. 
Main - discussion 
Pre closing – ‘ok got to go now, nice talking to you’ 
Closing - ‘Bye’ 
A conversation consists of lightweight processes, 

wherein at the opening session, someone joins a 
conversation; he/she may introduce him/herself. The 
introduction is concise and provides the relevant information 
that is required to join. However, no complex and tight 
handshaking is required which implies that the conversation 
and the conversationalist are not closely tied together. The 
conversation does not provide information about 
conversationalist that will use it but the conversation 
provides information to the conversationalist. Such 
distinction makes the conversationalist autonomous thus 
leaving or joining a conversation does not require complex 
notifications and (dis)engagement protocols.  

The pre closing process usually provides information to 
how, when, and perhaps why the participants is and 
potentially when the participant will be joining a 
conversation again in the future. By supplying such 
knowledge, a persona is aware of a next encounter and 
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preparations for such meeting may or may not be carried out. 
This awareness, provide the necessary variables of 
communicating in an ad hoc universe since a hint of an 
upcoming encounter is made available. The closing 
statement determines that the conversationalist is out and 
again the process of informing others of an exit is to be 
carried out by a persona taking the role of an informer or by 
forwarding or even by questioning, “Where is he/she?” As 
the conversation structure disassociates itself from the 
actions to be taken by a participant engaged in the 
conversation, it also provides the essential elements of reuse 
in multiple contexts. 

IV. DYNAMIC MODELLING OF CONVERSATION USING 
COLOURED PETRI NETS 

Naturally, the complexity of human conversation is not 
restricted to simple message based communication. We are 
required to abstract the part of the conversation that will 
provide the necessary knowledge regarding dynamism and to 
achieve this we adopted a bottom up approach. We start by 
exploring several scenarios (operations) of conversation 
(such as joining a conversation, leaving a conversation, 
negotiating to join a conversation etc.). Each scenario is 
dynamic by nature and hence we employ Petri Nets [11] as 
dynamic modelling and simulation tool to individually 
design each scenario. Then we are able to order and 
categorise these scenarios and observe how they relate to 
each other in terms of operations. For instance the operation, 
negotiate to join conversation, influences the way a 
participant joins a conversation. The relationship between 
operations allows us explore the collaboration between the 
scenarios to finally design a communication structure. 
 

 
 

Figure 2 Model to set up a conversation 
 
Setting up a conversation 

Figure 2 shows the process of setting up a conversation. 
An invitation of type IN reaches the transition Judge Invite. 
This transition ensures if the PERSONA that is willing to 

join can join directly or requires negotiation which enforces 
a network of trust. Should negotiation be required, then the 
transition Negotiate Context is fired, and a discussion is 
initiated which is represented by the transition discuss. 
Moreover, each of the transitions has sub levels, an example 
of which is shown in figure 3.  Negotiate context of the conversation 

Figure 3 illustrates the negotiation module, which 
comprises of two main transitions, Propose Negotiation 
Terms and Counter Propose Negotiation Terms. 

 

 
 

Figure 3 Model to negotiate the context of conversation 
 
 When an invitation is under negotiation, the joined 

PERSONA is given the terms of the conversation. Term A 
and term B are proposed, which are argued by both the 
originator of the conversation and the joining PERSONA. 
The criteria that are argued are based on 1) guidelines and 2) 
constraints. These are statements that are made available to 
the PERSONA at the Judge Invite transition. However, the 
PERSONA can also propose some predefined proposal that 
can be scrutinised by the originator. Upon completion of the 
negotiation process, a decision is made on whether to reject 
or accept the PERSONA. 

 
Register Conversation 

Should the PERSONA be accepted after negotiation of 
terms or direct acceptance, a registration process is in place 
(figure 4).The transition Examine Persona validates the 
POLICIES which ensures the SIGNATURE of the 
PERSONA to the conversation. 

If successful, the transition Prepare Join provides the 
settings of the conversation with the appropriate join 
strategies. Thus, PERSONA is flagged as accepted. These 
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processes are the basis for a network of trust which is at the 
heart of the human conversation. 
 

 
 

Figure 4 Model to register a conversation 
 
Request to Join 

As we mentioned earlier, the ANIMA encapsulates the 
intelligence within the human conversation. This is 
considered as a black box since it is outside the scope of this 
study. This was introduced represent the outcome of the 
thinking process as the figure 5 illustrates. 

 

 
 

Figure 5 Model to request to join a conversation 

The ANIMA observes a conversation that is currently 
taking place and decides to join in. The transition Prepare 
Request is fired. The request is sent to the originators of the 
conversation upon which a decision is made following the 
flow of the Negotiation process illustrated in Figure 5. If the 
PERSONA is accepted in the conversation, an Inform 
Process is triggered by neighbouring PERSONA to inform 
the new entrant about the conversation, not directly, but as 
hints or “chunk” of information which can be unordered. 
This is the “catch up” process, which is distributed and not 
centralized, is a very important aspect of dynamics in the 
human conversation. 
 
Receiving Message during Conversation 

The model in figure 6 shows the actual knowledge 
exchange during a conversation. The process is very loosely 
coupled in the sense that if the receiving PERSONA is not 
present anymore, no actions are taken from the source 
PERSONA to keep the connection alive. In the human 
conversation, a query to neighbouring PERSONA is initiated 
with intent of knowing if the lost PERSONA is still in the 
conversation. In the model this is marked by the transition 
Throw Exception.  

 
 
 

 
 

Figure 6 Model to receive a message during conversation 
 

V. COMMUNICATION MODEL FOR DISTRIBUTED SYSTEMS  
As we traverse the bottom up approach of modelling the 

human conversation, whilst focusing on the processes and 
relationships amongst the Petri Nets, we can now use the 
knowledge gained to create a structural model in the form of 
an entity relationship diagram. The aim is to organise the 
metaphors of the human conversation (organisation, interface 
and infrastructure) and construct the model (figure 7). 
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Figure 7 ERD of human conversation 
 
 
The ERD diagram in figure 7 shows a part representation of 
a generic model of the human conversation, from which we 
can derive the communication model for distributed systems. 
The diagram provides a part structure of the human 
conversation that showed distinctions between the Persona 
and the Anima. The Persona is a model generated by the 
Anima that depends on the conversation policies. Many 
applications and network protocols have the problem of 
protecting participants of distributed communication, 
because they fail to separate a participant (a node) from the 
communication. The diagram also shows that each 
conversation is unique due to the roles of the Personae which 
shape the communication styles, through regulations, 
directives and communication acts.  

From the dynamics aspect, there are two important 
elements. Firstly if a Persona leaves the conversation, a 
concern party may or may not ask neighbouring Personae 
about the whereabouts or existence of the lost Persona. 
Secondly, there is a “catch up” period given to new comers 
of the conversation. Both elements are carried out using a 
distributed approach.  

Having structured part of the human conversation, we 
can now adopt it to design the communication model for 
distributed architectures. In essence, the communication 
model provides the specifications and definitions about the 
information being transported over the medium for 
communication. It also provides the rules governing how the 
information is accessed (provided and retrieved) to and from 
the communication medium. Using the metaphor of the 

human conversation we were able to build the entity 
relationship model of communication for distributed systems 
(figure 8). As a result, we are now able to treat the 
communication model as an information system. 
Fundamentally, it means that a database management system 
can be implemented based on the entity relationships to 
handle the system communication.  

The new communication model essentially has different 
communication styles that hold information (attributes) that 
are employed to define the directives and to govern the 
communication processes (figure 8). The attribute directives 
of the entity Communication Styles specify 1) the number of 
participants within the communication, 2) the medium of 
communication or substratum, 3) the type of message being 
transferred and 4) the quality attributes associated to that 
particular message which is significant to ensure high level 
of service. Upon agreement on the directives, the 
communication is setup which represents the start of a 
conversation (see figure 3). The connectors are linked to 
each other over a defined memory space referred to as a 
window. The window is uniquely identifiable by coordinates 
wherein a quality model is established and statistical 
counters are put in place to measure the quality attributes as 
prescribed by a given communication style. A generic 
protocol structure is used to instantiate the transport 
substratum. Based on the ERD model, we were able to 
define and illustrate the blueprint of a new communication 
model. 
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Figure 8 ERD of the Communication Model 

 
VI. CONCLUSION 

In order to design a novel communication model for 
distributed systems, we started by studying some parts of the 
human conversation that show characters of dynamism. By 
focusing on simple operations within a conversation and 
using a bottom up approach to learn from these operations it 
was possible to create a structure that helped in formulating 
the new communication model. As was discussed, 
metaphors, namely persona, roles and anima were used to 
help in describing the operations that are taking place, where 
a persona was considered as a mask that a mind (anima) puts 
during a conversation and the mask changes depending on 
many factors of the conversation.  

Moreover, Petri Nets simulations were used to model the 
processes that relates to conversational dynamics and to 
analyse the relationships amongst these processes in order to 
produce a structural model of the human conversation. Based 
on the established structure, a generic communication model 
was created. This exercise validates the value added of using 
a number of modelling approaches, namely inductive and 
deductive modelling techniques. In other words, 1) a 
phenomenon is observed (human conversation); 2) dynamic 
models are built to represent part(s) of the phenomenon; 3) 
knowledge gained from the simulation is used to understand 
the process within the phenomenon; 4) build structures to 
define the phenomenon and 5) deductive modelling is used 
to derive a structure for the communication model. Although 
initial evaluation of the model is encouraging further testing 
will be conducted in future work.  
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Abstract—Wildland fire behavior, particularly that of large, 
uncontrolled wildfires, has not been well understood or 
predicted. Our methodology to simulate this phenomenon uses 
high-resolution dynamic models made of numerical weather 
prediction (NWP) models coupled to fire behavior models to 
simulate fire behavior. NWP models are capable of modeling 
very high resolution (< 100 m) atmospheric flows. The 
wildland fire component is based upon semi-empirical 
formulas for fireline rate of spread, post-frontal heat release, 
and a canopy fire.  The fire behavior is coupled to the 
atmospheric model such that low level winds drive the spread 
of the surface fire, which in turn releases sensible heat, latent 
heat, and smoke fluxes into the lower atmosphere, feeding back 
to affect the winds directing the fire. These coupled dynamic 
models capture the rapid spread downwind, flank runs up 
canyons, bifurcations of the fire into two heads, and rough 
agreement in area, shape, and direction of spread at periods 
for which fire location data is available. Yet, intriguing 
computational science questions arise in applying such models 
in a predictive manner, including physical processes that span 
a vast range of scales, processes such as spotting that cannot be 
modeled deterministically, estimating the consequences of 
uncertainty, the efforts to steer simulations with field data 
("data assimilation"), lingering issues with short term 
forecasting of weather that may show skill only on the order of 
a few hours, and the difficulty of gathering pertinent data for 
verification and initialization in a dangerous environment. 
 
Keywords-Numerical model; weather prediction, wildland fire 
model, wildfire, forest fire, fire behavior 

I.  INTRODUCTION 
Wildland fires present substantial scientific, 

computational, and forecasting challenges.   Large, intense 
wildfires especially are difficult to understand and model 
because they combine complicated meteorology, spatially 
heterogeneous and physically complex fuel structures, and 
fire phenomena that are not present in smaller, less intense 
fires or reproducible in prescribed fires or laboratory 
experiments.   Simulation of large wildfires is a 
computational challenge because of the vast range of spatial 
and temporal scales (perhaps 7 orders of magnitude from 
synoptic-scale weather at 10’s of km to centimeter-scale 
combustion processes) that contribute substantially to these 
nonlinear phenomena.  Moreover, the fire line defining the 
interface between burning and unburned regions is a sub-

grid scale phenomena; treatments of moving interfaces 
within grid cells have developed into a field of study (e.g. 
particle-in-cell techniques, level set methods, etc.). 
Forecasting wildfire growth involves all the complexity, 
errors, and uncertainty of weather prediction compounded 
by the uncertainty of modeling the fire process itself.  
Weather forecasting issues that are especially relevant to 
this application are (for multi-day strategic modeling) the 
limits of predictability, particularly the degradation of 
numerical weather prediction forecast skill with time, and 
for very short term forecasts, the very low skill of predicting 
convection (that is, the vertical current of air that transport 
heat from the surface upwards), the winds from which 
strongly influence surface winds directing fire behavior. 

We will present results of landscape-scale wildland fire 
simulations to illustrate our current capabilities to model 
these phenomena using a coupled weather-wildland fire 
model, foremost for research and understanding but 
addressing questions posed as to their suitability as a 
predictive tool.  These computer simulations use numerical 
weather prediction models tied to fire behavior models to 
simulate the impact of a fire on the atmosphere and the 
subsequent feedback of these fire-induced winds on fire 
behavior - i.e. how all fires, to some degree, 'create their 
own weather'.  The methodology involves the use of a 
numerical weather prediction model capable of modeling 
fine scale atmospheric flows (under 1 km horizontal 
resolution) in very steep (slope where the rise over run of 
terrain may exceed 0.6) terrain. The wildland fire 
component is based upon semi-empirical relationships (one 
example being the Rothermel surface fire algorithms [1]) 
and a canopy fire model.  The fire behavior is coupled to the 
atmospheric model such that low level winds drive the 
spread of the surface fire, which in turn release sensible 
heat, latent heat, and smoke fluxes into the lower 
atmosphere, in turn feeding back to affect the winds 
directing the fire.  Although this influence is most dramatic 
near the fire, model simulations show this influence can 
change the wind speed by several kilometers per hour even 
kilometers from the fire. An extreme example of this 
feedback is the blowup known as a ‘firestorm’. 

We address the computational aspects of running such 
models in real time for forecasting of fire behavior in the 
current computing environment.  Although the 
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Figure 1. Simulation of a wildfire spreading in chaparral shrub in an 
environmental wind of 3 m s-1 from the left. The vectors represent the 
near-surface wind, the misty purple field is the smoke concentration 
produced by the fire , and the red is the buoyancy (warm air) produced by 
the fire. 

Figure 2.  Snapshot of the simulation of the Big Elk wildfire using 
CAWFE.  The misty white field is the smoke concentration. Red 
represents the 10 oC isosurface of buoyancy showing the air heated by the 
fire.  

meteorological aspects of forecasting have been mentioned 
previously, the computational aspects of running such 
models in real time have not yet been examined.  We will 
(1) introduce two different models created for this sort of 
study and discuss their limitations as predictions when 
applying them as forecasting tools, (2) address the 
challenges of modeling physical processes that span a vast 
range of scales, (3) discuss processes such as spotting that 
cannot be modeled deterministically, (4) discuss options for 
estimating the consequences of uncertainty, and (5) discuss 
the efforts to steer simulations with field data ("data 
assimilation") and the difficulty of gathering pertinent data 
for verification, initialization, and steering in a dangerous 
environment.  
 

II. MODEL DESCRIPTION 
 A coupled weather-fire modeling system is composed of 
two parts: a numerical weather prediction model and a fire 
behavior model that models the growth of a wildfire in 
response to weather, fuel conditions, and terrain.   
 
A.   Atmospheric Model 
 
 In one implementation (CAWFE, the Coupled 
Atmosphere-Wildland Fire Environment model), the 
weather model ([2], [3]) is a small-scale atmospheric 
research model. In both cases, the weather and fire 
components are two-way coupled so that heat and water 
vapor fluxes from the fire alter the atmospheric state, 
notably producing fire winds, while the evolving 
atmospheric state and changes in humidity (including effects 
from the fire) in turn affect fire behavior, notably how fast 
and in what direction the fire propagates. This wildfire 
simulation model can thus represent the complex 
interactions between a fire and the atmosphere.  
The meteorological model is a three-dimensional non-
hydrostatic numerical model based on the Navier-Stokes 
equations of motion, a thermodynamic equation, and 

conservation of mass equations using the anelastic 
approximation. Vertically stretched terrain-following 
coordinates allow the user to simulate in detail the airflow 
over complex terrain. Forecasted changes in the larger-scale 
atmospheric environment are used to initialize the outer of 
several nested domains and update lateral boundary 
conditions. Two-way interactive nested grids capture the 
outer forcing domain scale of the synoptic-scale 
environment while allowing the user to telescope down to 
tens of meters near the fireline through horizontal and 
vertical grid refinement. Weather processes such as the 
production of cloud droplets, rain, and ice and subgrid-scale 
eddy diffusion are parameterized.   
 In a second implementation, the weather model is the 
Weather Research and Forecasting model (WRF) [4], the 
new community model now being used at U.S. national 
forecasting centers.  The WRF-Fire component has been 
released public domain and is available along with the WRF 
V3.2 on April 2, 2010 at wrf-model.org, or at the project 
website www.openwfm.org . 
 
B. Fire Model 
 

Local fire spread rates depend on the modeled wind 
components through an application of the semi-empirical 
Rothermel fire spread formula [1]. The heat release rate is 
based on [5] which characterizes how the fire consumes 
fuels of different sizes with time after ignition, 
distinguishing between rapidly consumed grasses and 
slowly burned logs. Within each atmospheric grid cell, the 
land surface is further divided into fuel cells with fuel 
characteristics corresponding to 13 standard fuel types [6].  

 In CAWFE, four moving points, called tracers, assigned 
to each fuel cell, identify burning areas of fuel cells and 
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Figure 3. Simulation of the Esperanza wildfire at a time 3 hrs before 
Figure 4.  The gray field shows the smoke produced by the active regions 
of the fire (more intense regions in bright yellow, less intense in medium 
red, low intensity in dark red), where the active regions, as in Fig. 4., are 
only along the side flanks. 

 
Figure 4. Sample image of radiant temperature from the airborne 
FireMapper infrared imager at 1117 local time during the Esperanza 
Wildfire. Image courtesy of Phillip Riggan, U.S.D.A. Forest Service. 
Bright oranges represent hotter temperatures, corresponding to more 
intensely burning regions of the fire. 

define the fire front. Within each cell on the fire model grid, 
a quadrilateral defines the burning region. Fire spread rates 
are calculated locally along the fire as a function of fuels, 
wind speed and direction from the atmospheric model 
(which includes the effects of the fire), and terrain slope, 
while a local contour advection scheme assures consistency 
along the fireline. The canopy may be dried and ignited by 
the surface fire. Then a simple radiation treatment 
distributes the sensible and latent heat into the lowest 
atmospheric grid levels. 

This representation makes the fire area hard to adjust in 
data assimilation.  For this reason, in WRF-Fire we have 
developed a translation of the tracers into a level function. 
The level function is given by values at nodes of the fire 
grid. The fire region is where the level function is positive. 
The absolute value of the level function is approximately 
equal to the Euclidean distance from the fireline. In data 
assimilation, the level function can be increased or 
decreased just like the physical quantities in the model. 

III. RESULTS 
A simple theoretical simulation is shown in Fig. 1 that 

simulates a rapidly spreading fireline in chaparral brush as it 
spreads into the commonly observed Universal Fire Shape. 

Fig. 2 shows a snapshot of a simulation of the Big Elk 
fire, a wildland fire ignited in a mountain valley, as it 

spreads up a mountain.  
 As an example of a large wildfire simulation using 
CAWFE, we address the Esperanza Wildfire, an arson-
caused wildfire that ignited on October 26, 2006 at 0112 in 
a river wash outside Cabazon, CA.  After ignition, it burned 
uphill driven by strong Santa Ana winds and steep slopes to 
the southwest.  Spread was rapid due to strong winds (6-10 
mph, 20-25 mph gusts), low relative humidity (6%), and 

flammable chaparral brush. The atmospheric component of 
CAWFE was initialized with a gridded weather forecast for 
the region to examine the meteorological flow in the vicinity 
of the strong down slope wind-driven wildfire, model the 
fire growth and interaction with the atmospheric flow, and 
compare with measurements collected during the first few 
days of the fire.  The model results (ex. In Fig. 3) capture 
the rapid spread downwind, flank runs up canyons, 
bifurcations of the fire into two heads, and rough agreement 
in area, shape, and direction of spread at periods for which 
fire location data is available.  Secondly, results show that 
the acceleration of winds near the surface can be understood 
as resulting from complex three-dimensional atmospheric 
wave dynamics, contradicting the capping/squeezing 
mechanism stated in the fatality report – such simulations 
can be used recreate a physically consistent portrait of what 
happened.  The extent of the fire as shown by aircraft 
infrared imagery at 11 am (Fig. 4). 
 

IV. DISCUSSION 
 
We have raised numerous issues about the practical 

application of a specific type of research model and not 
solved them. This area has many opportunities for students 
to apply themselves to.   As mentioned earlier, although the 
meteorological aspects of forecasting have been mentioned 
previously, the computational aspects of running such 
models in real time have not yet been laid out.  We believe it 
is beneficial to examine these issues in the context of the 
current computing environment. In the 1970’s to 1990’s, first 
a vector supercomputer and later a shared memory 
supercomputer was necessary to solve wildland fire 
simulations in a reasonable amount of wall clock time.  
Today a desktop computer (or a blade in a rack server) is all 
that is necessary using the latest in multiple CPU, multicore 
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shared memory architectures. For example, in 2010 using 4 
CPUs with either 12 or 16 cores, we can compute with 48 or 
64 cores conveniently using OpenMP and/or MPI for the 
parallel computing middleware. 

We introduced two models created for this sort of study 
and discuss their limitations as predictions when applying 
them as forecasting tools.  As the simulations show, there 
are many challenges to modeling physical processes that 
span a vast range of scales. The scales over which these 
simulation must cover are formidable.   The synoptic 
(horizontal scale 1.e-5 km) and mesoscale (horizontal scale 
1.e-3  km) weather features must be included to provide the 
background wind, thermodynamic structure of the 
atmosphere, and wind.  At the same time, fine resolution 
particularly near the surface is required to resolve the eddies 
providing the vertical heat fluxes of the fire model.  
Measurements from field observations suggest that even 
deep, energetic crown fires have profiles of vertical heat 
flux for which the e-folding depth is 50 m, meaning that 
from a numerical methods perspective, several vertical grid 
points must be within this depth to resolve it.   From a 
computational design perspective, this requires vertical grid 
refinement in inner domains, something that is not common 
in NWP models. 

Moreover, some processes cannot be modeled 
deterministically. In a process called “spotting”, wildfires 
release burning embers that are lofted in the fire plume and 
dropped from meters to many kilometers ahead of the fire in 
fuel, some of which ignite. Many variables including fuel 
moisture, the size distribution of the embers created, how 
high they rise and how much turbulence causes them to 
disperse, whether they are still burning when they reach the 
ground, the fuel in which they land and how moist it is, 
whether the fire has overtaken the landing spot, etc., factor 
in to whether and where these spot fires ignite. These can 
cause important bifurcations in a fire’s progression, 
depending on whether they have spotted across a road or 
obstruction to the fire.  It is possible to imagine stochastic  
models that consider a range of possible occurrences and 
their outcomes. 

Further issues arise regarding the consequences of 
uncertainty.  Due to the nonlinear nature of the phenomena 
involved and errors in our initial conditions, changes in 
initial conditions can cause wide divergence in model 
outcomes.  Meteorologists often try to assess their certainty 
in an outcome by conducting a suite or ‘ensemble’ of 
simulations, basing their degree of confidence of the 
correctness of the outcome on the spread of outcomes.  This 
desire has been formalized in the Ensemble Kalman method 
[7], assuming that the model error distribution is Gaussian 
and combining a Bayesian update of the model state with 
the model time step to incorporate data at times throughout 
the simulation. There are parts of the simulation that do 
parallelize well, e.g., linear algebra, discretization, and 
problem generation, but if we do not want to reprogram 
dusty deck software to be parallel (even mildly), we simply 

use an Ensemble Kalman filter and run 48-64 serial models 
with almost perfect parallel scaling. In fact, the scaling is so 
good that there is almost a disincentive to do small-scale 
parallelization.  Moreover, the real-time problems posed by 
meteorologists are often not efficiently able to use more 
than a few hundred processors, each processor being 
reduced to a few grid points, beyond which communication 
costs overwhelm scaling efficiency. 

Another interesting possibility is to consider hardware 
acceleration on general purpose, graphics processing units 
(GP-GPUs). In the codes that vectorize well, this option 
may be viable. However, due to the overall complexity and 
multiscale nature of wildland fire modeling, the cost of 
constantly loading, dumping, and reloading the contents of a 
GP-GPU’s memory for the different scales currently takes 
too much time in comparison to just using 48-64 cores in 
the desktop (blade) computer. 

Relevant data for initialization, validation, or 
assimilation could be weather data, possibly surface weather 
station data representing a still, time-evolving stream of 
information about the weather conditions at a point, or a 
weather sounding which is a vertical profile of the state of 
the atmosphere (pressure, temperature, moisture, and wind 
speed and direction) at one time.  Radars or lidars may 
provide a 2- or 3-dimensional picture of the atmosphere, 
primarily the presence of clouds and precipitation and 
possibly, with some analysis, the winds.   They can detect 
smoke from fires [8]. Much work in atmospheric science 
has concentrated on how to assimilate such commonly 
available data (surface data and vertical profiles are 
available over the web, as is processed radar data).  An 
important assumption allowing that to occur is that the 
errors can be assumed to be distributed in a Gaussian 
profile. Some examples of assimilation of weather data are 
available [9] even to some extent with surface data [10], 
however, for remote locations where weather stations are 
sparse, assimilation may have no improvement on the 
weather component of a forecast of combined fire and 
weather.  

Data can also be gathered on the fire itself, though this is 
not done routinely.  As in Fig. 4, research flights and 
incident management teams may provide perimeters 
describing the extent of the fire.  However, the bigger 
challenge and opportunity is to assimilate not just the 
perimeter, but also a field more quantitative and insightful 
and dynamic such as the spatial distribution of the radiant 
flux density from the fire map, which intuitively 
corresponds to the intensity of a burning fire.  New 
techniques are being developed to assimilate this data [11] 
since the standard assumption of a Gaussian error 
distribution fails. Also, it is not simple to directly link 
radiance measurements or other field observations to some 
parameter in a model that can be steered with measurements 
(this function is known as the ‘observation function’).  
Moreover, assimilating data disturbs the internal balance in 
the model and thus small perturbations are generally used 
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particularly through the so-called nudging techniques, which 
nudge the simulation toward observed states.  

While having data stream directly from the field will one 
day be an option, today most of the data has been collected 
during the fire and is used offline (i.e. not in real time) to 
validate models and improve firefighting strategies. 
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Abstract— The advancement of large scale computing (LSC) 
has been driven not only by the continuous improvement in 
hardware infrastructures but also by the development of 
software paradigms including the introduction of Service 
Oriented Architecture (SOA). Grid computing is one area of 
LSC that has seen a focus in the attempt to infuse SOA 
technology to implement grid services. The decomposition of 
applications into services is the de-facto in implementing SOA 
with technologies like Web Services, enabling the 
implementation at the application layer in a distributed 
system. Thus, enabling interoperability and maintaining 
application independence from the network infrastructure.  
However, this requires a more practical definition of 
compatibility models that interact at the application layer with 
grid services. To optimise the integration of SOA on the grid, it 
is important to indentify the quality factors associated with the 
application layer services which can be merged into a 
framework with application layer specific QoS factors to 
discover and schedule jobs and services.  

Keywords- Service Oriented Architecture, Grid Computing, 
Quality of Service. 

I. INTRODUCTION  
The increasing trend of technological advancement has 

contributed enormously to the development and 
transformation of software architectures including the 
adoptability of distributed interoperable heterogeneous 
networks. Historically, distributed systems such as the grid 
have been developed for large scale applications and 
maintained by large organisations, therefore transforming 
such complex systems to adapt to rapid changes in user 
requirements is not always easy. However, many 
organisations are gradually transforming their IT operations 
to reflect their mode of the operations i.e. the business 
requirements of the organisations. As a result, there has been 
an increasing trend in considering IT infrastructures as 
collections of services within an organisation that are 
integrated and yet independent, which require middleware 
and underlining technology to be able to adapt. Microsoft 
.NET, J2EE and CORBA Component Model (CCM) are 
examples of technologies historically used in middleware 
components enabling the implementation of some forms of 
service oriented solutions, while adopting the distributed 
computing mode, leading to the development of Service 
Oriented Architectures. 

Adopting SOA allows developers to focus more on the 
abstraction of the business logic while increasing the 
independence and interoperability of the system through the 

implementation of SOA technologies like web services.  
SOA like distributed systems such as the grid seek to 
establish independent heterogeneous models and applications 
that is easy to manage and scale while minimising the 
overhead cost. However, there are a number of issues that 
have to be addressed when attempting to integrate the two 
technologies in order to enhance seamless  transition of SOA 
in grid computing, particularly in terms of quality of service 
(QoS). The ability to determine QoS needs of applications 
and match those to available resources is not straightforward 
as in most cases the service solutions have predefined QoS 
properties. 

In this paper, we aim to propose a model of identifying 
QoS properties at the applications level and use it to 
determine the QoS index of service requirements that match 
QoS properties of the grid resources. To achieve this aim, we 
start by identifying the requirements of SOA with some 
aspects of SOA implementations. Then, grid computing and 
grid services are discussed. This is followed by a QoS 
analysis including the identifications of the metrics and their 
mapping in the context of SOA and grid. Finally, we 
conclude with some suggestions for future work.  

II. SERVICE ORIENTED ARCHITECTURE 
Service Oriented architecture (SOA) is a collection of 

independent loosely coupled applications that are capable to 
communicate in the form of provision of service (e.g. data 
transmission) [8]. SOA is defined in many ways in the 
literature with extensive number of articles attemting to 
define what it means and how it can be used and 
implemented in an organisation. In [15], [16] SOA is 
defined by identifying a number of specific characteristics 
such as loose coupling, flexibility, connection and 
communication among others to encompass and 
differentiate  between a modular function and that of a 
service function. Some of these characteristics can be 
associated with the more traditional enterprise architectures 
for multi-tier applications development which many believe 
to be the foundation from which SOA has evolved [1]. 
CORBA, J2EE and other middleware platforms provided 
the gluing technology for such enterprise applications 
separating the independence of the application from the 
implementation technology, thus making it easier for 
organisation to deploy independent applications readily 
when needed. Traditional, enterprise applications using the 
like of J2EE and CORBA were constructed using 
component based development (CBD) or object oriented 
development (OOD) encapsulating the business modules in 
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form of components or objects offering specific solutions to 
the business. 

Services in SOA conform to a standard format to enable 
easy accessibility and communication, and independence of 
the underlying development technology. Services  represent 
the blocks that are required in SOA, they are the individual 
components that collectively define the Service Oriented 
Architecture. SOA is not a definite framework of products 
that can be purchased and implemented, however it 
represents the technical design framework of how to 
develop applications as services within an organisation. 

A service exhibits attributes that are associated with 
CBD or OOD applications, including the independence of a 
service to be invoked and perform tasks on it own or as part 
of a hierarchical collection of services collaborating in a 
single or multi-system applications. A service is presented 
in a standard format that enable the ease of use and 
communication using simplified interface that in many ways 
can be described in OOD terms as encapsulation, thus 
presenting a well formatted set of data without the need of 
knowledge by the consumer of the service.  

The advancement of the internet technologies has 
pushed the case for development of distributed services. The 
primary use of such services in the development of SOA is 
to publish with descriptive definition on how the services 
can be used [17]. Service publication requires the use of 
technology like Web Services which enable the 
implementation of SOA in a format and language that is 
platform independent for example XML. The web service 
provides a neutral technological interface using standard 
protocols that enable the automatic discovery of services 
using WSDL. In a simple business terms, SOA and web 
services can be seen as offering products to customers. 
However, services availability and the constituent 
requirements of use, depend on the publication of the 
services, using most likely Universal Description Discovery 
and Integration (UDDI), by the provider. 

In summary, SOA promotes loose coupling, function 
specific solution, platform independence, a few of SOA 
characters which also falls in the domain of distributed 
computing applications development. However, distributed 
computing infrastructures such as the grid with resources 
across different geographical locations and very large 
number of users require new efficeint resource management 
strategies in order to enable SOA over the grid. 

III. LARGE SCALE DISTRIBUTED COMPUTING (GRID) 
Grid Computing compares with utilities like water and 

electricity grids for cities and countries across the globe. In 
this respect, there are several grid services that can be 
classified as local within an organisation, national usually as 
a result of government initiattives to have a grid service 
catering for different aspects of the nations needs 
particularly for research and development. There is also the 
growing trend of international grids either by users of the 
same organisation, or different organisations creating 
Virtual Organisation (VO) to share information and 
collaborating across different continents. 

Grids are built to provide services to large scale 
scientific and business applications. The type of grid 
services provided do not differ in terms of the architectural 
blueprints of grids. Different grids might provide different 
services but all grids have the same fundamental 
architectural design and goals, which rely on efficient 
resource allocation, resources sharing and availability which 
is based on: 

Resource Brokering Service: providing users with a 
transparent and secure access to resources and translating 
users requests to protocol requests that allow the use of 
available resources. 

Resource Discovery Service: provideing the user with 
means of identifying all the resources on the grid and 
making them available when needed. 

The use of grid technology however has moved from the 
traditional scientific and ‘super computing power’ domain 
to a more commercial and industrial usage. Organisations 
have multiple associations with different grids in order to  
tap into the unique efficiency of performance of a particular 
grid. Moreover, there are grids specific to certain industries 
i.e. providing  specific services and others which provide 
more general services in a more generic VO. Different 
organisations can team up to create a VO which benefits 
their needs, with each organisation bringing to the VO its 
specific resources that might benefit the others. In fact grids 
can be categorised according to the services that they 
provide, which is is usually based on the core requirement 
of the grid usage, for example Computational Grid, Data 
Grid and Enterprise Grid [5].  

Data grids ensures that the policies of individual storage 
resources is maintained in the grid, if specific policies apply 
to a particular set of data, such policies will be enforced in 
the grid to protect and maintain the data. Users not 
satisfying such policies will not be allowed to access the 
data even if they are authenticated as genuine users of the 
grid.  

Computational grids bring together different processing 
capabilities of computers which would normally be 
considered as not powerful enough to carry out multi-
processing and high intensive computing operations. 
Computational grid maximise the utilisation of the resources 
and which in turn benefits business in the VO.  

Enterprise grids on the other hand have specific business 
objectives with all the services offered being directed to 
meet the needs of the enterprise. They offer a combination 
of housing a heterogeneous storage services and providing 
computational needs in a single virtualised managed 
environment. For large organisations with hundreds of 
storage arrays, applications, servers, networks devices, the 
use of grid technology offers the benefits of sharing, 
managing and monitoring resources and infrastructures in a 
single VO (enterprise), thus breaking the bearers of 
geographical locations. 

IV. QUALITY OF SERVICE NEEDS 
Quality of Service (QoS) means different things in 

computing depending on the context and area where it is 
used. The definition of quality factors slightly differ in every 
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discipline where QoS is used [17]. The QoS characteristics 
for software are widely used as standards for different IT 
projects with different emphasis on the factors that are 
considered as important [18]. There are various factors that 
contribute to the measurement of quality of a product 
including the subjective view of the user. Thus, whatever 
way the quality is defined, the importance is always on the 
delivery of a product that satisfies the user by meeting the 
performance standards set for the product to perform in the 
anticipated environment. This includes the ability to recover 
when environment changes and the resilience/adaptability of 
the product in “not so” familiar environment.   

However, in order to present a model of quality we 
considered a framework in which the defined quality 
category [18] is mapped to the measuring attributes that 
enables a product to meet the desired quality expected by the 
user. The combination of these characteristics will become a 
quality model chart that shows which characteristics best 
suits a criterion in selecting a quality of service. In this work 
we consider a number of quality factors such as reliability 
(Rel), usability (Us), reusability (Ru), performance (Per), 
interoperability (Int), scalability (Sca) etc. which are briefly 
discussed below: 

Reliability is defined as the ability of a system or 
component to perform its required functions under stated 
conditions for a specified period of time. If a system is able 
to perform its task but fails to do so within the set conditions 
as expected, then the system cannot be deemed as reliable.  

Usability is defined as the ability of a product to be used 
for the purpose chosen. It is a factor that is also considered 
important in other models. If a product isn't usable, then 
there is little point in its existence. To be useful, a tool 
should have adequate documentation and support, and 
should have an intuitive easy-to-use interface.  

A reusable system is the one that we expect to be able 
use for many different applications with ease. Expectations 
for cost effective systems are that one system developed to 
solve a problem should be adaptable to be used to solve 
different problems; a system with good reusability always 
saves development cost and time.  

Availability (Avl) is measured in a percentage of a given 
time  that the system is available, this does not necessary 
make any available system a reliable one, the two factors are 
inter-dependable as the lack of a reliable system will in any 
case not satisfy the users requirement. Likewise a reliable 
system which is not available when required will be 
considered as not reliable.  

Robustness (Rob) is defined as the ability of a system to 
maintain its performance under undue pressure and changes. 
Not all systems are required to meet such factor, however in 
a distributed environment like grid, the possibility of 
predicting the number of users at anytime can be a daunting 
task and therefore the need for the system to be able to 
perform when users come and go at will.  

Interoperability is defined as the ability for a system to 
communicate and exchange information between each other 
and external systems of different structure. 

Scalability is the ability to increase a system without 
affecting the level of performance of a system and it is 
linked to performance which is an indication of how well a 
system, already assumed to be correct, works.  

V. ANALYTICAL HIERARCHICAL PROCESS 
Analytic Hierarchical Process (AHP) takes the 

identification of the quality factors further by analysing their 
specific attributes. The aim of AHP is to categorise the 
objectives of the process with the first category being the 
goal which shall depict what the process should achieve [6]. 
Exploring the goal leads to the categories of the key quality 
factors, however, this operation is only recognising the 
important quality factors of the system. A further process of 
analyses shows the attributes of those key factors which can 
be used to create a measuring chart for pair-comparison and 
analysis. Pair-comparison is an effective way of ensuring 
that the analysis of the attributes which provides more than 
a subjective opinion and therefore a more reliable outcome 
is produced. 

Using AHP, the determining factors for the system can be 
represented as a chart that shows the level of importance of 
each attribute after careful application of weighting factors 
i.e. the score of each attribute in the system. This approach 
has been used in this work in order to present and compare 
QoS requirements for both SOA and the grid. 

A. AHP Analysis for SOA 
Implementing the SOA paradigm provides the flexibility for 
an organisation to manage service delivery across 
departments as well as delivery to its clients.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1: AHP analysis for SOA QoS factors 
 

This, however, requires the need to ensure a level of QoS 
that will make the integration and service delivery beneficial 
to the business objectives of the organisation. Although there 
are a number of quality factors that can be applied to SOA 
(figure 2), some factors such as Reusability, Scalability, and 
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Interoperability are considered to be the important ones, 
since they are at the core of the shift to SOA paradigm. Thus, 
analysing these factors can help in identifying the 
measurable attributes which are used to create a measuring 
scale of the importance of the factors following the process 
of AHP (figure 1). The analysis of the identified QoS factors 
with a valued score is presented in figure 2 showing factors 
on a scale of 0 (low) to 9 (high) representing their 
importance (I). The selected scores are for generic SOA 
applications and they are based on the wider research in the 
literature, real life experience and the views of the 
stakeholders [11] [18]. Thus, specific SOA applications with 
different user requirements might lead to different scores.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2: QoS factors of SOA 

Applying the Analytical Hierarchical Process, the Key 
QoS factors are decomposed to show the relevant attributes 
that constitute scalability, interoperability and reusability, 
creating a pair comparison chat to compare the levels of 
attributes such as service management (SM), service 
communication (SC), service independence (SI), 
compatibility (C), modularity (M) and complexity (Cx) with 
subjective scoring scale to measure up their total score.  
 

  I SM SC SI C M Cx Tot 
Per 7 M H M L L M 140 

Sca 9 M M H M M M 216 

Ava 6 M M     36 

Us 5    H M  60 

Rob 5   M H H H 150 

Rel 7 H H H M H M 294 

Int 9  M H H H  270 

Re 9 M H H H H H 432 

Tot  156 279 342 307 319 195  
 

Table 1: Pair Comparison Analysis – first stage of AHP for SOA 

The first stage is to evaluate the matrix relevant to SOA 
by comparing the first level to the second level factors using 

the measuring scale, H=9, M=3 and L=1 (table 1), thus 
identifying the attributes with highest impact/importance 
(figure 3).  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3: SOA environment pair compare chart - first AHP Analysis 
 
Further analysis involves the comparison of the second layer 
attributes to the third layer attributes such as the number of 
packets rejected (NPR), number of services (NOS), coupling 
factor (CF) and size of service (SOS) (Table 2). 
 

 I NPR NOS CF SOS Tot 
SM 9 H M  M 135 
SC 9 M H  H 189 
SI 7   H H 126 
C 9  M M H 135 
M 9 M  M H 135 
Cx 7  M H M 105 
Tot  135 156 180 354  

Table 2: Pair compare chart for second phase of AHP Analysis 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 4: Pair compare chart for SOA - second AHP Analysis stage 

 
The obtained results from the AHP analysis identify the 
important quality factors as well as the emerging high 
impact attributes such as service independence and service 
size (figures 3 & 4). Having analysed the important QoS in 
SOA at different level we now proceed to apply the same 
approach to the grid. 
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B. AHP Analysis for Grid 
In grid services, users expect that high performance will be 
achieved using the available resources, whether it is for a 
multi-threading task request or access to storage space, the 
common theme is the trust that the resource is accessible 
and in a condition that will enable the fast execution of the 
task.  The important quality factors requirement in such an 
environment are performance and scalability, other 
requirements might be included such as reliability, 
availability, robustness etc but still grid services are very 
much geared toward performance.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 5: AHP analysis for Grid QoS factors 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 6: QoS factors for Grid Service 
 

Again a score system 0-9 is applied as shown in figure 6For 
performance, the quality attributes to achieve high 
performance are latency, throughput, and resource 
utilisation. Scalability attributes are network communication 
and resource management. As before the same principle of 
using AHP in analysing the attributes is carried out on the 
identified QoS factors such as latency (L), throughput (T), 
resource utilisation (RU), network communication (NC) and 
resource management (RM) (Table 3). 
 

 I L T RU NC RM Tot 
Per 9 H H H M M 297 
Sca 9 M  H H H 243 
Avl 7   H  H 126 
Us 6       
Rob 7    H  63 
Rel 6       
Tot  108 81 225 171 171  

Table 3: Pair Comparison Analysis for Grid Services 

 

 
 
 
 
 
 
 
 
 
 
 

Fig 7: Grid environment pair compare chart - first AHP Analysis 
 

     The obtained results from the AHP analysis identify the 
important quality factors as well as the emerging high 
impact attributes such as response time (RT), data exchange 
(DX), memory and CPU usage (MCPU) and number of 
components (NComp),  (figures 7). 
 

 I RT DX MCPU NComp T 
L 6 H H L M 132 
T 9 M H M H 216 
RU 9   H M 108 
NC 6 M M  H 90 
RM 9   M H 108 
Tot  99 183 141 261  

 
Table 4: Pair Compare Analysis of 2nd and 3rd levels of Grid 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 8: Pair compare chart for Grid second phase of AHP Analysis 
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Now if we consider and compare QoS analysis of the grid 
and SOA, performance and scalability score high which 
highlight them to be important factors in both environments; 
clearly, scalability closely matches the performance demands 
of systems and applications. Moreover, high performance 
systems and applications clearly must maintain the level of 
performance in direct link to scalability of the system. 
Though the QoS factors relate to slightly different 
technologies, grid and SOA, the attributes of the qualities 
shows the common grounds to the effect of the attributes 
across the spectrum of measurement. Hence, a mapping of 
these attributes can be directly help in the creation a mapping 
strategy to guide the selection of resources in grid 
environment to applications in SOA to enhance the 
allocation, discovery and management of distributed 
services. 

VI. CONCLUSION AND FUTURE WORK 
In this paper, distributed architectures were considered 

from two different views, resources and infrastructures in 
the form of grid computing and distributed software 
application paradigms in the form of SOA. Though these 
forms of distributed systems may seem to be at each end of 
the spectrum, there are similarities in the purpose and 
business objectives to implement either system, more so 
since grid computing is becoming a more acceptable in 
commercial IT projects rather than as previously perceived 
scientific and high performance computing  environment.  

The paper makes the first step toward the integration of 
SOA over the Grid, which is identification and analysis of 
quality factors relevant to each technology, i.e. what 
services can be offered by both SOA and grid, in so doing 
bringing together the benefits of both technologies 
particularly in terms of QoS. For example combining the 
performance, that the grid can offer, with the ability to 
efficiently deliver services that can be shared and reused in 
SOA. Thus, different QoS factors were considered and 
analysed, particularly in term of performance, scalability, 
interoperability and reusability, which show the potential of 
mapping SOA to the grid. This will help in devising a 
mapping model that preserve the QoS required in both 
approaches which can form the basis of service oriented grid 
broker that will be considered in future work. 
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Abstract—The number of business applications that use 
mobile phones is ever increasing, but the central 
processing unit (CPU) in these devices is much slower 
than those that are used in computers, which has limited 
the development of many applications. This paper 
presents two models for extending the capabilities of 
mobile phones by connecting multiple mobile devices and 
ordinary computers to form an ad-hoc network. Each 
device can easily share the resources of the others using 
the latest Internet and wireless technologies.  

Keywords-Mobile Web Server, P2P system, Multi-
Servers, mobile phones 

I. INTRODUCTION 
The use of mobile phones has grown significantly 

in the past few years. There are now an estimated 1.2 
billion mobile phones in use worldwide, and these 
ubiquitous devices are changing the way we conduct 
our daily lives. Mobile phones are becoming 
increasingly powerful. Users can also watch movies, 
send e-mail messages and read and edit simple 
documents with these devices.  

The use of mobile phones has grown significantly 
in the past few years. There are now an estimated 1.2 
billion mobile phones in use worldwide, and these 
ubiquitous devices are changing the way we conduct 
our daily lives. Mobile phones are becoming 
increasingly powerful. Users can also watch movies, 
send e-mail messages and read and edit simple 
documents with these devices.  

II. PROBLEMS WITH SOFTWARE FOR MOBILE 
PHONES 

There are several problems in designing and 
developing software for mobile devices, which can be 
summarized as follows. 

A. Speed of the Central Processing Unit (CPU) 
• The CPU speed in smart phones is much slower 

than that in regular PCs. Mobile phone users 
operate these devices in real time and expect 
quick responses, and thus it is currently not 
possible to run computationally intensive 
applications on mobile phones.  

B. Limited Memory 
• Mobile devices have a small amount of 

memory, but many computer packages 
consume large amounts of memory, and thus 
computer software that is adapted for mobile 
phones must be carefully designed to reduce the 
memory requirement. 

C. Screen Size 
• Mobile phone screens are much smaller than 

those of regular computer monitors, and 
therefore developers need to design the screen 
output in mobile phone software carefully. In 
practice, this means that only essential 
information can be displayed. 

D. Time-consuming input method 
• The average phone has only 10 to 20 keys, 

whereas regular computer keyboards have more 
than 102 keys. Another problem with mobile 
phones is that their keys are much smaller than 
those on computer keyboards. One solution to 
these problems is to use touch screen 
technology. However, this technology is 
expensive, and is only included as a feature in 
the top models of smart phones. Typing data 
into a phone is a time-consuming and tiresome 
task for the user. To make an application 
popular, therefore, designers need to reduce the 
amount of input volume that is required from 
users.  

E. Lack of standards 
• There are no common standards for mobile 

phones. Different models have different 
functions, numbers of keys and screen sizes. 
Furthermore, there are different kinds of 
operating systems, such as Symbian [4], 
Windows CE [11] Palm, iPhone, and Android. 
Different manufacturers support different kinds 
of development tools. It is therefore a challenge 
to develop software that can be implemented 
across phone types.  

III. RELATED WORK 
Peer-to-peer (P2P) systems [12] enable users to 

share resources amongst the various computers in a 
system, such as CPU power, memory, disk space, files, 
information [7] and knowledge. Computers in the 
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system can be either clients or servers, depending on 
the set up of the network. The objective of the research 
that is reported in this paper is to extend P2P systems 
to include mobile phones. This will allow mobile 
phone users to initiate applications that can then use 
the computing power of a large number of computers.  

The most famous example of a file-sharing P2P 
network is Napster, which gives its members the 
revolutionary ability to connect directly to other 
members’ computers and search their hard-drives for 
digital music files to share and trade. There are several 
high-profile CPU power-sharing P2P systems, one of 
which is a cancer research project that allows people to 
join the fight against cancer through their home 
computers. The aim of the project, which is jointly 
organised by the Intel Corporation, the University of 
Oxford, the National Foundation for Cancer Research 
and United Devices, is to attract volunteers to 
contribute 24 million hours of computational time. 
Volunteers simply download a program onto their 
computer that runs in the background when the 
computer is on but not being used. The program aims 
to match ranges of potential cancer drugs to individual 
target proteins that are associated with cancer. The 
results from each computer are returned to the project 
coordinator via the Internet. The project has been fairly 
successful, with over million volunteers installing the 
software.  

A. Desired characteristics of peer-to-peer systems 
To make the power of large P2P system accessible 

to small organizations or even individuals, the system 
must have several important characteristics. Firstly, it 
is necessary for users to be able to initiate a program 
on a remote server from a client computer, which 
means that software must be installed on both server 
and client computers. The software must therefore be 
inexpensive (or even free) to attract individuals to join 
the network. There are a number of P2P products on 
the market, but they are all fairly expensive. The 
system must be easy to use and safe to use. The 
computers in the system are likely to belong to 
different owners, which poses security risks, such as 
unscrupulous users deleting files from computers on 
the system. However, users should not need to examine 
every program from other users that will be executed 
on their computer. The system should also require the 
minimum amount of user intervention. Obviously, 
some input will be needed for initial installation, but 
maintenance work should be reduced to minimum (or 
even no maintenance at all). The system should not 
rely on a product from a single vendor – it is 
unnecessary to reinvent the wheel if there are existing 
products that possess feature that can be extended to 
execute the task. Existing web server technologies can 

be used to create a P2P system, and we present a model 
of this in the next section. Finally, the client computer 
should be able to reach a large number of power server 
computers within a short period. 

The above mentioned problems could be 
minimized by integrating mobile phones into normal 
computer systems, especially peer-to-peer (P2P) 
systems. In other words, resources could be shared 
among mobile phones and computers. We discuss the 
two developments that could make this happen – 
Mobile Web Server [6] and a Power Sharing P2P 
Prototype. 

IV. MOBILE WEB SERVER 
“Mobile Web Server” is an open-source project. 

Any phone manufacturers can port this package to their 
phones without paying a license fee.  

After installation of the software package, a phone 
can be used simultaneously as a Web server and phone. 
In addition to providing ordinary Web server functions, 
the phone can perform the following functions. 

• Owners can write blogs with the phones. 
• Owners can access/update the content of their 

phones wirelessly with an ordinary PC Web 
browser.  

• Authorized users who have access to any Web 
browser can request a remote mobile phone to 
take a picture with the phone’s camera. The 
owner does not need to push any button on the 
phone.  

• With an Internet browser, any authorized 
remote users can: 

 view the phone’s image gallery. 
 leave a message on the phone. 
 chat with owners in real-time mode. 

A. New Applications 
Mobile Web Servers are different from ordinary 

computers in the following ways. 
• Owners almost always carry their phones with 

them. Thus, the server is moving around. 
• Phones usually have special features such as a 

GPS, camera, and so forth.  
• Large numbers of Web servers can be added to 

the Internet as there are more mobile phones 
than computers. Also, most mobile phones are 
less expensive than ordinary computers. 

• Mobile Web Server enables us to create many 
new applications. Examples of these new 
applications include: 

1) Traffic P2P Systems 
Many cities have installed cameras to monitor 

traffic and provide snapshots (or video images) to Web 
users, but there are not enough cameras to cover every 
road. Furthermore, a government Web server would be 
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overloaded if it needed to broadcast the images of 
several thousand cameras simultaneously. A better 
system is required. If a sufficient number of owners of 
phones with a GPS or other location-based technology 
[3], camera, and mobile Web server joined a P2P 
system (Figure 1), then they could solve this problem. 
Each owner could place his/her phone on the car 
dashboard and point the camera down the road before 
they drive. Users of this P2P system could search for 
the position of available phones on a particular road or 
position. They could then ask the phone to take a 
picture and send it back to their phones or PCs 
instantly without any intervention by the phone owner. 
Thus, they could determine traffic conditions in real-
time mode. 

Many computer navigation systems can calculate 
the shortest path from one point on a map to another. 
However, this ignores real traffic conditions. Thus, the 
path shown is not the best in terms of the travel time 
required. If there were enough phones on the P2P 
system, then each mobile phone could report its 
position regularly. The average time and speed to pass 
a street could be calculated. Then, instead of the 
shortest path being calculated [1], the fastest path for 
drivers could be calculated. 

 

 

 

   Internet 

 
 

Fig.1 Traffic P2P system 

2) Weather Monitoring Systems 

It would be easy to add sensors to phones. These 
sensors could measure air temperature, barometric 
pressure, and sound and pollution levels. The cost of 
adding these sensors would not be expensive because 
of mass production.  

Observatories provide weather information, 
including temperature, to citizens. However, the 
temperature in different regions of a city can vary 
greatly. Through a P2P system with temperature 
measurement via mobile phones, we could select a 
mobile phone in a certain region and ask it to provide a 
reading. Observatories could also use the data to 
produce more accurate and detailed broadcasts.  

3) Vehicle Management Systems 
Corporations could use the mobile Web server to 

manage vehicle fleets. For example, a transportation 
company could place a mobile phone in front of the 
driver with the camera pointing down the road. The 
phone could automatically transmit photos and the 
position of the truck to the office. The company could 
also use the phone to communicate with drivers 
through voice and/or SMS. SMS is better than voice 
communication as it can minimize misunderstandings.  

Although some transportation companies have 
already installed a GPS and communication system in 
their vehicles, the server would provide an inexpensive 
way (both installation and maintenance) to serve these 
functions. It is also flexible because a phone can be 
transferred easily and quickly from one vehicle to 
another. 

V. MULTIPLE SERVER PEER-TO-PEER MODEL 
We have designed a model that fulfils the 

foregoing requirements (see Figure 1). It is an 
extension of our previous work [8,9,10] and operates in 
the following fashion. The owner of a mobile phone 
requests a web page from a remote site by typing in the 
URL (or using a bookmark that is stored in the phone’s 
memory). After obtaining the web page, the user can 
then type in the necessary data and send it to the tier 1 
web server. The tier 1 web server will invoke a servlet 
[5] that divides a single task into many small sub-tasks. 
These sub-tasks are stored in a queue on the hard disk 
of the system. 

The tier 1 server then sends an HTTP message to a 
tier 2 server, which then invokes another servlet. The 
tier 1 server then transfers a sub-task to the tier 2 server 
for further computation (note that there are many tier 2 
servers in the system but only one tier 1 server, as 
shown in Figure 1. We call the tier 2 servers the 
‘power servers’, as they serve computing power to the 
client).  

The tier 2 servers then send the results of the 
computation to the tier 1 server. If there are sub-tasks 
remaining in the queue, then the tier 1 server will send 
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them out to the tier 2 servers, and will again collect the 
results.  

 

Fig. 2 Multi-server peer-to-peer model 

VI.  COMPONENTS OF THE MODEL 
The computer program that is used in the model is 

divided into two parts, one of which is installed on the 
tier 1 server computer and the other of which is 
installed on the tier 2 server computer.  

In the model (Figure 2), we define the computers 
that serve CPU power (the tier 2 servers) as power 
servers. The system comprises one tier 1 server 
computer and many tier 2 servers, or computers that 
are willing to share their computing power. A 
performance evaluation of the model is provided in 
Section 6. 

A.  Tier 1 server computer  
There are four modules on the tier 1 server 

computer. 
1) Dividing module.  
This module divides a complex task into many sub-

tasks and stores them in a queue. 
2) Job dispatch module.  

This module (Figure 3) sends an HTTP message 
through the Internet or intranet to invoke a Java servlet 
program on a tier 2 server. The module establishes a 
communication socket with a tier 2 server, and then 
picks up a sub-task from the queue and sends it to the 
tier 2 server. After dispatching a sub-task, the tier 1 
server writes a record to the ‘sub-task in-process’ file 
that contains the sub-task, dispatch time and IP address 
of the remote power. The system is able to detect a 
faulty power server computer by checking the dispatch 
time. If the result of a sub-task is not returned after a 
certain period, then the tier 1 server will re-assign the 
sub-task to another power server.  

3) Answer collector module.  
This module collects the results from the remote 

computers (tier 2 servers) and passes them to the local 
computer for further processing. The control then 
returns to the Job Dispatch module, which checks 
whether there are any sub-tasks in the queue. If a tier 2 
server cannot finish a sub-task within a reasonable time 
(because the server is down, for example), then the 
module will tell the Job Dispatch module to transmit 
the sub-task to another tier 2 server. 

4) User interface.  
This module sends the web page to the user’s 

phone. It collects input from the user and passes the 
processing request to the “Dividing” module. It is also 
responsible for sending the final answer to the user’s 
phone via SMS message after collecting the results 
from all of the tier 2 servers. 

5) Tier 2 Server Computers.  
The tier 2 servers receive sub-tasks in the form of 

HTTP messages from the tier 1 server computer, and 
then invoke the appropriate program to handle the sub-
task that they have been assigned. After processing the 
sub-task, they send back the results or answers to the 
tier 1 server. 

6) Web server.  
The web server initiates the requested program 

after receiving an HTTP message from the tier 1 server 
computer, and also checks the user identity, if 
necessary.  

7) Servlet. 
The servlet first establishes a communication 

channel with the tier 1 server computer, and then 
receives a sub-task and processes it accordingly. It then 
sends back the answer to the Answer Collector module 
of the tier 1 server. The servlet checks whether the tier 
1 server has any sub-tasks left, and will continue to 
process any remaining sub-tasks until the Dispatch 
module of the tier 1 server sends it a signal to stop. 
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Fig. 3 Dispatch  module 

 
Fig. 4 Answer collector module 

VII. EXPERIMENTS 
We used a travelling salesman problem to test the 

performance of the model, because it features a small 
amount of data but needs intensive computing power to 
solve. Experiments were conducted with different numbers 
of tier 2 servers from 2 to 10 (2 ≤  p ≤  10), and each 
experiment was repeated 30 times using different sets of 
data files. The average time and “speedup” were recorded, 
and are plotted in Figure 5. The system achieved good 
“speedup”. 
 

 
 
 
 
 
 
 

Fig. 5  Speed up of the P2P mode 

VIII. LIMITATIONS AND FUTURE CHALLENGES 
More new applications can be developed in the future as 

Mobile Web Server and P2P systems can overcome most 
weaknesses of mobile phones. Software developers should 
explore the opportunities and methods of integrating the 
phones and computers. However, there are challenges 
ahead. 

Security – The Mobile Web Server is ported from 
Apache. However, Apache is not designed for individual 
phone owners. Individual phone owners might not be able to 
set the security levels [2,14]. A more user-friendly interface 
is required so ordinary users can fine tune the security 
features. Phone users need to be educated about the dangers 
involved in using their phones.  

Transmission speed – Phone users can access the 
Internet either through telephone companies or Wi-Fi. In the 
former case, users are using GPRS (approximately several 
hundred Kbits per second) or 3G systems (with a theoretical 

speed of 7 Mbits per second). However, the transmission 
speed is not satisfactory for some real-time applications. We 
expect that 4G, Wimax [13], or other newer systems that 
can support up to 1 G bits will be available in the near 
future. When these new technologies become less expensive 
and widespread, this problem can be solved. 

Interruption of services – Telephone and/or Wi-Fi 
signals might not be available in every location (e.g., in a 
basement). Mobile Web Server might be out of service from 
time to time depending on the environment.  

Battery – Mobile Web Server consumes more power, so 
owners need to recharge their phones more often. Better 
batteries [15] are being developed. When these batteries are 
introduced in the mobile market, the problem can be solved.   

Cost – The upload and download volume can be huge. If 
the phone is connected with Wi-Fi, then this is not a 
problem. However, the costs for some applications might be 
expensive if the phone is connected to the Internet through 
telephone companies. 

IX.  CONCLUSION 
This paper reports two prototypes that bring together 

several peer-to-peer (P2P) technologies to create P2P 
systems that allow mobile phone users to run projects that 
require a great deal of CPU power 
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Abstract—A sand-dust numerical model coupled 

with MM5(PSU/NCAR mesoscale model) 

–CUCSDust (CMA Unified Chemistry 

System-Dust) is introduced. CUCSDust includes 

such detail physical processes as dust production, 

transport, growth, coagulation, dry and wet 

deposition, which can simulate and forecast the 

initial and sand-dust concentration of sand and 

dust storm. A parallel scheme is also designed to 

reduce the run-time which is most important for 

real-time forecasting. Based on CUCSDust, a 

numerical model forecasting system is established 

in northeast Asia, and is applied to China 

Meteorological Administration (CMA) for 

operational prediction of sand and dust storm 

from March, 2006. There were 31 storms occurred 

in northeast Asian in 2006 and the system nicely 

predicted 29 storms. A prediction result of severe 

sand and dust storm occurred in 26-28, March, 

2006 is chosen, which shows no difference for 

sand-dust spatial distribution between model 

outputs and remote sensing monitoring imagers 

and indicates that the model system has the 

capability of real-time forecasting sand and dust 

storm in northeast Asia. 

I. INTRODUCTION  

Sand and dust storm (SDS) is the atmosphere 
phenomenon of air thickness in which the gale 
drives soil dust and visibility is less than 1m. 
Because of the poor surface condition in 
northeast Asian, the storms occur frequently 
which are badly endangering the life of the 
residents. Their property damages are severe. 
The huge storm can even take away many 
people’s lives. Theoretically, tremendous storms 
damages can be prevented or mitigated if there is 
systematic early warning information. Numerical 
simulation and forecasting is the most effective 
method. Interested countries and organizations 
such as WMO, CMA, KMA, NAMHEM of 
Mongolia, JMA, Canadian groups, Lisa of 
France, German groups, NOAA group, NASA 
group, etc, have collaborated to develop a 
real-time SDS numerical prediction system by 
conducting a comprehensive and sustained SDS 
research project. The gale and the source of soil 
dust are necessary factors. Dust uplifting occurs 
in a source region when the surface wind speed 
exceeds a threshold velocity, which is a function 
of surface roughness elements, grain size, and 
soil moisture. The research focuses on the wind 
blown sand processes. The impact of soil dust 
from natural and anthropogenic sources on 

Keywords-CUCSDust, sand-dust storm, real-time 

forecasting, parallel,MM5 

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

978-0-7695-4110-5/10 $26.00 © 2010 IEEE

DOI 10.1109/DCABES.2010.32

129



climate and air quality has been recognized at 
the global scale. However, the regional 
characteristics of soil dust production, transport, 
and removal processes are poorly understood, 
which brings big errors to the prediction results. 

(1) 
In equation (1), the rate of change of mixing 

ratio of i grad sand-dust particle mass constituent 
C

To accurately predict the impact on climate, 
the spatial and temporal distribution of dust 
loading together with detailed physical and 
chemical properties (e.g., size distribution and 
composition) are required. Current models do 
not adequately simulate the spatial and temporal 
distribution of soil dust in Asia due to their poor 
spatial resolution and inaccuracy of the dust 
source function. Furthermore, simulations have 
not been validated over Asian source regions. 
Regional dust transport models have shown the 
similar limitations. 

i has been divided into components for the 
processes of transport, sources, clear air, dry 
deposition, in-clouds and blew-clouds dynamics. 

A. Transport 

The transport model driven by the regional 
meteorological model MM5 to simulate the soil 
dust distributions is advection equation in 
flux-form which uses a semi- Lagrangian and 
semi-implicit transport scheme and 
Smolarkiewicz multi-order schemes for 
dynamics and passive tracers [9]. One dimension 
advection equation is 

For real-time prediction, the in-time is as 
important as accuracy. An out time prediction is 
useless. Furthermore, higher spatial and 
temporal resolutions of the model need more 
time. At the same time, High resolution can be 
adopted to improve the accuracy with a less time 
scheme.  

  (2)                           
where u* is the wind speed. 

B. Soil dust source function 
In this paper, a sand and dust numerical 

model built by CMA and paralleled and coupled 
with MM5 by SCCAS (Supercomputing Center 
of Chinese Academy of Sciences), CUCSDust, is 
introduced. The model bases on the research 
work of many researchers such as Marticorena 
and Bergametti, Gong and Zhang, Alfaro and 
Gomes, et al. and is driven by the 
fifth-generation Penn State/NCAR Mesoscale 
Model (MM5). The domain decomposition 
parallel scheme is designed to reduce the time, 
which is suitable for distribution memory 
supercomputers. 

Emission of soil sand-dust storm depends on 
two factors, (1) surface wind speed, and (2) soil 
surface properties. It is generally recognized that 
soil dust particles leave from the ground only for 
wind speed greater than a threshold value ut

* [7]. 
In current model, accounting for turbulent, 
convective transport, only suspension of 
particles with radius r<20 m is considered. 

In CUCSDust, the gravity, daggling of wind 
and cohesion of dust particles are considered to 
calculate the value. For a smooth surface, the 
threshold friction velocity is given as follows[6], 

II. MODEL DESCRIPTION 
(3) 

Sand and dust is represented in the CUCSDust 
by a size segregated prognostic equation in such 
a way that the spectrum of sand particle size is 
divided to 12 grads and for every grad, i, the 
mass balance equation can be written as 

where 
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and pa  are the density of air and soil sand-dust. 
g is the gravitational acceleration and r is soil 
particle radius whose unit is cm. Here, the unit 
of 0.006 is cm0.5/s2 .  

In the view of the effects of nonerodible 
and non-mobile elements because of the 
heterogeneous land covers by using a roughness 
length parameterization, the threshold friction 
velocity should be corrected as follows [7], 

(4)                               
where Zm is the initial roughness length of land 
covers and z0s is the local roughness length of 
uncovered surface. 

Taking into account the effects of soil 
moisture, the threshold friction velocity has been 
parameterized as [8] 

 (5)                     

where w and w’ are the ambient and threshold 
volumetric soil moisture with 
w’=0.0014(%clay)2+0.17(%clay). 
  The horizontal mass flux representing the 
quantity of material in movement in the saltation 
layer, is related to the critical friction and sand 
radius interval r, that is[3] 

 
where E is the ratio of erodible of total surface, 
C=2.61, R=ut

*/u*, u* is the wind velocity, and 
dSrel(r) is the relative surface covered by 
particles of radii from r to r+dr as 

 (6)                             

where M(r) is the quantity of sand, MMDi is the 
mass mean diameter, and i is the standard 
deviation. 
  The vertical mass flux and its size distribution 

are required in the model as the horizontal flux. 
The vertical flux dFv of saltating aggregates with 
radii from r to r+dr is proportional to the 
corresponding horizontal mass flux [1][3] as 
dF 2(r)= dFv h(r), where =16,300cm/s . 
  By Defining the fraction (pi) of the kinetic 
energy of individual saltating aggregate [13], the 
total number fluxes Ni and mass fluxes Fsoil,i of 
the ith sand-dust population and the total dust 
flux that represents fine transportable particles 
(r<20um) as the dust source strength are 

         (7) 

Three lognormal population distributions for 
the particles released by sandblasting from the 
saltating aggregates were suggested [3][12]. The 
mass mean diameters MMDi are respectively 
3.98, 9.12, 15.36, the i are 0.96, 0.62, 0.21 and 
the binding energies ei are 0.0453, 0.0450, 
0.0447. 

C. Vertical diffusion 

There are vertical diffusion of sand-dust in 
clouds. Vertical diffusion includes the processes 
of convection and turbulent airstream. Vertical 
convection uses a semi- Lagrangian and 
semi-implicit transport scheme for solving 
convection equations and turbulent process is 
given as 

               (8)                        
where Kv and z are turbulent parameter and 
vertical coordinate of the model. 

D. Clear air dynamics 

The number flux of sand-dust Ni will decrease 
by the cohesion of two particles. For clear air, 
only the process of cohesion is considered, 
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whose function is given as [4] 

(9)                               

 is the coefficient of viscosity of air,  is the 
free path of molecular. At the bottom of the 
model, taking into account the effects of the land 
covers and turbulence of the air, the velocity Vt 
need some modification in the model. where Ki,j is the cohesion probability of two 

sand-dust particles. The operator of [ ] is 
maximum integer smaller than . 

G. Parallel coupling 

E. Below-clouds and in-clouds cleanup 

The sand-dust particles will be captured by 
falling water vapor with Brownian motion, 
inertial collision, shearing of turbulence, and 
excursion of heat, diffusion and electricity below 
clouds. Sand-dust will also be captured by vapor 
and clouds with dynamic processes in clouds. 
According to the work of Slinn [10], the cleanup 
function can be written as 

(10)                                 

For practical forecasting, the sand-dust model 
need to be parallel coupled with climate 
model[2]. Firstly, a scheme is constructed 
suitable for the climate model to parallel the 
sand-dust model. Here, MM5 is used as climate 
model. Real-time numerical forecasting has the 
requirement of timeliness and high resolution. 
The calculation of sand-dust model is much 
huger than that of MM5.The parallel algorithm 
is domain decomposition, for which, load 
balance, data structure, overall mesh, 
communication and programming affect the 
efficiency and run-time. Secondly, a two way 
inter- active interface is constructed to couple 
them, in which, the problems of multi scale, 
system error and stability need to be solved. 

where ri is the average radius of grad i sand-dust, 
fcld is the rate of overlay of cloud and  is the 
rate of cleanup. 

F. Dry sedimentation H. Data and parameters 

Some sand-dust will fall to the ground in the 
process of movement, which will cut down the 
sand-dust ratio. CUCSDust uses the model [11] 
as follows, 

  (11)                                      
where z and t are respectively vertical 
resolution and time step of the model, Vt is the 
falling velocity of the sand-dust particle and 

(12)                          

Parameters used in this dust model depend 
strongly on geographic locations. These 
parameters suitable for northeast Asian 
forecasting have been verified and extensively 
examined in Asian deserts or wind tunnel 
experiments by CMA [1][3]. The most critical 
information controlling the soil dust flux are the 
surface wind speed, land use information, 
surface roughness length, soil texture, 
temperature and moisture content. In the model, 
a detailed Chinese soil texture map is used. The 
surface covers are divided to 15 categories and 
the surface roughness length can be calculated 
together with land use information. MM5 is used 
to calculate the surface wind speed, temperature 
and moisture content. The observed and 
reanalyzed meteorological conditions in the 
region are used to drive MM5 as initial and 
boundary conditions. 
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III. RUN AND PERFORMANCE 

A. Physical options 

 Basic information: grids number is 
68*86*17; horizontal resolution is 
120km; time step is 120s; forecasting 
period is 72 hours.  

 Explicit moisture scheme: mix phase. 
 Atmosphere radiation scheme: Duhia 

shortwave and RRTM. 
 Cumulus scheme: Grell. 
 Planetary boundary layer scheme: MRF. 
 Soil procedure: PXPBL. 

B. Performance 

CUCSDust runs on the Supercomputer 
IBM1600 (IBM p690). Table I shows the parallel 
performance compared with MM5. The ***** 
means the performance gets worse with the 
increase of CPUs. From table I, we can see the 
performance of CUCSDust is a little better than 
MM5. 

C. Prediction of a sand-dust storm 

A huge sand-dust storm occurred in north-east 
Asia during March 26 to March 28, 2006. 
CUCSDust running at 8:00, AM on March 26 
almost precisely predicted this storm. Figure I is 
the observation from FY2C satellite; Figure II 
shows the prediction result of CUCSDust. 

IV. CONCLUTION 

CUCSDust has been used for real-time 
practical sand-dust prediction in China 
Meteorological Administration since 2006. 
Most storms have been rationally forecasted. 
However, there are still some disadvantages. 
One is the resolution and parallel efficiency of 
the model. To improve the resolution, high 
resolution initial data are needed as well as 
high performance parallel algorithms. The 
other is the precision of storm quantity, for 
which, data assimilation as well as parameter 
fining is used.  
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TABLE I.  PERFORMANCE  

Numbers ofCPU 1*1 2*8 4*8 8*8 16*8 

Time of CUCSDust (h) 0.86 0.47 0.26 0.18 7 92 

Time of MM5 0.972 ***** 0 11 0 078 0 096 

Speedup of CUCSDust  9.17 16.92 30 44 

Speedup of MM5  9.00 12.46 ***** ***** 

Eff. of CUCSDust (%)  57.3  52.9  46.9  34.4 

Eff. of MM5 (%)   56.3  38.9 ***** ***** 

    
Figure 1.  Refutation graph of storm situation and concentration from FY2C. 

 

Figure 2.  Prediction graph of storm situation and concentration 
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Abstract— This paper proposes a novel approach in tackling 

the resource brokering problem in heterogeneous distributed 

computing systems. To obtain the best utilization of the 

systems, researchers are often focusing on improving 

scheduling algorithms and strategies with the knowledge of 

tasks and resources at the scheduling time.  Unlike these 

approaches, we apply an intelligence decision making 

mechanism to achieve the optimization of the systems. It is 

designed to provide multiple desired Quality of Services on 

resources assembled dynamically from various service 

providers. 

Keywords- Quality of Service, Scheduling, Distributed 

Architectures, Intelligent Decision Making  

I. INTRODUCTION  

Demand for distributed systems has been increasing 
rapidly with new technologies emerging such as grid and 
cloud computing [2]. However, the commercial market 
requires new types of resource managers which must have 
the ability to be integrated into the business processes, where 
the assurance of users’ satisfaction is an essential factor.  
Quality of Service (QoS) is the ability of an application to 
have some level of assurance that users’ requirements can be 
met. Recently, distributed resources brokers that are based on 
quality of service have been the subjects of many research 
projects [9], [14], [15], [19].   

With significant developments of virtualization 
technologies over recent years, the concept of resources is 
extended from physical resources to virtual resource services 
[3], [4], [7]. As a result, there has been a dramatic increase in 
the number of QoS parameters that have to be considered in 
order to meet the ever increasing users requirements.  
Consequently, the dimension of parameters in the 
optimization problem of scheduling or load balancing will 
have a great impact on the scheduling time. The efficiency of 
the scheduling algorithms or strategies deeply depends on the 
status of the whole system, i.e the incoming tasks and the 
available resources. However, the majority of scheduling 
strategies have been designed to meet specific requirements 
therefore, they perform well in some specific situations [8], 
[10], [16]. 

Recognizing these characteristics, an intelligent 
framework which acts on the scheduler of a multi-objectives 
broker is proposed in this paper. The broker allocates 
resources by enforcing quality of service i.e. it is not only 
system centric but also user centric. Therefore, it will 

autonomously harmonize the resource owner profit and user 
requirements. The proposed architecture is also designed to 
be scalable and adaptable so it can meet both global and 
local requirements.  

We start by discussing an intelligent resource broker 
framework which is then customized according to quality of 
service requirements.  This is followed by proposing a 
mechanism for the creation of an entire modelling 
environment and adapting the schedulers into different states 
of the environment. A number of simulations of a grid 
computing system with the ability to act in correspondent to 
the variation of the incoming tasks and available resources 
are conducted. Finally, we conclude with some suggestions 
for future work. 

II. AN INTELLIGENT RESOURCE BROKER 

FRAMEWORK  

Intelligence, by its definition [22], is the integration of 
perception, reason, emotion and behaviour in a sensing, 
perceiving, knowing, caring, planning and acting system 
that can succeed in achieving its ultimate goals in the world. 
Intelligent decision making is becoming the foundation of 
distributed resource management in many applications [1], 
[11], [12]. The most important goal of a resource broker is 
the efficiency of the scheduler or load balancer, which is 
measured by different metrics such as system usage, 
workload execution time, utility functions,   cost etc [10], 
[22]. In this section, we describe a framework of an 
intelligent decision making mechanism for a scheduler as 
depicted in Figure 1. 

The universal duty of a scheduler is to assign tasks to 
available resources within an environment and to optimize 
the whole process. The environment is hence the 
composition of the states of tasks and resources. Every 
change to the environment creates events which are detected 
by the sensors. The outputs observed by the sensors are sent 
to the sensor processing model. 

The number of states of the environment is infinite and 
uncertain because of the variation of tasks and resources. 
However, in the environment model, the number of states 
must be finite and controllable, i.e. it can be operated with 
the limitation of data storage and processing time. The 
classification of states of the environment model should be 
flexible so that the model can be changed dynamically in 
order to adapt to a large range of environment variations as 
well as the scalability of the system. The question how 
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elastic task requirements could be will determine 
dynamicity of the sensor processing model. 
 

 
 

Figure 1. Functional relationship between modules of intelligent 

resource broker 

The ―brain‖ of the system contains two components.  
The statistical analyser gains the experiences, knowledge 
and prediction during processing time. Patterns of the tasks 
or resources, different trends of coming tasks are common 
knowledge of the system. Obtained perceptions are used to 
adjust sensor processing model and environment model. The 
behaviour generator generates strategies based on the state 
of the environment model. The generating rules are either 
pre-defined or self-defined. Scheduling plans are then 
evaluated by the history analyser and the best plan will be 
applied to the system. 

The last component is human controller interface. This is 
where the users, resource providers and vendors interact 
with the system. The provided knowledge is encoded into 
the ―brain‖ of the system. This is weighted by the role of the 
person who supplies them. For example, users can provide 
the weight of each requirement in relative to the others as 
discussed in the next section.  

III. AN INTELLIGENT DISTRIBUTED RESOURCE 

BROKER BASED ON QUALITY OF SERVICE  

In this section, we implement the framework with 
multiple QoSs awareness. A flow of exchanged information 
within the framework is shown in Figure 2. The 
environment model is specified by the QoS standard 
metrics. We then argue for the necessity of the system to 
change the scheduling strategy to adapt to different 
scenarios.  

A. Environment model and sensor processing model 

Users based on their knowledge and their motivations 
submit their QoS requirements for their tasks. However, the 
information of the resources is in general hidden inside the 

system. Therefore, user requirements are often described on 
an abstract level. The common QoS metrics are 
performance, availability, scalability, reliability, security 
etc. while the resource attributes are speed of CPUs, number 
of CPUs, memory size, disk size, and network bandwidth 
and so on. The influences of the resource attributes on the 
QoS parameters are different, particularly, since user 
requirements may even conflict to each other in the view of 
resource attributes. Therefore, it is necessary to have 
requirement processors, which automatically address these 
problems 
 

 

Figure 2. An intelligent distributed resource broker framework 

As shown in Figure 2, the tasks are submitted with the 
requirements which are measured by the requirement 
processor in term of standard quality of service. The other 
functions of the requirement processor are to revaluate the 
requirements of failed tasks and to adjust the requirements 
of the tasks which cannot be executed. These functionalities 
are useful in systems having auto recovery and negotiating 
features. 

The sensors collect attributes of resources and QoS 
requirements of tasks. The collected information is sent to 
the sensor processor to evaluate the capacity of the nodes 
under the standard quality of service metrics as in Figure 3. 
In general, some requirements of tasks and capacities of the 
nodes may not be estimated precisely beforehand. 
Therefore, it is important to update the information of the 
nodes dynamically. 

In scheduling, as mentioned earlier, the environment is 
just the composition of the resources and the tasks. 
Incoming tasks are usually stored in waiting queues which 
can be either unsorted or sorted by some policy. One 
common criterion is to sort the tasks by their priority. The 
priority of the task depends on the adopted system. It can be 
measured by the QoS metrics such as the price or the 
deadline etc. The resource list contains the information 
regarding the QoS of all resources in the system. Therefore, 
the scheduler contains two matrices, one for tasks the other 

. 

. 

. 

Broker 
 

 

 

Node 1 

 
Node n 

Sensor 

processor 

Task k 
Requirements 

Sensor  

 

Node 2 

Sensor  

Sensor  

Task1 

Requirements 

Task 2 

Requirements 

Requirement 

processor 

 
 

 

Environment 

model 

Waiting 

Queues 

Resources 

list   

 

 
 

Statistical Analyzer 

History data 

Behaviour 

generator 

 

 

 

Scheduler 

 

Resources 

list  

Waiting 

Queues 

Human Controller Interface 

Vendors Users Resource providers 

Update  

Model 

Observed 

Input 

State 

Scheduling 

Plans 

Update Model 

Events 

Updates 

Information 

Updates 

information 

Plan 

Evaluation 

Environment 
(Tasks, resources) 

 

Environment 

Model 

Sensors 
- Resources 

- Tasks 

 

Scheduler 
 

 

Behaviour 

generator 
Predefine rules, 

self-define rules 
 

Sensor 

Processing 

Model 
 
 

Statistical Analyser 
Experience, knowledge, 

(learning, predicting) 

Human 

Controller 

Interface 

Users 
Resource providers 

Vendors 

Plans 

Evaluation 

136



for resources. The scheduling problem is actually the 
question how to match the two matrices such that the system 
gets the maximum profit.  
 

 

Figure 3. A matching mechanism in scheduler 

In the model of the environment, there are three factors 
namely, the requirements of queuing tasks, the capacities of 
the resources and the future prediction.  The requirements 
and the capacities are evaluated by the standard metrics of 
QoS. Therefore, the state space S is the product of Sr the 
space of resource information, the space St of task 
information and the space Sf of future prediction, i.e 
S=Sr×St×Sf.  

The information in the space of tasks St reflects the types 
of the tasks and the number of tasks in each type.  Tasks are 
catalogued by their required quality of service parameters. 
Let us consider m1, m2 ,…, mk to be the k standard QoS 
metrics of the systems. The set St is the Cartesian product 
Snt×St

1
×…×St

k
, where St

i
 is the set of possible values of the 

tasks corresponding QoS metric mi, and Snt is the set of 
possible number of the tasks of each type. 

Similarly, the information in the space of resource 
reflects the types of the resources and the number of  
resources in each type. So, Sr= Snr ×Sr

1
×…×Sr

k
, where Sr

i
 is 

the space of possible values of the resources corresponding 
QoS metric mi. The future prediction can be the trend of the 
coming tasks, resources plugged in plugged out, the varying 
capacities of the resources. For simplicity, we omit the 
space Sf from now on. 
Discretization and Patterns.To obtain a finite state space 
S, we need to make a discretization the space of QoS 
requirements and those of QoS capacities. Basically, we 
need a fine-grained discretization. However, it will 
massively increase the number of states and hence 
dramatically slow down the scheduler. Some studies used to 
divide the quality of service into three level: 1(low), 
2(medium), 3(high) [6], [15], [16].  In the same way, we 
classify the resource into three level of capacity 1(low), 
2(medium), 3(high). We do the same for the number of 
resources, and the number of tasks. Then the number of 
elements of Sr

i
 (or St

i
) is 3

2
. Note that even in this case, the 

number of elements of S is 3
4k+2

, which grows very fast 
when k increases. This can create a potential problem with 

systems containing a large number of QoS parameters. To 
address this, we propose two methods.  
1. Assessment aided by human. To reduce the software 
quality factors in a large system, Khaddaj et al [17] 
proposed a method in which globally and locally quality 
criteria can be considered and individual quality views can 
be combined where conflict can be handled. The goal of this 
method is to weigh the importance of each standard QoS 
metric with the aid of human. The idea is as follows. First, 
we built a matrix of relationship between user requirements, 
resource attributes and standards QoS metrics which is 
judged by users, resource providers and vendors. Then we 
use Saaty calculation [23] of the analytical hierarchy 
process to obtain the required matrix of weights. The QoS 
metrics having small weight is less important and can be 
ignored in the in the scheduling process. 

In cases where users have experience of the relation 
between QoS metrics and their requirements, they can help 
by filling the assessment table shown in Figure 4. Then the 
system takes the average weight of users’ opinions. After 
that it combines with the evaluations given by providers and 
vendors to get the final results. For example, the weight of 
QoS 1 in Figure 4 is 0.3x0.3+0.3x0.03+0.4x0.02=0.107. 
Similarly, the weight of QoS k is 0.001. It means that QoS k 
is not important and will be dropped in the model. 
 
 

 

Figure 4. An example of assessment aided by human 

2. Grouping and ungrouping. The spirit of this method is 
to detect the significant events and to omit the rare ones. 
QoS metrics are usually classified in a hierarchical tree. One 
can group the QoS metrics in the same branch as a higher 
abstract level QoS metrics. For example, the network 
performance metric is the composition of availability, loss, 
delay, utilization and utilization is combined by capacity, 
bandwidth and throughput and so on [21]. Another fact is 
that there are number of states, which are almost never 
happened. We group all these states to a so called unknown 
state. When the frequency of a state in a group increases, we 
bring it back to the state space. Moreover if tasks have no 
QoS requirements, they are assigned unknown state. The 
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state of these tasks is recovered by historical experience of 
the system. Another problem is how to determine the 
number of levels and how to divide them. Due to the 
dynamicity of the tasks and resources, capacity levels 
should not be fixed. The smaller the gap between the next 
levels is, the better the situation is recognized by the system.  
However, because of the limitation of number of states, we 
need to start from a reasonable number of levels, and then 
divide or increase the level if necessary.  

B. Generating behavior. 

There are two separated problems in generating 
behavior. The first is how to adjust the parameters in tuning 
or balancing the objectives. Since the system is designed not 
only system centric but also user centric, participating users 
may give their opinion on the decision of the system. For 
example, they may say which objective is most important 
for current situation as the system has to reconcile those 
requests. The other problem is how to select the most 
effective scheduler in a bundle of schedulers which is 
addressed in this work.  

It is well known that scheduling is NP-complete. Several 
heuristic approaches have been studied in [5], [9], although 
there is no absolute optimal solution for this problem. The 
strategies in scheduling depend on the objective of the 
system, providers and users. They might include round 
robin, first come first served, least completion time to fastest 
machine etc. The algorithms in this field can be classified 
into three groups: ad-hoc method, local search, and 
population based. Each algorithm has their own advantages 
and disadvantage depending on the deployment situation.  

In general, the factors which play major roles in the 
scheduler are historical experience, future prediction, 
environment model and expert views. The future prediction 
assesses the possibility of the next state the environment 
will be. The historical experience advises in which case 
which scheduler is chosen with higher probability. In a 
broker that includes the expert views, the historical 
experience can be treated as one special user. To make a 
decision in uncertain cases, it is necessary to learn the 
probability of every output which can be used in selecting 
the scheduler. The prominent scheduler with highest 
probability is chosen.  Assume that the environment model 
space is the set S={s1, …, sn}. The set of schedulers is {L1, 
…, Lk}. For each states si, the possibility of using the 

scheduler Lj is pij with ∑ j pij=1. This is expressed by a 

matrix P=(pij)n×k.  The matrix will be readjusted after a 
period of time by the system experience.  
 

 

L1 L2 … Lk Sum 

s1 p11 p12 … p1k 1 

s2 p11 p21 … p2k 1 

… … … … … … 

sn pn1 pn2 … pnk 1 

 
Table 1 Probability Matrix 

 

Evolution. The system gains the experience based on its 
history. This is driven by an evaluation function F which 
assesses the efficiency of the system. The data of average 
efficiency of  a scheduler j in each state si is stored in matrix 
D= (dij)n×k. 

Initially, every scheduler has the same probability for 
every state. The efficiency coefficients are set to be the 
maximum value. This setting guarantees that all schedulers 
have a chance to be selected. When state of the system is 
changed, the matrix P is recalculated. Suppose that the state 
switches from si to a new state and that during state si the 
scheduler Lj is chosen. The average efficiency value dij is 
updated. The entries in the row i of P are recalculated by the 
formula: pij= α(P,D,i,j)  where α(P,D,i,j) is an amplifying 
function which helps to accelerate the difference of 
probabilities of the best and the other schedulers. For 
example, α(P,D,i,j) =0.9 for scheduler Lj obtaining the 
maximum efficiency in state i and α(P,D,i,j) =0.1/(k-1) for 
the other cases. The whole process is showed in Figure 5.  

 
Figure 5. A learning process. 

 

C. Scalability. 

The advantage of this framework is that by separating 
the resource attributes and the user requirements, it can be 
adapted to different types of distributed computing systems 
and applications without affecting the scalability. This 
model can be adapted for both multi agents and multi-level 
brokers. 

In the agent model, the tasks are submitted through 
independent agents. Each agent may have its own standard 
QoS metrics and can explore either private or public 
resources. Agents can share the same resources as well as  
the incoming tasks. However, the process of exchanging 
tasks must be synchronized.  

In a multiple level broker (or meta-broker), the high 
level broker only need to know the capacity of its child 
brokers, not all the details of all resources belongs to these 
brokers. This help in eliminating the redundant information 
as well as to reduce the number of dimensions of parameters 
in scheduling. 

It is important to note that the system can handle 
situations when a large amount of resources are added or 
removed from the system.  Certainly, this must depend on 
what strategies are integrated into the framework. In fact, 
increasing the number of resources bring to existence a 
number of new states in environment model. However, 
these new states will rapidly combine with others to become 
stable prominent states.  
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IV. EXPERIMENTS 

The aim of the experiments is to demonstrate that the 
proposed framework is capable of dynamically adapting in 
response to its environment. During the experiments, a 
number of simulations were conducted using a grid 
computing system based on simulator Gridsim [20]. In these 
experiments, only two QoS metrics, namely, the number of 
utilized processors and memory size are considered. 

A. Simulation setting and evaluation measurement 

The simulated grid consists of 100 machines, which are 
generated randomly, with different number of processors, 
and memories.  We created three types of machines. The first 
type T1 has the number of processor varies from 1 to 4 and 
the amount of memory varies from 256 MB to 1024 MB. 
The second type T2 has 8 to 16 processors and 256 MB to 
1024 MB of memory. The third type T3 has 1 to 4 processors 
and 2048 to 4096 MB of memory. 

There are three types of submitted tasks. The tasks of 
first type consume small number of processors (1-4 CPU) 
and small memory (256MB-1024MB). Those of second type 
occupy larger number of processors (5-8 CPU) and small 
memory (256MB-1024MB).  In the third type, the tasks need 
small number of processors (1-4 CPU) and large memory 
(1048MB-2048MB). The utilized memory of the tasks is a 
multiple of 256. Each task is assigned a weight which is 
calculated by dividing the product of number of utilized 
processors and memory value by 256. For example, the task 
consuming 3 CPU and 512 MB memory has a weight 
3x512/256=6. Executing time for each task is 1 hour on the 
machine. Each task can be executed in only one machine. 
Only machines which have enough free processors and 
memory to meet the requirements of the tasks can be used. 
The submitted tasks are stored in a queue. If a task in the 
queue cannot be executed in one hour, it is rejected.  The 
efficiencies of the schedulers are evaluated by the sum of the 
weights of rejected tasks. The smaller the sum is, the better 
the utilization of the system is. 

Three schedulers are evaluated in four experiments. The 
first scheduler matches the task requiring the largest number 
of CPU with the resource which has enough smallest free 
CPU and enough free memory to execute the task. The 
second is similar to the first but the roles of number of CPUs 
and memory is swapped. The third, the intelligent scheduler 
executes either the first or the second based the current state 
of the resources and the task. The environment model in this 
simple intelligent system has two states. The state s1 is when 
the number of resources of type T1 and the number of the 
tasks of the first type in the queue is greater than zero. The 
state s2 stands for the other cases. When the state is s1, the 
intelligent scheduler selects the first scheduler, and it uses 
the second scheduler in case of s2. 

In the first experiment, the resources are randomly 
created such that the number of resources of each type is 
thirty three and five tests with different proportions of tasks 
of each type were conducted. The tasks were created 
randomly with the total weight 5.000.000 units. The 
sequences of created tasks are kept to use for all three 

schedulers. The tasks arrive to the queue with rates from 1 to 
1.5 tasks/minutes. Each test is repeated 20 times. Thus the 
result of the experiment is the average of the results of 20 
tests.  
Test 1: The submitted tasks consist of 34% tasks of type 1,     
33% task of type 2 and 33% tasks of type 3. 
Test 2: The submitted tasks consist of 80% tasks of type 1,    
10% task of type 2 and 10% tasks of type 3.  
Test 3:  The submitted tasks consist of 50% tasks of type 1, 
and 50% tasks of type 2.   
Test 4: The submitted tasks consist of 50% tasks of type 1 
and 50% tasks of type 3. 
Test 5: The submitted tasks consist of 50% tasks of type 2 
and 50% task of type 3. 
The second experiment is repeated with five tests as the first 
one. We only change the proportion of the resources to 60% 
T1 machines, 20% T2 machines and 20% T3. 
We keep only Test 1 and Test 2 in the third and the fourth 
experiment.  The set of machines in the third includes 20% 
machines of type T1, 60% machines of type T2, and 20% 
machines of type T3. And that in the fourth consists of 20% 
machines of type T1, 20% machines of type T2, and 60% 
machines of type T3. 

B. Experiments results and discussion  

The result of the first experiment (see Table 2) shows 
that the intelligent system performs well in all five tests. In 
test 1 and test 2, the intelligent system reduces about than 
10% weight of rejected tasks. In Test 3, only tasks of type 1 
and type 2, this means that the scheduler 1 is better than the 
scheduler 2 and the intelligent system uses only scheduler 1 
during the test.  Therefore, the test with the intelligent system 
and the scheduler 1 give the same results.  In test 5, the 
efficiencies of three schedulers are almost equal. 

The above results are again confirmed in the second 
experiment, (Table 3). Since the number of machines of type 
T2 is equal to that of machines of type T3, the phenomena do 
not change. 

In experiment 3, there are more machines of type T2 
compare to those of T3. Therefore, the scheduler 1 rejects 
less than scheduler 2 (Table 4). In the experiment 4, the 
result is reversed since the configuration of machines in the 
experiment is opposite to that in the experiment 3 (Table 4). 
However, in both experiments, the intelligent system shows 
the improvement compare to the others. 

  
 Sum of weights of rejected tasks 

( thousand units) 

Scheduler 2 Scheduler 2 Intelligent 

Test 1 285 279 262 

Test 2 248 247 229 

Test 3 296 309 296 

Test 4 320 304 304 

Test 5 309 311 308 
 

Table 2 Experiment 1 Results 
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 Sum of weights of rejected tasks 

( thousand units) 

Scheduler 1 Scheduler 2 Intelligent 

Test 1 351 354 337 

Test 2 327 333 301 

Test 3 349 356 349 

Test 4 362 355 355 

Test 5 388 390 387 
 

Table 3 Experiment 2 Results 
 

 Sum of weights of rejected tasks 

( thousand units) 

Scheduler 1 Scheduler 2 Intelligent 

Test 1 (3) 241 262 238 

Test 2 (3) 255 276 250 

Test 1 (4) 257 234 228 

Test 2 (4) 289 252 249 
 

Table 4 Experiment 3 & 4 Results 

 

In short, even though the principle behavior in selecting 
the scheduler and the environment setting is simple, the 
intelligent system still shows a potential improvement of the 
efficiency of the system in all cases. Based on these results, 
we believe that a better scheduler can be achieved when the 
environment is reasonably modelled.  

V. CONCLUSION AND FUTURE WORK 

The main contribution of this paper is to propose an 

intelligent framework for distributed resources broker that is 

based on quality of service. This system can autonomously 

recognize the changes in a dynamic environment and make 

decisions regarding scheduling that is based on historical 

knowledge. The paper has looked into solving the potential 

problems of large number of parameters due to the number 

of dimension of QoS. Although the simulation was 

relatively simple, it has given an initial confirmation of the 

proposed framework. The capability of the framework in 

tuning or getting the equilibrium among the potential multi-

objectives of the schedulers will be considered in future 

work.  
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discuss the implementation and performance 
based PACS named WEBSERVEX developed un
effort between the Autonomous University of Que
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I.  INTRODUCTION  
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A Radiology Information System (RIS) [8][9] is in 
charge of updating the patients information along with the 
images associated to them. This is carried out using a 
database (MySQL [11]) that keeps record of patients and 
their respective imagery which in most cases are presented as 
series of images depicting different angles of the same part 
of the body under examination.   Figure 2 illustrates the main 
components of WebServex and the previously described 
interaction with a Radiology Information System.  

 

 
Figure 2: Main components of WebServex PACS and the interaction 

with a Radiology Information System (RIS) 

 

III. WEBSERVEX  CLIENT MODULES 
 
WebServex Client integrates three different modules:  

patients viewer, image viewer and reports generator. All 
three of them provide radiologist with enough functionality 
to diagnose for different image modalities such as computer 
tomography, ultrasound, mammography, x-ray, etc. 

 

A. Patients Viewer 
The patients viewer is the part of the system that 

provides tools to search for a particular patient and 
subsequently select a set of images (usually known as 
patient studies). 

 

B. Image Viewer 
Image Viewer is where the actual diagnosis takes place. 

Doctors are provided with a variety of tools to measure 
distances, angles, perimeters and areas of suspicious masses 
found in the images. These measures are typically known in 
the PACS terminology as “annotations” [12].   Additionally, 
image transforms [13] to adjust contrast, brightness, zoom 
and rotation are also provided.    Figure 3-A depicts a 
snapshot of the patients viewer, whilst Figure 3-B illustrates 
how images are presented in the Image Viewer module.    

 

 
   

 
Figure 3: On top (panel A) the patients viewer. Bottom (panel B) the 

image viewer.  

C. Reports 
 

Reports are generated using a special module that allows 
images in the visor to be inserted directly into a document 
where the actual diagnosis is described. The database will 
be informed when a study of images has been diagnosed and 
reported. This way, any other doctor may be able to open 
and see the radiologist report, thus providing the basis for an 
effective treatment.   

 
Reports make extensive use of the most important 

system elements. They allow the image in the visor to be 
inserted into the document and also implement a set of tools 
in a similar way to any other text editor (bold or italic fonts 
of different sizes and colors, centered, justified, etc).  Also, 
the reports module will have to interact with the database 
via Web Services in order to notify the system that a 
particular study has already been diagnosed.  On top of that, 
the report document itself must be transferred from the 
client to the server using Windows Communication 
Foundation services that will compress the report to 
minimize transmition time.    Figure 4 illustrates the report 
module where a few samples of annotations have been 
inserted (the red ellipses depicting the area of a transversal 
cut of the kidneys along with a red line that indicates the 
length of such organs.  
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Figure 4: The reports module. 

IV. CLIENT-SERVER COMMUNICATION 
 
Sending and receiving images is a key functionality of 

the project.  DICOM images are quite unpredictable in 
terms of size varying from a few bytes to around 40 Mbytes.  
For security and standard conformance reasons it is 
important to send and receive the images in the form of 
encoded bit streams.  In this particular issue we faced two 
well-known alternatives: in one hand the traditional Base-64 
[14]encoding, in the other hand MTOM [15] (Message 
Transmission Optimization Mechanism) a standard 
developed by W3C (World Wide Web Consortium).   The 
main difference between these two encoding techniques is 
that the first one translates every 3 bytes into 4 Base-64 
characters resulting on a 33% payload overhead whereas the 
second one allows the transmition of raw bit streams, thus 
saving encoding-decoding times and reducing the overhead 
size.  However, it is important to highlight the fact that 
MTOM encoding won’t necessarily work for very small 
images since it implements a small but somehow constant 
overhead.  The following results were obtained by taking a 
sampled piece of information of various increased sizes 
where both Base-64 and MTOM encoding were applied: 

 
SIZE in bytes BASE-64 MTOM 

100 433 912 
1 000 1 633 2 080 

10 000 13 633 11 080 
100  000 133 633 101 080 

1 000  000 1 333 633 1 001 080 
10 000 000 13 333 633 10  001 080 
40 000 000 43 333 633 40  001 080 

 
From the results illustrated in the previous table the 

advantage of using MTOM becomes justified for large files.  
Originally, our web services were developed to use Base-64 
encoding but eventually MTOM was implemented to reduce 

the transmission time of large images.  The bottom right 
corner of Figure 3-A illustrates the use of thumbnails which 
are sent and received via Base-64 encoding since they are of 
a much smaller size compared to their corresponding 
original images which, for the reasons previously described, 
are transmitted using MTOM (see Figure 3-B)  

 

V. WEB SERVICES 
 

WebServex implements three different web services that 
comprehend the main functionality of this centralized 
system.  There are two services for DICOM images, one for 
large images using MTOM encoding and one for small ones 
using Base-64 standard. Also, both services are prepared to 
switch between original image data (exactly as provided by 
the acquisition device) and compressed images under the 
JPEG standard.   Evidently, compressing medical images 
with a lossy technique such as JPEG might not be the best 
choice for diagnosis since some of the image data is lost but 
could limited (as last resource) become an option when 
bandwidth is. The third webservice is used for transmitting 
only patients data using Base-64 encoding (patients name, 
last name and date of study, etc).   

 

VI. CONCLUSIONS AND FUTURE WORK 
 

This paper has described the most important 
functionality of WebServex, a Picture Archive and 
Communication System that constitutes one of the first 
efforts to provide a web-based PACS in Latin-America. The 
three main components of the system have been reviewed 
and discussed along with the encoding types used for the 
different web services. MTOM constitutes the most 
appropriate choice for large images and Base-64 for small 
ones.   The system makes extensive use of the 
communications foundations and presentation foundations 
technologies from Microsoft. 

 
Ongoing work includes the addition of Computer 

Assisted Diagnosis for microcalcifications on 
mammograms, which is one of the main tools to diagnose 
breast cancer in women.   

 
Currently a demo version of the application may be 

accessed at [16] It is recommended, however, to contact us 
before using it, in order to generate a login account for the 
visitor.     
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Recently, the distributed sharing for Internet resources 
and computer power has become the research subject of 
great significance at home and abroad. On the Internet, the 
use of computing resources is unbalanced. Moreover, with 
the development of digital technology and Internet, 
especially the rise of Web 2.0 and the Internet data 
increasingly expanding, the capacity of data processing is 
relatively not sufficient. Therefore, It has become an 
important issue to be solved how to achieve the distributed 
sharing for Internet resources and computer power. Under 
this circumstance, cloud computing emerges on the scene 
and thus brings much challenges to education in Jiangxi 
province. 

I.  DEFINITION AND FEATURES OF CLOUD COMPUTING 

A. Definition 
Cloud computer is a new kind of computing module 

based on distributed system and grid computing. It is a new 
method of shared-based architecture for the large-scale 
distributed environment, and its cores are data storage and 
Internet service. The term “cloud” here is used as a metaphor 
for groups of computers, the center for data storage and 
application to accomplish the storing and computing, or the 
business implementation of the concepts in computer 
science. 

The fundamental principle is that the applications users 
need will be run on large-scale server cluster on the Internet 
rather than on such terminal units as personal computer and 
cellular. The data users process will be stored in the data 
center rather than in the local machine. Thus, users can 
access to any terminal unit on the Internet at any time and in 
any place. As illustrated in figure 1, only by a terminal unit 
can users accomplish all functions and operation through the 
service provided by “cloud”.  In that sense, cloud computing 

integrates all possible resources together and offer them to 
all users in the cloud. Besides, cloud computing developed 
from distributed computing and grid computing, combines 
grid computing, virtualization, Web 2.0, digitalization, 
storage, distributed technology, utility computing, IaaS, PaaS, 
SaaS, MSP, Internet integration, and trade service platform. 
which is illustrated in Figure 1. Cloud computing is, in 
nature, the combination of server Virtualization Technology 
and IAAS (Infrastructure as a service), and it mainly offers 
the service in the form of computing resources after 
virtualizing the resources in some data center. Therefore, as 
is defined, in cloud computing local applications and clients 
are simplified and only equipped with a script-supporting 
browser, and then the function of pc is maximized.  

 
Figure 1.  Cloud Computing Applications and Technical Support Structure 

B. Features 
1) Data storage of reliability and safety: Cloud 

processing offers the safest data storage center. Data such as 
documents and medias will be updated synchronously and 
be available on all devices through web, so that the case that 
data stored on pc is sometimes lost will be averted. What’s 
more, data sharing is supported by strict privilege 
management strategy of cloud computing. 

2) Cloud service of convenience: In the age of cloud 
computing, users can use various services easily by Internet 
browser rather than installing and updating the applications. 
This helps to bring down the difficulty of technology 
application and further deepen and widen the development 
of web service. 

3) Powerful computing capacity: Cloud computing 
offers the Internet application a powerful computing 
capacity, the capacity of 100,000 times per second even to a 
normal user so as to accomplish various business 
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requirements. This is hardly achieved in ordinary computing 
environment. 

4) Aggregation of various technologies:  Based on grid 
computing, cloud computing integrates virtualization, IaaS, 
Web 2.0, distributed computing and utility computing, in 
which virtualization plays a predominant part. Virtualization 
assumes that the server, storage and Internet are considered 
to be resource pools, which can be allocated flexibly. Every 
application environment is supervised to expand, transfer 
and back up applications by virtual platform rather than 
physical platform. 

5) Economic benefit: By grace of cloud computing, 
schools and firms do not have to waste money on expensive 
servers, neither worry about the maintenance and update of 
servers. They just need access to the Internet and have these 
tasks handled by cloud computing. Thus, it results in 
reduction of cost. 

6) Individuation: Cloud computing is a large resource 
pool and is capable of dynamic warping. From distance 
teaching to ubiquitous learning, from counter service to 
online transaction, more and more service has permeated 
through daily life in a new mode. Users can freely select 
resources and get safe and humanist service according to 
their needs, background of knowledge and interests at any 
time and in any place. 

7) User service-centric: Cloud computing of high 
quality is the key to attracting more users. Users are the 
objects of cloud computing, and are surrounded by data and 
service. Only if they make sense of their intention can they 
have the rest of work done by computers or other terminals. 

II. CHALLENGES BROUGHT BY CLOUD COMPUTING TO 
JIANGXI EDUCATION 

As a combination of many computing technologies and 
service theories, cloud computing will have great impact on 
the methods of Jiangxi organization and operation, operating 
cost, ways of innovation and support service system, which 
brings various challenges to Jiangxi education. 

A.  Functioning of Jiangxi Educationa Institutions 
Changes in Cloud Computing 
In the age of cloud computing, all kinds of educational 

institutions in Jiangxi province tend to function around the 
cloud computing environment. Many aspects are involved, 
such planning, implementation, operation and management. 

Cloud computing pattern converts capital expenditure 
into operation expenditure. Different educational institutions 
in Jiangxi province can purchase educational resources 
dynamically according to exact service condition. For in 
cloud computing funds for disposition of educational 
resources in advance are not a necessity, they could be used 
for admissions, teaching resource development and teaching 
management. 

In this pattern, Jiangxi educational service will be 
provided in the form of cloud computing. At present, the 
basic form of resource provided by Jiangxi educational 

institutions is digital computer files, and users have to 
download them from Internet. While in cloud computing 
pattern, the software will be integrated into educational 
resource pools (educational cloud), so that computing will be 
handled by relevant educational cloud software and the 
results be delivered to users. 

 
Figure 2.  The Basic Structure of Education Cloud 

Educational cloud, the application of cloud computing in 
education, is the foundation frame of education in the age of 
“cloud”. It consists of all educational computing resources 
(software and hardware) in digital education. These 
resources, after virtualized, can be rent by different 
educational institutions and students in Jiangxi province. The 
framework of educational cloud is as following [8].  

The difference between educational cloud and other 
kinds of cloud computing lies in digital educational 
application level. The former one reflects the main business 
logic of digital education and consists of educational 
resource programs which have been expanded. Educational 
application level mainly contains: 1) management program 
and business of educational information resources, which 
involve digital teaching platform, educational administration 
management system, office system, and operating system; 2) 
application program of educational information resource, 
which involves video player, word, chat, E-mail; 3) 
middleware in education, through which users can develop 
easily the digital education programs needed. 

As to the educational institutions in the age of “cloud”, 
they are likely to become an operating and service center like 
Google or Amazon and they will even be considered as data 
center + computing center + interface.  Through the 
interface, users can access to all cloud computing resources 
in digital education. Individual or educational institutions in 
the age of “cloud” will cooperate with educational service in 
cloud computing closely, which is likely to be the main form 
of educational application in digital age. For instance, 
interactive cloud computing service platform in schools, 
cloud computing platform for lifelong learning built by 
government and educational institutions, training and 
management system trusteeship for online learning in 
enterprise and public institution. 

As to students, educational cloud is the center of digital 
resource and program on the Internet, which figure 3 can 
illustrate. Students can use various programs offered by 
educational cloud to obtain many resource services and 
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management through terminals equipped with standard 
browsers, such as pc, PDA, cellular, TV [8].  

 
Figure 3.  Student Access to Educational Resources in The Computing 

Cloud (educational Cloud) 

B. Cost Analysis of Education in Cloud Computing 
Cost analysis in educational cloud is divided into 

development cost, transmission cost, teaching and support 
cost, cost of daily management and infrastructure. Compared 
with traditional education, educational cloud has an 
advantage in cost, but is still capital-intensive (technology-
intensive) in economic features. Thus in the educational 
cloud pattern, the cost will be cut greatly, which helps to 
extensively spread educational cloud. 

1) cost analysis of students: Educational computing 
pattern in the age of “cloud” sheds light on the reduction of 
cost of educational information students get. In digital 
education, students’ payment contains: a computer, office 
suit, RealPlayer, such client play-out software as Windows 
Media, and other assisted hardware [9]. While under the 
circumstance of educational cloud, a terminal equipped with 
standard browser is the only require for them. 

2) cost analysis of educational institutions: In the cloud 
computing pattern, development cost and infrastructure cost 
of educational institutions will be cut. Above all, the down 
payment of infrastructure will be decreased. Under the 
circumstance of traditional technology, all kinds of 
educational institutions need to invest funds for 
infrastructure construction. While in the cloud computing 
pattern, with less money educational institutions can obtain 
the information resources from educational cloud. Secondly, 
the flexibility in cloud computing consumption enables 
users to make effective use of funds so that the educational 
resource will be in accordance with load in cloud computing 
[9]. Therefore, Jiangxi educational institutions can purchase 
resources dynamically according to enrollment scale, 
visiting features of students and vacation. 

C. Impact Analysis of Cloud Computing in Jiangxi 
Education 
The proposal of cloud computing brings us a new angle 

of view to scan the current educational resource sharing. The 
idea of cloud computing is bound to reform the educational 
resource sharing [10].  

1) cloud computing enhancing the sharing of software 
and hardware in Jiangxi education: An outstanding feature 
of cloud computing is to minimize the configure-request of 

terminal units. Thus hardware resources and even pc will 
probably coexist in cloud computer network so that users 
can access these educational resources and needs are met 
through “cloud” network. 

2) cloud computing improving Jiangxi educational 
information security: Cloud computing brings unexpected 
security and reliability to digital educational information 
resources. Digital educational information resources are 
center on cluster servers in cloud computing network and 
the measures that need to be taken in cloud computing 
network are only to supervise closely and to lay down the 
legal network protocol besides the monitor from functional 
departments, which disperses the data security risk among 
widespread “cloud” network servers so that information 
security will be greatly improved. 

3) cloud computing increasing the sharing capacity of 
Jiangxi educational information resources: Currently, with 
the popularity of digital libraries, it gains a favorable social 
effect. Cloud computing can assume a project following for 
Jiangxi educational institutions: all educational institutions 
in an area (a city, a province or a country) are connected by 
cloud computing network to establish a united port, through 
which users can access to educational resource database to 
receive information needed. What’s more, the libraries of 
these institutions in Jiangxi province can upload their own 
characteristic resources to “cloud” for other users to share. 

4) cloud computing raising learning efficiency: Being 
user-centric, cloud computing makes individuals surrounded 
by data and services. By powerful computing capacity of 
cloud computing, data needed can be available easily and no 
longer are users trapped in confusion in front of a mass of 
data. Learning efficiency will be effectively raised with the 
aid of instant data retrieval, intelligent data processing and 
humanized services [10]. 

III. INTEGRATION AND APPLICATIONS OF JIANGXI 
EDUCATIONAL INFORMATION RESOURCES IN CLOUD 

COMPUTING 
Educational resource ensures the normal operation of 

educational institutions and guarantees the work and studies 
of students and teachers. Due to the imbalance of hardware 
and software in educational institutions in different regions 
and at different levels, the paper summarizes the study and 
practice of domestic and foreign experts and scholars, 
combined with the basic characteristics of cloud computing, 
and then analyzes the integration and application of 
educational information resources in Jiangxi province, which 
are as follows. 

A. To Integrate the Most Abundant Educational 
Information Resources 
The basic starting point of cloud computing is to 

integrate, store and share the information, which enables 
educators to integrate maximum educational resources. In 
the age of cloud computing, plenty of educational resources 
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provided by educators in the province will be aggregated on 
the storage servers in the “cloud”. Only by entering the key 
words can users obtain the educational resources from all 
over the province, and then choose learning content freely 
according to concrete needs. Educators are only required to 
classify and manage the educational resources and lay down 
some access rules [11]. At the same time, in the learning 
process, learners and educators can also complement and 
revise existing content according to established rules to 
constantly perfect resource pool. 

B. To Construct a Large-scale Sharing Educational 
Resource Library for Jiangxi Educational Users  
One major feature of "cloud" is its virtually unlimited 

sharing and scalability. Cloud computing makes use of the 
centralized storing way and all data is stored in the large-
scale data centers, which have advanced technology and 
professional teams responsible for data management and 
security and thus can meet the requirements of the 
enlargement of resource library scale and data security. In 
addition, cloud computing can be cross-device and cross-
platform, and therefore users can easily and simultaneously 
obtain data between the various terminals and share with 
anyone at any time, which has good openness and sharing, 
enabling the sharing of resources possible, serving more 
users and bringing more benefits [12]. This can avoid 
resource library islands. The virtual structure of Jiangxi 
educational resource services of the whole “cloud” age is 
shown in Figure 4. 

 
Figure 4.  Virtual Structure of Educational Resources in Cloud Age 

C. To Construct Library of a New Type 
At present, each school’s library in Jiangxi province has 

its own server for daily library management, search and 
download of digital resources and other services. In the cloud 
computing, the "cloud" port has a large server group, with 
good fault tolerance, computing power and virtually 
unlimited broadband. Thus, it can guarantee data’s security 
and high concurrency and users’ requests can also be 
promptly responded to [12]. In addition, the cloud computing 
has the virtual feature, so users can via computer, cell phone, 
PDA and other devices get access to the library's electronic 
resource service and even customize the service to establish 
their personal library to achieve mobile learning, which 
maximizes the role of Library Resource Center. 

D. To Build "Cloud" Platform for Teaching and Research 
in Colleges and Universities in Jiangxi Province. 
 The present research and experimental environment has 

become increasingly complex with more and more 
information. Some colleges and universities are restricted by 
funds, time, resources, and system load and other factors, so 

a number of projects and research programs are impossible 
to implement. The cloud computing technology will help 
build "cloud" environment for teaching and research in 
colleges and universities so that these projects and research 
programs can be carried out smoothly [13]. 

E. To Create Jiangxi E-learning Platform  
Cloud computing provides a favorable technical support 

for learners to study at any time and any place, bringing 
more convenient learning tools and thus, improving the 
learning efficiency. Cloud computing can help improve the 
building of network learning environment learners need [15]. 
With the environment, resources and services provided by 
the cloud computing, learners can choose learning content 
and methods freely to achieve network learning.  

F. To Realize Office Network Collaboration System in 
Jiangxi Province 
Software, as a service (SaaS), provided by cloud 

computing, is a service type, which will provide software as 
an online service and thus provide schools with a reference 
for an information technology program. Some commonly 
used applications such as office software, e-mail systems can 
use cloud computing services. After getting access to these 
cloud computing services, schools will reduce the cost of 
information systems’ building and software maintenance and 
upgrading [15].  

G. To Establish an Interactive Home - school Platform in 
Jiangxi Province 
The establishment of an interactive home - school 

platform will facilitate timely communication between 
parents and teachers, for school education is based on family 
education.  Relying on the network, cloud computing 
provides not only convenience for communication between 
families and schools, but also more initiatives for parents to 
improve their participation, which is mainly in the following 
three aspects: ① to guide parents to participate in school 
management; ② to promote exchanges between families and 
schools of educational philosophy and experience; ③ to 
provide educational services [17]. 

H. To Create Independent and Pluralistic Virtual Learning 
Communities in Jiangxi Province 
 As Internet technology advances, education resources 

applied in information processing and communication have 
increasingly shown their advantages. For better collaboration 
and communication, virtual learning communities, whose 
target is to form a shared culture and a learning community, 
proliferate and play an important role. In cloud computing, 
applications of educational information resources will be 
integrated into the "cloud" port, and thus, each learner can 
make use of them to create virtual communities freely, to 
build their own virtual learning environments and to learn 
and discuss collaboratively, achieving a wide range of 
culture and knowledge exchanges.  
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I. To Build the Cloud Computing Platform for Jiangxi 
Distance Education System 
At present, cloud computing is fast becoming a 

commercial reality and the application of its services will 
bring positive effects on ways of operation and organization, 
costs, innovation cultivation, service support of long-distance 
education. In the future’s, we will provide distance education 
institutions and students with services in the form of renting 
computing resources of  Jiangxi distance education, and thus 
contribute to the development of distance education. 

J. To Build Mobile Education Learning and Lifelong 
Education and Learning Systems of Cloud Computing 
Services in Jiangxi Province 
Cloud computing will change the mobile service based 

on SMS by technology, and accomplish M-learning pattern 
of dibbling and browsing by building WAP educational sites 
[18]. In the cloud background, a large number of Jiangxi 
educational resources will be stored in the cloud server and 
learners will learn by simply using a mobile device which 
can access "cloud" port through a browser to study 
independently and SMS or WAP site on-demand mode are 
no longer needed. Besides, cloud computing which integrates 
multi-computers and new Internet technologies and breaks a 
single WAP protocol restrictions, coupled with smartphones 
which currently support the HTTP protocol and PDA's 
civilian-oriented development enable learners’ terminal 
hardware requirements to significantly reduce in mobile 
learning process, and thus, learners will be able to use low-
cost mobile devices, low-cost network charges and Cloud 
servers for rapid communication [19]. Therefore, citizens can 
through cloud computing services share educational services, 
mobile education, learning and lifelong education and 
learning resources.  

In a life-long learning-oriented context of modern 
society, education and technical workers in Jiangxi province 
should further design and develop its educational 
applications on the basis of cloud computing technology 
research and give full play to its strengths in mobile learning, 
thus virtually realizing anywhere, anytime, free based, 
personalized and diversified mobile education, learning and 
lifelong education and learning systems. 

IV. CONCLUSION 
It is a new field to apply cloud computing techniques and 

methods to the building of Jiangxi educational information, 
resources sharing platform, which is of great value and 
significance to achieve the full-service of education and 
information resources promote the process of educational 
informatization and the harmonious development of 
education in Jiangxi province. 
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Abstract— Along with the rapid development of parallel 

computing technology and the popularity of Beowulf cluster 

system, the scalability of parallel algorithm-machine 

combinations, which measures the capacity of a parallel 

algorithm to effectively utilize an increasing number of 

processors, becomes more and more important. This ratio of 

parallel overhead to computation is reviewed in this paper, the 

merit and deficiencies of this metric are pointed out. Then in 

order to apply the distributed parallel computation 

environment based on Beowulf cluster it is improved, obtain 

the new extensible function which reflects the scalability of 

distributed parallel systems more directly and precisely when 

the size of machines and the scale of problems are extending in 

the environment of Beowulf cluster. Finally, the new metric is 

used to analyze and prove the scalability of parallel algorithms 

and Beowulf cluster. 

Keywords— scalability; iso ratio of parallel overhead to 

computation; Beowulf cluster;distributed computation 

 
Ⅰ.  INTRODUCTION 

Scalability is a measure of algorithm and parallel 
system matches the level of an important indicator, it is 
also distributed parallel computing to pursue an 
important objective. Scalability is just such a metric that 
measures the capability of the system, including 
hardware and software, to utilize effectively the 
scaling-up processors. Conventional approaches to 
scalability analysis include ISO-efficiency metric, 
ISO-speed metric, Latency metric, and Time-scale metric, 
etc[1]. The Scalability study focused on parallel 
algorithms and parallel computers combined Scalability, 
but the parallel computer architecture due to system 
limitations or high costs and many other factors, their 
markets are subject to certain restrictions. Cluster 
because of its investment risk is small, programming 

convenience, performance / price ratio higher factors, has 
become a mainstream of parallel computing techniques. 
However, by the existence of the cluster node 
heterogeneity and non-exclusive nature of such 
properties, while the previous Scalability measurement 
methods are not taken into account these features, 
Therefore, we need a workstation-based cluster is not 
only convenient and relatively accurate measurement of 
Scalability metrics. 

In this paper, such as the traditional ISO ratio of 
parallel overhead to computation were analyzed and 
improved, and a new spread function based on Beowulf 
environment is given. 

 
Ⅱ. BEOWULF  CLUSTER 

 Cluster is a group of independent computer systems 
to build a loosely coupled multi-processor system, the 
system processes through networks of communication, 
shared memory, transmission of information in order to 
achieve a distributed parallel computing. A group of 
low-cost computers to work together to achieve 
supercomputer performance. 

In recent years, the reason why cluster developing so 
rapidly, mainly due to the cluster of workstation node, 
the processing performance of more powerful, faster 
processors and more efficient multi-CPU machines have 
been widely into the market; LAN new technologies and 
the introduction of the new protocol, cluster 
communication between nodes can get higher bandwidth 
and smaller latency; Cluster system than the traditional 
parallel computers easier to integrate into existing 
network systems; Cluster development tools becoming 
more mature, whereas the traditional parallel computers 
lack of uniform standards; Clusters are cheap and easy to 
build; Cluster Scalability is well and it’s node 
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performance is also very easily by increasing the memory 
or to improve the processor performance could be 
boosted. 

With the computer's cost-effective to upgrade and 
Ethernet LAN technologies such as maturity and lower 
hardware costs, as well as message passing standards and 
the corresponding software development, with a group of 
computers in parallel computing clusters (often called 
Beowulf systems) provides the possibility. Beowulf 
systems have high availability, high scalability, 
cost-effective advantages, the key technology is the 
availability of support, a single system image, job 
management, and efficient communication. 

Beowulf system also has the following advantages [2]: 
First of all, the system relies on mature, easy access 

to computer technology and communications technology, 
and hardware devices. 

Second, the build system used by software, such as 
MPICH programming environment, software testing 
tools, you can free download from the Internet. 

Finally, the system has good portability, scalability, 
the system construction, maintenance and allocation of 
adequate resources are very favorable. 

 

 

 
Ⅲ. ISO RATIO OF PARALLEL OVERHEAD TO COMPUTATION 

EVALUATION METRIC 
Has made a number of Scalability metrics, the most 

typical are:  
ISO-efficiency metric, ISO-speed metric, Latency 

metric, and Time-scale metric, etc. Strictly speaking, the 
ISO-efficiency metric such as an analytical method is not 

only accurate enough in practical applications, but also 
the metric is given the relationship function between the 
number of processors and the workload, reflecting the 
workload with the changing trends in the number of 
processors, there is no quantitative data. And ISO-speed 
metric is the measurement of the average speed of 
Scalability of the key indicators, it is a combination of 
the algorithm and machine-based measurement methods, 
but in reality it is difficult to accurately measure program 
speed. The latency metric is to use average delay as a 
measure of Scalability of the key indicators, this metric 
takes into account the characteristics of the algorithm and 
architecture features, it is also a metric based on 
measurement approach, but the method requires the use 
of dedicated hardware or special system software to 
measure the parallel program running on each processor 
on the delay time, it is difficult to widely applied to 
various parallel machine[3]. 

 
A. The scalability metric of traditional ISO ratio of 
parallel overhead to computation  

In the metric of traditional ISO ratio of parallel 
overhead to computation, using the average ratio of 
pre-expanded and extended to measure the actual system 
scalability. 

Let Tcalc be the final end of the processor's parallel 
computing time, TO  be the final end of the processor all 
of the overhead time (including waiting, synchronization 
and communication time), the entire parallel execution 
time of parallel algorithms, then we can infer that[4]: 

Tp =To + Tcalc 
ISO ratio of parallel overhead to computation is: 

     λ=
Tcalc

To
 

For an algorithm that running on a parallel computer, 
when the number of processors increases, if a certain 
problem workload W increases to maintain the entire 
parallel system of λ unchanged, named that the 
calculation is the calculation of Scalability. 

Figure 2 shows the three kinds of terms such as ISO 
ratio of parallel overhead to computation function curves, 
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Curve 1 that algorithm has a good scalability caving; 
Curve 2 that the algorithm is scalability; curve 3 that the 
algorithm is Poor scalability[4]. 

 

Let W be the algorithm problem workload when 
using P processors to compute, W ' be the algorithm 
problem workload when the number of processors 
increases from P to P', in order to maintain the ISO ratio 
of parallel overhead to computation λ constant, then the 
Scalability metrics formula is defined as: 

 
   Let αbe the delay time for the communications 
established, β be the transmission time required for a 
byte, regardless of network competition, Between 
processors to send or receive from the S-byte message 
consisting of the time required for the α + sβ, let Ti be 
total spending time for each processor, then: 

 

is the communication complexity of parallel algorithm. 
   People in the design of an algorithm, they often want 
to communicate the complexity of the algorithm is given 
to illustrate the algorithm's communication performance, 
Using this formula you can infer how the problem 
workload W changes with the number of processors, the 
system can be Scalability. 
 
 B. An improved Scalability metric 

In the Beowulf cluster system, Let Tm be the time that 
the implementation of n different types of m computing 
tasks , the first of which kinds of type i by mi (1 ≤ i ≤ 
n) constitute a task, ti (1 ≤ i ≤ n) types for the first i 
tasks execution time, then the total time which 
implementation of m computing tasks is given as[5]: 

 
Then, cluster system, the average speed of execution is 

defined as: 

 

Definition 1. ratio of parallel computing overhead on  
a single  Cluster's node : 

calc
i

o
i

i T
T

=λ  （i=1,2,3,…,p）. 

Definition 2. Assuming that there is a heterogeneous 
parallel computing systems, where P  is the number of 
nodes, the total computing power isV , the total problem 

size is W . Let CALCT  be the final end of the set of 

parallel processors computing time, oT  is the final end 

of the processor all of the overhead time (including 
waiting, synchronization and communication time), the 
entire parallel algorithm parallel execution time: 

CALCOP TTT +=  

ratio of parallel computing overhead：
CALC

O

T
T

=λ . 

Theorem 1. Suppose there is a heterogeneous parallel 

system named ),,( WVPS ,in which P is the number 

of nodes, the total computing capacity is V , total 
problem workload is. W .the other heterogeneous 

systems, named ),,( '''' WVPS ,here VV >' . If a 

system is composed of S extends to 'S , can always 
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find a suitable workload 'W , makes the S  and 'S , 

ratio of parallel computing overhead λ  consistent, then 
can be concluded that S  is a scalable system. 

 
Ⅳ.  CLUSTER  SCALABILITY  TESTING AND ANALYSIS 

 There are 24 PCs in this experiment of cluster 
system, hardware and software conditions of this 
experiment as follows: 

1) Configuration of each PC is that: 
CPU: Intel(R) Pentium(R) 4  
CPU 3.20GHZ  
Memory: DDR 512MB 
Hard Disk: 120GB 
2) Equipment of network 
Router:  24 ports 100Mb/s 
Network adapter:  100Mbps 
Twisted pair wiring: some 
3) Software Configuration of each PC is that:  

Operation system:   Windows 2000 server, 
Environment of parallel program:  MPICH1.2.5, 
Programming Language:VC6.0. 
   To calculate Π, for example, N = number of intervals. 
   Experimental steps: 

1) Install MPICH on every host; 
2) In all hosts to establish a similar account, user 

name zyztest, password 1246 (also available on each 
machine using a different user name and account, and 
then create a configuration file, use the command run 
program); 

3) Run "mpich \ mpd \ bin \ MPIRegister. Exe", will 
apply for each computer account and password registered 
with MPICH, the message is written to the hard disk, 
restart still exist, so that in a networked environment 
MPICH can access each host ; 

4) In the Main Controller (IP: 169. 254. 6. 23), start 
the graphical interface program MPICH Configuration, 
so that Main Controller can get information on each 
node; 

5) The programme for calculating Π, in the VC 
compiled into an executable file named MyPi.exe, put the 
hosts under the same folder named Mytemp; 

6) To run MPIRun. Exe; 
Start the MPI graphical environment, run the 

program. 

 
The experimental results of data refer to table 1. The 

experimental data show that in Table 1: For the Beowulf 
cluster system, when the number of processors increases 
from P to P ', according to the theorem is given in this 
paper, you can increase the problem workload makes the  
ratio of parallel computing overhead λ  the maintenance 
of relatively constant in order to enhance cluster system 
scalability. 

 

  Ⅴ.CONCLUSION 

In this paper, we review the conventional scalability 

metrics, including Iso-efficiency metric, Iso-speed metric, 

Latency metric and Time-scale metric, present their 

unsuitability for the Beowulf cluster and verify the 

reason, nonequivalence of the processor sets. To solve 

the problem, we adopt the viewpoint of processor-set to 
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observe the behaviors of the system, introduce the 

concepts of ‘ratio of parallel computing overhead’ and 

then extend the scalability metrics to fit the architecture 

of Beowulf cluster. With the example of computing Π 

algorithm, we illustrate the validity of the Improved 

metrics[6]. 

    How to increase in the number of processors 

simultaneously expanding workload, makes the 

computation time is very reasonable and CPU utilization 

increase, this is worthy of scholars to study them. 
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Abstract—Along with web service composition 
becomes more and more complexity, design of 
composition process becomes more and more error-
prone. In this article we put forward a WSC_ECPN 
model for web service composition description based 
on extended colored Petri net. This model is 
independent of any concrete process description 
languages, supports process description and can 
describe composition process more comprehensively. 
Moreover, we present methods to analyze control 
flow correctness, data flow correctness and process 
instance correctness of the composition process, thus 
we can insure process correctness from these three 
levels. It the end we give an example to illustrate the 
application of WSC_ECPN model. 

Keywords-colored Petri net; model driven 
architecture; web service compositio; correctness 
analysis 

I.  INTRODUCTION 
Along with the development of Internet, web-

based distributed applications become more and 
more diverse and complex. Web service follows 
certain technical specifications, provides us a kind 
of platform-independent, location-transparent, self-
described software module for development of 
component-based system. However, single web 
service just implements limited function. There is a 
demand to composite web service to provide more 
powerful function, which spurs the research of web 
service composition. 

There have been many languages to describe 
web service composition, such as BPEL4WS[1], 
BPML[2], WSCI[3], etc. These languages provide 
syntax definition for web service composition from 
different view-points. They just give syntax 
description based on XML so we can’t analyze 
correctness of composition process. Practice proved 
that definition of business processes in real world is 
very complicate and error-prone, wrong process 
definition will lead to wrong realization. It is 
expensive for correcting wrong realization. 
Nowadays lots of research[4-7] is deployed aiming 
at resolving this problem. Analyzing these methods, 
they describe composition process using a kind of 

description language, then transform the process 
description into a formal model, analyze process 
correctness and correct errors and get correct 
process. Mapping rules were given to transform 
concrete process description into a formal model. 
However, these mapping rules are dependent with 
concrete languages. Once the language changed the 
mapping rules must be changed together. If a new 
process description language is put forward, new 
mapping rules must be developed. Borrowing ideas 
from model driven architecture, a new model 
WSC_ECPN based on extended colored Petri net is 
put forward for web service composition 
description. The model is independent from any 
concrete web service composition description 
languages and can present the composition in 
graphic view. Control flow and data flow can be 
described at the same time. Web service 
composition described in this model can be 
analyzed, validated and simulated. Therefore 
correct composition can be executed in real world. 

II. DEFINITION OF WSC_ ECPN 
The WSC_ ECPN is based on extended colored 

Petri[8], 
),,,,,,,,,,(_ IEEGCAATPPECPNWSC dcdcdc�

 
1)  is a finite set of non-empty data types used 

in web service composition, includes data 
token and control token. 

2) cP  is a finite set of control places. It is a 

buffer to place web service control parameters. 

3) dP  is a finite set of data places. It is a buffer 

to place web service data parameters.  

4) 0TTT c ��  is a finite set of transitions. cT  

is a common transition set. It is the web 
service set invoked in composition process. 

0T  is a zero transition set. 0Tt ��  isn’t 
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related to any web service, it just assistants 
process expression. 

5) ccc PTTPA ����  is a finite set of 
control arcs, 

	�
�
�
 cccc ATAPTP . 

6) ddd PTTPA ����  is a finite set of data 

arcs, 	�
�
�
 dddd ATAPTP . 

7) C is a color function, ��� )(: dc PPC . 

8) G is a guard function, )(: tGTG � , 

])))(((
))(([:

���
���

tGVarTypeB
tGTypeTt

. It is used to 

designate precondition of invoking a web 
service. 

9) cE  is a control arc expression function, 

cc Aa �� , staE cc �)( . cE  is used to 

denote whether the execution of a web service 
completed. 

10) dE  is a data arc expression function, 

)(: dddd aEAE � .

]\)))(((
)())(([:

CONTROLaEVarType
pCaETypeAa

dd

MSddddd

���
���

, dp  is data place of )( dd aA , MSdpC )(  is 

the multi-set of data type of place dP . dE  is 

used to denote the input and output of web 
service parameters. 

11) I is an initialization function,  

)()( pIPP dc �� . 

])())(([:)( MSdc pCpITypePPp ����
. This function is used to specify initial 
parameters of a composition process instance. 

  For a ECPNWSC _  model: 
}|{ 	���� 

iciii pPppP , 
}|{ 	���� 

ocooo pPppP . 

III. WSC_ECPN EXPRESSION OF WEB SERVICE 
BASIC COMPOSITION STRUCTURE 

A. WSC_ ECPN Expression of Atomic Web 
Service 
Atomic service is a basic web service. It doesn’t 

invoke any other web service. It can be expressed 
by an extended colored Petri net. 

 
Figure 1. atomic web service 

B. WSC_ECPN Expression of Web Service Basic 
Composition Structure 
Basic composition structures include: sequence, 

parallel, choice and cycle. These structures can be 
expressed as follows. The gray box in figures is 
zero transition. 
1) Sequence: one web service executes after 

another. 

 
Figure 2. sequence 

2) Parallel: two web services execute in parallel. 

 
Figure 3. parallel 

3) Choice: two web services execute according to 
choice condition. 

 
Figure 4. choice 

4) Cycle: one web service executes in cycle. 

 
Figure 5. cycle 

IV. ANALYSIS AND VALIDATION OF WEB 
SERVICE COMPOSITION 

Using formal model to describe web service 
composition aims to assistant composition process 
design, analysis, validation and simulation. 
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A. Correctness of Control Flow 
For a WSC_ ECPN model, control flow net can 

be gained by picking up control relation among the 

model: ),,,(_ cccon EATPPNCWSC . Control 
flow net is used to describe logical dependency 
relation among web services in composition process. 
It is a shared process structure for all process 
instances. Control entrance place of 

PNCWSC on_  is: 	��� 
iccic pPp .Control 

exit place of PNCWSC on_  

is: }|{ 	���� 
occocococ pPppP . 

In order to insure composition correctness, 
PNCWSC on_  must be correct firstly. Borrowing 

idea from workflow correctness[9], definition of 
PNCWSC on_  correctness is put forward: 

1) For each reached state M from initial marking 

0M , there must exist a transition firing 

sequence which turns marking M into eM  

(only one output place has control token, there 
are none control token in any other places: 

)()( **
ocic pMMpM �������� . 

2) Marking eM  is a normal end marking: 

)()( *
ococic pMpMMpM ��������

 

3) There doesn’t exist any dead transition: 

1,, MMTt ���

)( 1
* MMp t

ic ������ . 
For control flow net, we can use analysis 

methods[10] of Petri net to analyze its correctness. 

B. Correctness of Data Flow Net 
Data flow of WSC_ECPN model reflects data 

dependency among web services in the process. For 
correct control flow service composition, we can 
detect conflict between data flow and control flow 
referring to correct control flow. 
Definition 1 Direct Control Dependency: in 
WSC_ECPN model, if there is a control arc from 
node i to node j, then we define node j is direct 
control dependent on node i, jDirCDi. 

Definition 2 Direct Control Dependency Matrix: 
)( ijDirCDDirCDM �

�
�
�

�
�

jDirCDi
jDirCDi

DirCDij 0
1

. 

Definition 3 Control Dependency: in WSC_ECPN 
model, if there is a path from node i to node j, and 
all arcs consisting of the path are control arcs,  then 
we define node j is control dependent on node i, 
jCDi. 
Definition 4 Control Dependency Matrix: 

)( ijCDCDM �
�
�
�

�
�

jCDi
jCDi

CDij 0
1

. 

Definition 5 Direct data Dependency: in 
WSC_ECPN model, if there is a data arc from node 
i to node j, then we define node j is direct data 
dependent on node i, jDirDDi. 
Definition 6 Direct Data Dependency Matrix: 

)( ijDirDDDirDDM �

�
�
�

�
�

jDirDDi
jDirDDi

DirDDij 0
1

. 

Definition 6 Data Dependency: in WSC_ECPN 
model, if there is a path from node i to node j, and 
all arcs consisting of the path are data arcs, then we 
define node j is data dependent on node i, jDDi 
Definition 7 Data Dependency Matrix: 

)( ijDDDDM �
�
�
�

�
�

jDDi
jDDi

DDij 0
1

. 

Definition 8 Direct Dependency: in WSC_ECPN 
model, if there is a control or data arc from node i to 
node j, then we define node j is direct data 
dependent on node i, jDirDi. 
Definition 8 Direct Dependency Matrix: 

)( ijDirDDirDM �

�
�
�

��
�

�
)(0

1
jDirDDijDirCDi

jDirDDijDirCDi
DirDij . 

Definition 9 Dependency: In WSC_ECPN model, if 
there is a 

����� � jvvvipath ts ,...,,..., 11 , and 

each node 1�sv  is control or data dependent on 

node sv , then we define node j is dependent on 
node i, jDi. 

Definition 10 Dependency Matrix: 
)( ijDDM �

�
�
�

��
�

�
)(0

1
jDDijCDi

jDDijCDi
Dij . 
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Definition 11 Control Dependency is transitive: in 
WSC_ECPN model, if jCDi and kCDj, we can get 
node k is dependent on node i, kCDi. 

And we can get that data dependency is 
transitive, and dependency is transitive. According 
to algorithm of dependency closure[11] we can get 
control dependency closure and data dependency 
closure and dependency closure. Then we can 
detect conflict between data dependency closure 
and control dependency closure, conflict between 
data dependency closure and dependency closure. 
So that we can judge whether the data flow is 
conflict with control flow. 

C. Correctness of Process Instance 
In WSC_ECPN model, control flow net 

specifies structure of service composition process, 
concrete process execution instance is codetermined 
by control flow and data flow. 
Definition 12 Transition Binding: is a function b 
defined on Var(t): 

1) )(:)( vTypevbtVarv ����� . 

2) �� btG )(  is true. 
Binding transition t substitutes all variables of t 

with appropriate values, and makes �� btG )(  
true. 
Definition 13 Binding Element: is a ),( bt  pair, 

)(, tBbTt �� . 
Definition 14 Step Enabled: when WSC_ECPN 
model is in a marking M, step is enabled only if 
only: 
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Definition 15 Marking after step enabled: if 
marking  1M , step Y is enabled, the marking 2M  
after Y enabled is: 
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We can get process instance through 

instantiation function, utilizing the transition firing 

rule, we can simulate process instance running, and 
can detect correctness of process instance. 

V. APPLICATION INSTANCE 
Here we use a conference journey process to 

illustrate application of WSC_ECPN model. This 
process includes fours atomic services: query drive 
time, book air, book train, book hotel. If result of 
Query drive time service is large than six hours, 
then Book air service is chose, otherwise Book train 
service is chose. 

 
Figure 6. conference journey process  

The WSC_ECPN description of the conference 
journey process is shown in the below figure7.  

 
Figure 7. conference journey process WSC_ECPN description 

Control flow correctness analysis of the process 
is shown in the below figure 8.  

 
Figure 8. control flow correctness analysis result 

Direct Control Dependency Matrix of the 
process is as follows.  
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Control dependency closure of the process is as 

follows. 
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Direct Data Dependency Matrix of the process 
is as follows: DirDDM= 
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Data Dependency Matrix of the process is as 

follows: DDM= 
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Through computing we can receive that data 
flow of the process doesn’t conflict with control 
flow. Green line in figure 7 illustrated the running 
of a process instance. 

VI. CONCLUSION 
Aim to resolving the problem of service 

composition model depending on concrete 
description languages and describing service 
process incomprehensively, we put forward an 
extended colored Petri net model WSC_ECPN, it is 
used to describe web service composition, we give 
four basic composition structures described by 
WSC_ECPN. Then from three layers: control flow 
correctness, data flow correctness and instance 
correctness, we validate correctness of web service 
composition process. Finally we give an instance 
illustrating application of WSC_ECPN model. In 
the future we will develop research from these 
aspects: reduction and optimization of web service 
composition. 
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Abstract—The parallel implementation of a novel mesh 
simplification method is introduced detailedly in this paper, 
which is based on a Beowulf cluster system. Taking full 
advantage of the distributed memory and high performance 
network, we can simplify out-of-core models quickly and avoid 
thrashing the virtual memory system. In addition, the file I/O 
and load balancing are also considered to make sure a near 
optimal utilization of the computational resources as well as 
obtaining high quality output. A set of numerical experiments 
have demonstrated that our parallel implementation can not 
only reduce the execution time greatly but also obtain higher 
parallel efficiency. 

Keywords-mesh simplification; Beowulf cluster; distributed 
memory; parallel implementation  

I.  INTRODUCTION 
Over the last decades, mesh simplification has been a hot 

topic of research, with a vast number of published algorithms 
[1, 2]. However, most of these simplification methods were 
designed to handle modest size datasets of a few thousands 
of triangles. All these simplification tools required the whole 
mesh to be loaded in core memory. Obviously, it is not 
possible to today’s massive meshes that are recently created 
or acquired at a very high resolution. Therefore, some 
improvements must be introduced to deal with the massive 
data set [3]. 

According to the difference in implementation, most out-
of-core simplification methods can be broadly categorized 
into three classes, vertex clustering, triangle soup and spatial 
partition [4]. However, as the quick development of 
computer technology, parallel computing has attracted a lot 
of researchers’ attention in recent years. Therefore, a natural 
approach for large mesh simplification is performed in 
parallel with spatial partition. In 2002, Brodsky proposed a 
PR-Simp method [5] with the most naïve partition approach 
and succeeded in simplifying some large polygonal models. 
One year later, Brodsky extended this method and presented 
a general parallel framework for simplification [6]. Another 
similar work was presented by Tang in 2007 [7]. As the 
development of computer technologies, we believe that 
simplification in parallel is a step in the right direction. 

In this paper, we will introduce the procedure of parallel 
mesh simplification in detail. This parallel method aims to 
simplify the extremely large mesh models, which always 
exceed the capacity of local memory in each machine. Here, 
we focus more attention on the integration of the parallel 

computing techniques with the domain application, mesh 
simplification. Consequently, the file I/O, data partition and 
some inter-task communications will be introduced more 
elaborately. As for the description of the parallel 
simplification algorithm, [8] is more appreciated. A number 
of experiments have also been brought to validate our 
parallel implementation. It can deal with extremely large 
volume 3D models and speed up the execution obviously. 

The rest of this paper is organized as follows. Section 2 
introduces the basic thought of parallel mesh simplification 
method. Following, Section 3 discusses in detail the 
procedure of parallel implementation. Section 4 presents the 
comparison of some experimental results and a discussion of 
performance analysis.  

II. DESIGN OF PARALLEL MESH SIMPLIFICATION 
The methodology we are going to use is based on the 

task/channel model described by Ian Foster [9]. Foster 
proposed a 4-step process for designing parallel algorithms, 
respectively referred to as partitioning, communication, 
agglomeration and mapping. Based on these processes, we 
will design the parallel algorithm for the mesh simplification 
as following. 

A. Basic simplification algorithm 
We start by giving the basic sequential simplification 

algorithm. In our method we take an improved vertex 
clustering algorithm [10] as the atomic simplification 
operator. The application of vertex normal is the most 
shining point of this improved method. Guided by the 
normal vectors, this method can not only split the bounding 
box of the inputting model adaptively using a binary tree 
structure, but also preserve the original topology better as 
well as generate view-dependent simplification meshes.  

The complete procedure of this method can be described 
briefly as following. 

1) Preprocessing the inputting mesh model, calculating 
all vertex normal vectors; 

2) Along the direction of maximal axial length of the 
bounding box, adopting the binary tree structure to 
subdivide the inputting mesh model; 

3) According to the inputting parameters, judging 
whether the spatial decomposition in each subdivided cell 
should be stopped or not. If stopped, calculating the new 
representative vertex, otherwise, returning to Step. 2); 

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

978-0-7695-4110-5/10 $26.00 © 2010 IEEE

DOI 10.1109/DCABES.2010.37

160



4) Re-triangulation all new vertices and obtaining the 
simplified mesh model. 

Three parameters are introduced to control the 
simplification adaptively and precisely. The first is the angle 
limitation. When subdividing, if some of the angles between 
normal vectors in a cell are bigger than the angle limitation, 
this cell will be split continuously. The second parameter is 
the multiple of median of all edges on the original model. It 
defines the edge length of the smallest subdivided cells. The 
last parameter is used to control the size of output precisely. 
Once the number of non-vacant cells equals to the inputting 
parameter, the subdivision quits and all vertices in each cell 
are unified into a new representative vertex. Otherwise, the 
splitting will continue until satisfying some stop conditions. 

B. Parallel simplification algorithm 
In the process of mesh simplification, dividing and 

simplifying the mesh recursively always consume most of 
the system computing time. In addition, data preprocessing 
to obtain the needed parameters is also a time consuming 
procedure. Therefore, we need partition the model into small 
sub-models. And eight operations are assigned to each sub-
model. They are acquiring all vertices belonging to the facets 
in the sub-model, calculating the parameters for the mesh 
simplification algorithm, sorting all vertices according to the 
z coordinate, acquiring all facets containing the sorted 
vertices, calculating the bounding box of the vertices, 
dividing and simplifying the sub-mesh recursively, and 
updating  the ids of the vertices and regenerate the facets.  

It is easy to see that we can use the domain 
decomposition to divide the simplification, in which each 
sub-model is mapped as a primitive task and each primitive 
task is related to several operations. 

The amount of the primitive tasks is related to the 
number of sub-models, which is relatively stable. And there 
is a structured communication mode between different tasks. 
Since all sub-models have the same size, the time consumed 
by mesh simplification is also the same. According to the 
decision process described by the decision tree, the tactic of 
mapping task is as follows, minimizing the communication 
by getting the tasks together and creating a task for each 
processor. 

 
Figure 1.  Task-Channel diagram of the parallel algorithm for the mesh 

simplification 

Using a so-called idea "divide and rule", we can develop 
a parallel framework based on the Master-Slaver pattern. 
Based on the discussion above, we can describe this parallel 
algorithm for the mesh simplification with the Task-Channel 
diagram based on the Master-Slaver pattern, as shown in 
Fig.1. 

The black line with an arrowhead shows a channel that is 
used to assign the sub-model to the slaver processes, the dark 
line with an arrowhead indicates a channel that is used to 
send simplified sub-model back to the master process, and 
the dotted line with an arrowhead indicates a channel that is 
used to exchange data between the slaver processes. 

III. IMPLEMENTATION OF PARALLEL MESH 
SIMPLIFICATION 

From Fig.1 we can see that there is an interactive loop 
between the master and slaver. During simplification, the 
master assigns tasks to slavers, and then slavers simplify the 
sub-mesh independently and return results to the master 
later. We will describe the implementations in the master and 
slaver respectively as following. 

A. Algorithms in master 
Because the sub-model to be simplified is assigned by the 

master，by all appearances，the task of reading the model 
should be done by the master. As mentioned, it is very 
difficult to be read the whole massive model in-core for the 
lack of capability of the memory. Considering the 
performance of hard disk, scanning the model document 
repeatedly is not practical. Nowadays, most clusters are 
configured with the high performance network devices as the 
MPI message passing network, such as Myrinet, Infiniband. 
Considering the advantages of the wide band and the low 
delay, they are especially fit to passing a mass of data. 
Therefore we can take full advantage of the features of 
cluster to read and write the model. 

At first, the master process partition vertices and facets in 
the original high resolution mesh into some blocks with 
almost the same size. The partitioning algorithm is described 
as follows.  

 
Figure 2.  Procedure of partitioning the model 

Suppose n is the number of the elements and p is the 
number of the processes. The first element controlled by 
process i is ⎣ ⎦pin / , the last element controlled by process 
i is ( )⎣ ⎦ 1/1 −+ pni  that is followed by the first element 
controlled by process i+1. For a certain element j, it is 
controlled by the process ( )( )⎣ ⎦njp /11 −+ . 
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The master reads each block in turn, and then distributes 
them to different slaver according to the position of the 
blocks in the model document. The procedure described 
above is illustrated in following Fig.2. 

After concurrent simplification in each slave process, 
master gathers all simplified outputs and merges them 
together to create a single model for the entire mesh. 

B. Algorithms in slaver 
Given a sub-model, the slaver needs to acquire all the 

vertices belonging to each inside facets, to calculate the 
parameters for simplification algorithm, to sort all the 
vertices according to the z coordinate, to acquire all the 
facets containing the sorted vertices, and to calculate the 
bounding box of the vertices. Then, with these parameters 
the slaver divides and simplifies the sub-mesh using the BSP 
structure. After that, the slaver updates the ids of the vertices 
and regenerates the facets based on the vertices. Finally, the 
slaves return the simplified sub-models to the master. 

1) Acquiring the vertices belonging to each inside facet: 
In order to calculate the needed parameters, including local 
vertex normal vectors, coefficients of each triangle plane 
and the median length of all the edges, the slaver needs all 
vertices, which belong to each inside facet. Therefore, the 
slaver has to get these vertices from other slaver process. 
The procedure is illustrated in Fig.3. 

 

Figure 3.  Procedure of acquiring the vertices belonging to each inside 
facet 

Firstly, the slaver needs to get all ids of vertices which 
belong to each inside facet. Since one vertex may belong to 
several different adjacent facets, the duplicate ids may occur 
in the list. In order to eliminate the repeated ids, we could 
sort the id list to make the duplicate ids occur in the list 
continuously. 

Secondly, the slaver scatters the vertex ids to other 
processes. According to the partitioning algorithm in master, 
we can easily calculate the range of the vertex id in each 
slaver. With the range we can divide the id list into several 
sub-lists, and each one is related to a slave process. Since the 
size of each sub-list is different and it could not be known in 
advance, the slaver should tell others how many vertex ids it 
will send to them. According to the sizes of these sub-lists 
received from others, the slaver can calculate the length of 
the receiving buffer, and then create it. After that, the slaver 
scatters its sub-lists to others respectively. 

Finally, each slaver sends the vertices back to the 
corresponding processes according to the received vertex ids. 

2) Calculating the parameters: The slaver only holds a 
subset of the whole model; it can only calculate the normal 
vector ),,( iii zyx  of each vertex in the sub-model, and 
then fill the vector into a list with the size n, which is filled 
with (0, 0, 0) initially. Hereinto, n for the number of vertices 
in the sub-model, and i for the vertex id. Because different 
vertex is assigned to different slaver, different slaver process 
will only fill in different elements of the list. 

After calculating, we can get the global normal vectors of 
the whole model by combining values from all processes and 
distribute the result back to all processes, which is realized 
with the SUM reduction operation between all the slavers. 
The procedure is illustrated in Fig.4. 

 

Figure 4.  Procedure of calculating global normal vector 

Similarly, the slaver can calculate the coefficients 
),,,( iiii dcba  of each triangle plane in sub-model, and then 

get the global coefficients of each triangle plane. 
It is relative simple to calculate the global median length 

of the edges. The slaver can get each local median length of 
edges from other slavers. After that, the each slaver sorts 
these received local median lengths respectively, and then 
picks up the one located in the middle position of the list as 
the global median length of the edges. 

3) Parallel globe sorting: There are two purposes for 
the parallel globe sorting. The first is splitting the input 
mesh intelligently so as to make the vertices in each slaver 
process independent to other processes. On the other hand, 
we want to ensure the load balancing between each slaver 
process. 

The Parallel Sorting by Regular Sampling (PSRS) 
approach proposed by Li [11] is a load balancing sorting 
algorithm based on Uniform Partition principle. Using PSRS 
we can sort all vertices of the model by their z coordinates. 
Then, all vertices will be distributed near uniformly from 
small to large in accordance with the z coordinate. 

4) Acquiring the facets containing the vertices: In order 
to make the mesh simplification algorithm available, we 
need to exchange the facets between all the slaver processes, 
which ensure that all the vertices and facets of each slaver 
process are derived from the same continuous sub-mesh. 
The procedure is illustrated in Fig.5. 

Firstly, the slaver needs to get the ids of the vertices in 
sub-model. Because the vertices have been sorted by the 
PSRS algorithm, each vertex only belongs to a slaver process 
and the vertex only occurs once in the process, the duplicate 
ids could not occur in the list. 

Secondly, the slaver sends all vertex ids to others. 
Because the facets are divided and distributed to each slaver 
by the master according to their physical position in the 
model document, it is impossible to know where the facet is 
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which contains the specified vertex. Hence, the slaver 
process must send all vertex ids to other processes. Because 
the size of the id list in each slaver is different and it could 
not be known in advance, the slaver should tell others how 
many vertex ids it will send to them. According to the size of 
the lists received from others, the slaver can calculate the 
length of the receiving buffer, and then create it. After that, 
the slaver can send the id list to others. 

 

Figure 5.  Procedure of acquiring the facets containing the vertices 

Thirdly, each slaver prepares the facets that will be sent 
to other processes according to the received vertex id lists. 
The slaver process transverses the facet list of sub-model, 
and matches each vertex ids of the facet with the id lists 
respectively. If any vertex id of the current facet exists in the 
id list, the corresponding element of the process-facet 
mapping table is set to 1, which means the current facet 
should be sent to the slaver that is related to this id list. 
Otherwise, the element is set 0. The process-facet mapping 
table is illustrated as Fig.6. 

 

Figure 6.  Slaver-facet mapping table 

The slaver can get the number of the facets sending to a 
specified slaver from the sum of all the elements in the 
corresponding row of the mapping table. It can also get the 
total number of the facets sending to others from the sum of 
all the elements. After creating the sending buffer, the slaver 
begins to scan the mapping table row by row, and put the 
facets related to the elements, whose value is 1, into the 
sending buffer sequentially until the whole mapping table 
has been traversed. The sending buffer is illustrated as Fig.7. 

 

Figure 7.  Sending buffer for the facets 

Finally, the slaver sends the facets to other slavers. Since 
the number of the facets to be sent to each slaver is unknown 
in advance, the slaver should tell others how many facets it 
will send to them. According to the number of facets 
received from others, the slaver can calculate the length of 

the receiving buffer, and then create it. After that, the slaver 
can send the facets to other slaver process.  

5) Updating the vertex indices: During the mesh 
simplification, several old vertices are combined into a new 
one, which causes the original ids of vertices are no longer 
consecutive. Consequently, we have to update the ids of the 
vertices after the sub-mesh simplification is completed. 

Firstly, the slaver gets all the number of vertices in each 
slaver.  

Secondly, each slaver can calculate the base id of the 
vertices for itself. The algorithm is described basically as 
following: Suppose },,,,{ 1210 −pxxxx  are the numbers of 
the vertices in each slaver process, p is the number of the 
slaver process. The id of the first vertex controlled by slaver i 
is 1210 −++++ ixxxx , the id of the last vertex controlled 

by slaver i is 11210 −+++++ − ii xxxxx  that is just prior to 
the id of the first vertex controlled by slaver i+1. 

Thirdly, the slaver updates the id of the each vertex 
respectively. By traversing the vertex list in the sub-model, 
the original id of the vertex can be recorded, and the new id 
can be updated with base id plus the offset in the list. 

Finally, the slaver updates the lookup table for the vertex 
combination relationship, and then merges the local lookup 
table with others. As a result, each slaver process holds the 
globe lookup table. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
We have implemented our design in parallel by using the 

standard C with MPICH 1.2.7 for communication. And a set 
of experiments are performed on a dedicated Beowulf cluster, 
which includes a master node and four compute nodes 
running linux operating system. The master node is a DELL 
PowerEdge 2950 server with two Intel Xeon 2.66GHz CPU 
cores and 2GB memory. Four compute nodes are all DELL 
PowerEdge 1950 servers with two Dual-core Xeon 3.0GHz 
CPUs and 8GB memory. All nodes are connected by a 
Myrinet 2000 switch as the message passing network. 

TABLE I.  COMPARISON OF DATA VOLUME 

Data 
 
Model 

Before Simplification After Simplification 
Rate 

Vertices Faces Vertices Faces 
Bunny 35,947 69,451 3000 5982 91.8% 
Venus 45,378 90752 4,500 9072 89.7% 
Igea 134,345 268,686 18,000 36,112 86.4% 

Dragon 437,645 871,414 50,000 99,828 88.9% 
Buddha 543,652 1,087,716 80,000 158,992 85.3% 
Statuette 4,999,996 10,000,000 500,000 998,776 90.0% 

The Table 1 above is the data volume of some popular 
models before and after simplification. It can be seen that 
higher compression rate can be obtained by using our 
parallel algorithm. Considering that some large models do 
not fit into the core memory of a single workstation or server, 
we use two moderate models, Bunny and Venus, to measure 
the execution time of our implementation. These 
measurements are illustrated in Fig.8. 

163



0

2000

4000

6000

8000

10000

12000

14000

16000

0 2 4 6 8 10 12 14 16 18

Number of processors

E
xc
ut

io
n 
t
im
e（

mi
l
li
se

co
nd

）

Bunny

Venus

 
(a)  Execution time 
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(b) Speedup 

0

20

40

60

80

100

0 2 4 6 8 10 12 14 16 18

处理器个数

并
行

效
率

（
%
）

Bunny

Venus

 
(c) Efficiency 

Figure 8.  Execution time and parallel efficiency with different number of 
processors 

From Fig.8, it is easy to find that the execution time can 
be reduced greatly by using our parallel implementation. 
And higher speedup is also obtained. In future, some further 
research and improvement are still required because of the 
low parallel efficiency when the number of processors is 
beyond 10. But, we believe, in short, that the integration of 
parallel computing techniques with domain applications is a 
trend in the multi-core area. And it will perform better as the 
further development of parallel software techniques. 

V. CONCLUSION 
In this paper we have presented the procedure of how to 

integrate the parallel computing techniques with out-of-core 
mesh simplification. Two key factors determine whether this 
combination is successful or not. The first is the character of 
the cluster system. The next is the performance analysis of 
the serial domain application. In our implementation, the 

distributed memory, an important feature of Beowulf cluster 
system, is used to accommodate the out-of-core mesh models. 
At the same time, we employ the high speed network, 
myrinet, to fulfill the inter-task communications. All 
experimental results have illustrated that our parallel 
implementation can not only simplify large models 
effectively but also reduce the execution time greatly. 
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Abstract—In this paper two key factors of distributed sensor 
network for soil moisture monitoring are studied. One factor is 
the sensor design based on global navigation satellite system 
reflection (GNSS-R) signal , the other is the sensor placement. 
At first this paper introduces the construction and the 
advantage of non-contact soil moisture sensor, then the paper 
gives the optimization method based on greedy algorithm for 
sensor placement to conserving energy. Simulation results for 
multiple nodes placement confirm the validity of the proposed 
method. 

Keywords- distributed sensor network;soil moisture; sensor 
placement;greedy algorithm 

I.  INTRODUCTION 
Soil moisture (i.e. the moisture content contained in soil) 

is the key variable in research on hydrology, meteorology 
and agriculture environment. For example, knowing the soil 
moisture status within irrigated fields is critical information 
if irrigation efficiency is to be maximized and best quality is 
to occur. However, continuous measurement of soil moisture 
over a wide range is difficult for traditional instruments such 
as time-domain reflector and other contact measurement.  

Distributed sensor network (DSN) can contain hundreds of 
sensor nodes and carry out measurement over a broad range. 
If each node of DSN has excellent characters such as low-
energy-efficiency, low cost and small size, consequently the 
DSN is relatively inexpensive, portable, accurate, easy to 
use ,so using the DSN for soil moisture monitoring is an 
preferred choice. Some DSNs have been successful used in 
irrigation system [1] and agriculture engineering [2]. 

As mentioned above, a successful DSN depends on some 
important factors, one of them is low-cost, low-power, multi-
functional sensor node. Traditional soil moisture sensors 
often need inserting a pair of rods (generally 12 or 20 cm) in 
the soil to measure the moisture, however some times it is a 
hazardous task due to external dangerous environment, 
which makes the normal sensor not suitable for DSN. 
Another factor which should be considered is effective 
power conservation and network management. When 
monitoring spatial phenomena, such as soil moisture, 
temperature and other chemical characteristics of the soil, we 
often want to use a limited number of sensors to decrease the 
cost and save energy, so deciding where to place the sensors 
is a fundamental task. One approach is to assume that every 

sensor has a fixed sensing radius and to solve the task as an 
instance of the art-gallery problem(an equivalent 
formulation is to ask how many sensors are needed to fully 
illuminate the area). Yet in practice this assumption is 
questionable. An alternative approach from spatial statistics 
is to assume a statistics probability model(generally 
Gaussian process model) for the phenomena, this model can 
then be used to predict the effect of placing sensors at 
particular locations, this model can be also employed in 
optimizing sensor placement.  

Recently a soil moisture sensor based on global 
navigation satellite system reflection (GNSS-R) signal has 
been developed by Wuhan University, which is fit for 
distributed sensor network. This paper provides an in-depth 
description of the sensor and the placement. In section II, the 
basic system of the sensor and its advantages are introduced, 
In section III, an optimization method to place the sensors is 
presented. In section IV  the conclusion is  derived. 

II. SOIL MOISTURE SENSOR BASED ON GNSS-R 
A. Basic system of soil moisture sensor 

Remote sensing based on GNSS-R ,which was first  
conceived by NASA (National Aeronautics and Space 
Administration)[3], has attracted people’s attention[4]. 
Wuhan University has designed a series of GNSS-R sensors 
which use signals emitted by navigation constellations and 
measure the reflected signal from the soil to estimate the 
soil moisture. As a matter of fact, the sensors using GPS 
reflected signals to measure soil moisture shows marked  
similarities with bi-static passive radar. The schematic 
diagram of the sensor is depicted in Fig.1. 

 
Fig.1  Distributed sensor network based on GNSS-R  

As shown in Fig.1, the sensor(each node of the sensor 
network)is constructed by following modules: macro-
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controller unit, wireless communication unit ,power and 
GNSS-R sensing unit. Each sensor has two antennas, one of 
them points to the zenith and the other points to the ground 
being measured, these antennas receive direct signal from 
the air and reflected signal from the ground respectively. By 
measuring the reflectivity, which depends primarily on soil 
moisture[5], the sensor can measure soil moisture .the 
details are described as follows. 

The normalized reflected power Γ can be defined as the 
power ratio of the reflected signal to the direct signal: 

2 2reflected signal power 1 ( )
direct signal power 2 hh VVΓ = = ℜ + ℜ (1)          

where ℜ  is the Fresnel reflection coefficient[6] :  
2 2

2 2

sin cos sin cos,
sin cos sin cos

hh vv
γ ε γ ε γ ε γ
γ ε γ ε γ ε γ

− − − −
ℜ = ℜ =

+ − + −
  (2) 

Where ε  is the  dielectric constant and γ  is the elevation 
angle.  In the case of high elevation angle ( sin 1γ ≈ ), 
equation (1)  can be simplified as follows: 

2
2 21 1( )

2 1hh VV
ε
ε

−Γ = ℜ + ℜ =
+

           (3)                

Therefore, if the normalized power is known, we can get the 
value of the dielectric constant and thus the soil moisture. 

To verify the performance of the sensor, an observing 
experiment was carried out in Wuhan Botanical Garden of 
Chinese Academy of Sciences on November,2008. Fig.2 
shows the field experiment. Some satisfactory results are 
shown in Table.1. The average soil moisture measured by  

     
Fig.2   field experiment 

 
Table.1 Comparison of the experiment results 

 
 
 
 
 
 
 
 
 
 
 
 

GNSS-R sensor was 0.1422, which was close to the result of 
0.1342 measured by hygrometer, the measure error was only 
6%[7]. 

B. The excellent character of the GNSS-R sensor for DSN 

The sensor has following advantages which enable it to 
be an effective node for DSN. 

a) the GNSS-R sensor has no-contact character. The 
significant advantage of non-contact measurements is that 
the measurement does not depend on contact conditions, 
eliminates the need for maintenance and avoids potential 
damage to the measured soil. 

  b) Low cost is a highlight. Since the GNSS-R sensor is a 
passive radar system without dedicated transmitter, it works 
as a simply receiver. Additionally, recent advances in 
distributed communications and electronics have enabled 
the low-cost GPS receiver with very small size, which 
provide the leverage for sensor network.  

c) The GPS provides reliable position and timing 
information which is beneficial to multi-sensor location. 

III. NODE  PLACEMENT  
Optimization sensor placement intend to decrease the 

number of the sensor node while keep the same coverage 
area and approximately information. In general, the sensors 
are deployed to cover the sensing field completely. However, 
in many situations, sensors are scattered in a hazardous or 
inaccessible environment, recharging or replacing sensors’ 
battery is costly or unpractical. On the other hand, the spatial 
distribution of soil moisture shows a spatial correlation [8], 
which denotes that sensors at unnecessary crowed places will 
overlap. Therefore, how to decrease sensor number to further 
prolong the network lifetime and get nearly same 
information is an important issue in DSN.  

Since statistical information entropy is a probabilistic 
measure of uncertainty in information theory, the 
maximization mutual information criterion is employed in 
this paper to place sensors along the area of interest. The 
placement problem is modeled as an approximation to the 
problem: given random variables 1x , 2x ,Y , where Y  are 
variables from all sensors, xi  are the variables chosen from 
Y .We want to predict Y  from variables in subset A: 

( 1, 2 )AX x x xk= " ,where k  is the number of the chosen 
sensors. As Krause[9]presented,  the maximization mutual 
information criterion can select locations which most 
effectively reduce the uncertainty at the unobserved 
locations, hence it often leads to good predictions .The 

placement problem can be defined to get the subset *A : 
 
* rg max ( ; ),subject toA v AA a IG X Y A k⊆= ≤ ,where

( ; ) ( ) ( |A AIG X Y H Y H Y X= − ）  is the mutual information 

between Y and AX . ( )H i is the joint entropy of the 
random variables. 

 Dry soil Wet soil 
 Hygro- 

meter 
GNSS-
R 

Hygromet
er 

GNSS
-R 

Average 
of 
moisture 

0.052 0.0165 0.1346 
0.142
2 

Standard 
deviation  
of soil 
moisture 

0.035 0.0231 0.072 0.11 
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Geostatistics is a classical statistical technology developed 
to analyze and predict values of a variable distributed in  

 

 

Fig.3   Semi-variogram of measured soil moisture 

 

Fig.4   Standard deviation of Krigin estimation (white points are      
the measure points and the other areas are the estimated areas)  

space or time[10]. Kriging estimation in geostatistics is a 
method of interpolation named after D.G.Krige who 
developed the technique in an attempt to more accurately 
predict ore reserves. Over the past several decades kriging 
method, which is based on the assumption that the 
parameter being interpolated can be treated as a regionalized 
variable, has become a fundamental tool in the field of 
geostatistics. A regionalized variable is intermediate 
between a truly random variable and a completely 
deterministic variable in that it varies in a continuous 
manner from one location to the next, therefore points that 
are near each other have a certain degree of spatial 
correlation, but points that are widely separated are 
statistically independent .  
     The degree of variable self-similarity is displayed as 
semi-variogram, which is used in predicting unplaced 
locations by Kriging method. Fig.3 shows the semi-
variogram of measured soil moisture. Kriging method can 
produce estimates of the variable across the entire spatial. 
The most important character of Kriging method is that it 
gives us not only an estimate of the mean value but also the 
standard deviation of the variable on the grid node, which 
means that we can represent the variable at each grid node as 
a random variable following a normal Gaussian distribution. 
Fig.4 shows the standard deviation of Kriging estimation 
where white points are the measure points and the other 
areas are the estimated areas, the different colors mean 
different standard deviation. 

As shown in Fig.5, our algorithm is greedy 
algorithm[11],which always takes the best immediate, or 
local solution while finding an answer. Greedy algorithm 

finds the globally optimal solution for some optimization 
problems, the basic idea behind greedy algorithm is to build 
large solutions up from smaller ones. Unlike other 
approaches, however, greedy algorithm keeps only the best 
solution they find as they go along . For sensor placement, 
greedy algorithm simply add sensors in sequence, choose 
the next sensor which provides the maximum increase in 
mutual information.  

{ }
{ }*

_
1

*: arg max (

:
s

Start with A
For i to k

s IG A s

A A s

φ=
=

= ∪

= ∪

 

Fig.5  Greedy algorithm for maximizing mutual 
information. 

Fig.6 shows the relationship between Gaussian 
probability distribution of soil moisture and relative distance 
from the center point. From Fig.6 we can find that the 
smaller probability is obtained when the farer the distance is.  

In Fig.7, the black points show the total 84 sensors 
( Y )are  placed in normal order. This is a congested 
placement. Now we want to put 6 sensors(set A, each 
encircled by ring) to completely replace the 84 sensors by 
greedy algorithm. The centre of the area is the point with 
coordinate (1,1), the sequence-added nodes in the subset are 
labeled from 1 to 6. From the coordinate of these points we 
can find the process of greedy algorithm, firstly the point ① 
near the centre is selected, then point② near the boundary, 
and then point ③…is selected in sequence, all these points 
step towards the centre. The reason is that the farer the 
sensor is located from the center point, the weaker the 
correlation between it and the centre point will be, thus 
more information increased. According the greedy 
algorithm, the node added into the subset makes the most 
rapid information increasing, so the added nodes  step 
towards the center point. 

        
Fig.6   Probability Distribution vs relative distance(H) 
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IV. CONCLUSIONS  
This paper discusses the distributed sensor network based 

on GNSS-R signals. The design and real experiments 
validate the performance of the sensor which is suitable for 
DSN. A placement method for the node placement based on 
greedy algorithm is presented, which is proved feasible by a 
simulation result .all the above indicates that DSN based on 
GNSS-R is well suited for the study of soil moisture 
monitoring.  

 

 
Fig.7 Normal sensor (84 black points) placement, Chosen 

sensing locations(blue squares) and their sequence; the 
red lines are the probability distribution isolines 
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Abstract—Field Programmable Gate Array (FPGA) is an 
effective device to realize real-time parallel processing of vast 
amounts of video data because of the fine-grain reconfigurable 
structures. This paper presents a kind of parallel processing 
construction of Sobel edge detection enhancement algorithm, 
which can quickly get the result of one pixel in only one clock 
periods. The algorithm is designed with a FPGA chip called 
XC3S200- 5ft256, and it can process 1024×1024×8 Gray Scale 
Image successfully. The design can locate the edge of the gray 
image quickly and efficiently. 

Keywords- Edge detection;Sobel operator;FPGA;Real-time; 
Parallel processing 

I.  INTRODUCTION 
The edges of image are considered to be most important 

image attributes that provide valuable information for human 
image perception [1-3]. The edge detection is a terminology 
in image processing, particularly in the areas of feature 
extraction, to refer to algorithms which aim at identifying 
points in a digital image at which the image brightness 
changes sharply [4-6].The data of edge detection is very 
large, so the speed of image processing is a difficult problem. 
FPGA can overcome it [7]. Sobel operator is commonly used 
in edge detection. Sobel operator has been researched for 
parallelism [8], but Sobel operator locating complex edges 
are not accurate; it has been researched for the Sobel 
enhancement operator in order to locate the edge more 
accurate and less sensitive to noise, but the software can not 
meet the real-time requirements [9]. For this reason, a FPGA 
implementation of edge detection enhancement algorithm 
has proposed in this paper, it not only meets the real-time 
requirements, but also accurately locate the image edges. 

II. SOBEL EDGE DETECTION ENHANCEMENT 
ALOGRITHM 

In edge detection, the Sobel operator is used commonly. 
The Sobel operator is a classic first order edge detection 
operator, computing an approximation of the gradient of the 
image intensity function. At each point in the image, the 
result of the Sobel operator is the corresponding norm of this 
gradient vector. The Sobel operator only considers the two 
orientations which are 0°and 90°convolution kernels. The 
operator uses the two kernels which are convolved with the 
original image to calculate approximations of the gradient. 

The two convolution kernels are designed to respond 
maximally to edges running vertically and horizontally 
relative to the pixel grid, one kernel for each of the two 
perpendicular orientations. The kernels can be applied 
separately to the input image, to produce separate 

measurements of the gradient component in each orientation 
(call these Gx and Gy). These can then be combined together 
to find the absolute magnitude of the gradient at each point. 
The gradient magnitude is given by: 

22
yx GGG +=  

Typically, an approximate magnitude is computed using: 

yx GGG +=  
This is much faster to compute.  
The Sobel operator has the advantage of simplicity in 

calculation. But the accuracy is relatively low because it only 
used two convolution kernels to detect the edge of image. 
Therefore, the orientation of the convolution kernels is 
increased from 2 to 4 in order to increase the accuracy of 
edge detection. The four convolution kernels are shown in 
Fig.1. 

III. FPGA HARDWARE IMPLEMENTATION 
This design uses 3×3 convolution kernels, processing 

1024×1024×8 Gray Scale Image. The architecture is shown 
in Fig.2.The system is divided into four modules: 3×3 pixel 
generation module, Sobel enhancement operator module 
edges control module and binary segmentation [10,11]. 

In this system, Clk is the clock signal, Reset is the reset 
signal and EN is data control signal, Data input is the pixel 
signal of Gray Scale Image, Result is the result of edge 
detection operator signal, Generation data and Data are the 
middle signal. The function and structure of each module are 
as follows 

A. 3×3 Pixel Generation Module  
The structure of 3×3 pixel generation module is shown in 

Fig.3. 

 
Figure 1.  Convolution kernel. 

 
Figure 2.  Architecture 
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This module consists of 3 shift register groups and two 
FIFO. The FIFO is used to cache a line of image data. The 
image data input according to the clock signal, so P1, P2, •••, 
P9 is the 3 × 3 image data template. When the data is 
continuously input, 3×3 image data template change. It can 
contain all pixels of an image. The FIFO is generated by 
dual-port RAM instead of FIFO IP core [12]. 

B. Sobel Enhancement Operator Module 
The structure of Sobel enhancement operator module is 

shown in Fig.4 
The parallel processing construction is used in orientation 

convolution kernel. The orientation convolution result is 
compared each other, and then, the maximum value is the 
output. The pipeline structure is used to calculate each 
orientation convolution kernel. It is six corresponding input 
data because three coefficients of each convolution kernel 
are zero; Multiplied by 2 is instead by one left. The structure 
is shown in Fig.5. 

 
Figure 3.  3×3 pixel generation  

 
Figure 4.  Sobel operator parallel structure   

 
Figure 5.  Convolution structure  

C. Edges Control Module  
The structure of edges control module is shown in Fig.6. 

Clk is the clock signal and Reset is the reset signal; Turn is 
enable signal, when the Turn valid, the module work. EN is 
the output data control signal. This module can know where 
the current pixel location and whether it is the edges of the 
pixel image. Sobel edge detection enhancement operator can 
not deal with the left edge, right edge, the up edge and down 
edge. In this design, the result of the edge pixels is set to 
zero, otherwise, call Sobel enhancement operator module. 

D. Binary Segmentation Module  
The structure of binary segmentation module is shown in 

Fig.7. EN is the output data control signal. Data is the result 
of the Sobel enhancement operator module. Result is 0 or 
255. In this module, the final result is the binary image of 
edge detection having only two pixel values according to the 
given threshold value, i.e., 0 and 255. 

IV. EXPERIMENTAL RESULTS 
The design was implemented in the XILINX Spartan3 

XC3S200 FPGA by ISE9.2. The device utilisation summary 
is given in Table. I. Small resource is taken up, so there is 
possibility of implementing some more parallel processes 
with this architecture on the same FPGA. 

The system clock frequency is 50MHz, The edges of 
1024×1024×8 pixel gray image can be found out in only 

 
Figure 6.  Edges control  

 
Figure 7.  Binary segmentation  

TABLE I.  UTILISATION SUMMARY  

Logic Utilization Used Available Utilization 

Number of Slices 216 1920 11% 

Number of Slice Flip Flops 289 3840 7% 

Number of 4 input LUTs 346 3840 9% 

Number of bonded IOBs 18 173 10% 

Number of BRAMs 2 12 16% 

Number of GCLKs 1 8 12% 
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21ms, It meets the real-time requirements. The input image 
and the results are shown in Fig.7. As is shown in Fig.7, 7(A) 
is the input image. 7(B) is the result of the Sobel edge 
detection enhancement algorithm without threshold, as is 
shown in 7(B), the boundary lines are located accurately, it is 
thin and it is not sensitive to noise. The image from 7(C) to 
7(F) is the result of the Sobel edge detection enhancement 
algorithm with different given threshold. 

 
Figure 8.  Result  

V. CONCLUSION  
The Sobel operator adding the orientation of the 

convolution kernels can locate accurately the edge, thin the 
boundary lines, and not be sensitive to noise. The FPGA 
implementation of it meets the real-time requirements. This 
architecture based on FPGA is much better than processing 
images on software platform using high level programming 
languages like C or C++ [13]. 
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Abstract—Heat equation has been widely used in engineering, 
such as numerical simulation of groundwater flow. The parallelism 
of heat equation is an important means of accelerating the 
simulation process. In order to solve the three-dimensional heat 
equation problem more rapidly, the OpenMP was adopted to 
parallelize the preconditioned conjugate gradient (PCG) algorithm 
in this paper. A  numerical experiment on the three-dimensional 
heat equation model was carried out on a computer with four cores. 
Based on the test results, it is found that the execution time of the 
original serial PCG program is about 1.61 to 2.53 times of the 
parallel PCG program executed with different number of threads. 
The experiment results also demonstrate that using OpenMP to 
parallelize the PCG algorithm is an effective way for solving the 
three-dimensional heat equation.  

Keywords- three-dimensional heat equation; precondintioned 
conjugate gradient; compiler directives; OpenMP 

I.  INTRODUCTION  
Heat equation is one of the most important mathematic 

equations, which is widely applied in engineering application. 
However, traditional serial programs take large 
computational efforts when they are applied to solve the heat 
equation problems with massive grids or three-dimensional. 
For instance, adopting traditional serial programs are quite 
difficult to solve large-scale three-dimensional ground water 
flow models. Thus, the parallel solution of the three-
dimensional heat equation is extremely important. 
Meanwhile, preconditioned iterative methods and parallel 
computing methods have been proved to be two efficient 
ways to shorten execution time. For this reason, considerable 
effort is being expanded into parallel computing and 
preconditioned iterative methods for heat equation[1-7]. 
Although much research has been undertaken on increasing 
the stability and convergent rate of iterative methods, less 
work has focused on adopting high performance 
parallelization toolkits to parallelize the preconditioned 
iterative methods for solving the three-dimensional heat 
equation.  

Nowadays, OpenMP, one of the most well-known 
application programming interfaces is increasingly adopted 
as a high performance parallelization toolkit. The OpenMP 
can deliver good parallel performance for small number of 
threads. And with the OpenMP compiler directives, the 
parallelization is divided among multiple threads without 
changing the rest of the serial program. Thus, the main goal 
of this paper is to present the OpenMP parallelization toolkit 

to parallelize the preconditioned conjugate gradient (PCG) 
algorithm. Based on the three-dimensional heat equation 
model, experiment results show that the execution time for 
solving the large-scale heat equation is remarkably shortened 
by applying parallel PCG algorithm. 

II. THREE-DIMENSIONAL HEAT EQUATION MODEL  

In general, the three-dimensional heat equation can be  

expressed as 
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on the domain = ×Ω . 

Finite difference method is used for discretizing the 
three-dimensional heat equation. For space discretization, we 
apply the seven-point stencil finite difference method. For 
time discretization, the heat equation is handled by the 
backward Euler method which is a fully implicit method. 
Consequently, we obtain a sparse linear algebraic system 

bAx = , in which A  is symmetric positive definite. For 
details about the deduction, readers can refer to our previous 
work[8]. 

III. OPENMP MULTIPLE THREADS PROGRAMS 

OpenMP is a standard and portable application 
programming interface (API) for writing multiple threads 
programs on a shared memory computer. It is comprised of 
three primary API components: compiler directives, runtime 
library routines and environment variables. OpenMP is 
supported by Fortran and C/C++ compilers and is available 
for a variety of platforms, from PCs to high performance 
computers[9].  

As described in Fig.1, OpenMP provides the fork-and-
join execution model. At the beginning of a program 
execution, only a single thread is active. This thread executes 
sequentially unless a parallel construct is found. At the 
moment, the thread creates a team of threads and it becomes 
the master thread. During the parallel region, the master 
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thread and derived threads will work together. Upon 
completion of the parallel region, those derived threads will 
quit or hang up, and only the master thread continues, which 
is called a join. 

A vital advantage of the OpenMP is the parallelization 
can be done incrementally, that is, the majority of the serial 
code is not changed and the user only needs to identify and 
parallelize just the most time-consuming parts of the code, 
which are usually loops[9]. This feature is very helpful for 
parallelizing the PCG algorithm[10]. As the OpenMP 
supports the incremental parallelization, it has been widely 
adopted in the scientific computing community.  

 
Figure 1.  Fork-Join Model in OpenMP 

IV. PARALLELIZATION OF THE PCG ALGORITHM 

As stated in sectionⅡ, the heat equation is discretized to 
a linear algebraic system , where bAx = A  is a symmetric 
positive definite matrix. For solving the positive definite 
linear algebraic system bAx = , the conjugate gradient (CG) 
method is an effective iterative method[11]. Meanwhile, 
both the roubustness and efficiency of the CG can be 
improved by empolying preconditoning techniques. Thus, 
the conjugate gradient combined with a preconditoner has 
proved to be one of the most efficient ways among the 
simple iterative methods[11]. 

A. Preconditioned Conjugate Gradient Algorithm 
The main operation for PCG is loop iterations. Specific 

calculation steps of the PCG are as follows. 
STEP1. Choose an arbitrary , set  

, where 

0x ，00 Axbr −=
0100 rPzp −== P  is a preconditioner. In our study, 

the P is obtained by adopting Cholesky factorization 
method. 
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B. Parallelization of Serial PCG Program 
The time of solving the linear algebraic system bAx =  

with PCG algothrim occupies most of execution time. 
Hence, in this paper, our parallel work mainly focus on 
parallelizing PCG algorithm. 

By analyzing the PCG algorithm, the most time- 
consuming are three parts: matrix-vector multiplication, 
vector inner product and solving preconditoned equations. 
Hence, the OpenMP is applied to parallelize the three parts 
in order to improve the computational efficiency.  

Master Thread 

Nested 
Parallel 
Region 

Parallel 
Region 

1) Parallelization of Matrix-vector Multiplication 
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Figure 2.  The Code of Matrix-vector Multiplication 

In order to save memory overhead, we adopt the 
compressed sparse row (CSR) format to store the matrix. In 
this CSR format, we need to create three arrays. The first 
array stores the values of all nonzero elements of the matrix. 
The second array stores the column indexes of the elements 
in the first array. The third array stores the locations in the 
first array that start a row. In the block code shown in Fig.2, 
the array Arow  is the third array. The value of n  is the 
dimensions of the vector. The variable is an array 
which is used to store the results of multiplying matrix by 
vector.  

Ax

As shown in Fig.2, there are two level loops in the code 
of matrix-vector multiplication. In order to improve the 
computational efficiency, simply direct the compiler to 
execute the iterations of the loop indexed by i . However, 
extra attention should be paid to the variables. All variables 
except the loop index variables are shared by default. That 
makes it easy for threads to communicate with each other, 
but it also cause data race problems. We add the private() 
clause to OpenMP compiler directives for avoiding  
problems of data race. Besides, we adopt the firstprivate() 
clause to state those temporary private variables whose 
values are initialized by using their original values in the 
master thread.  
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2) Parallelization of Vector Inner Product 
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Figure 3.  The Code of Vector Inner Product 

The code of vector inner product is shown in Fig.3. In 
the block code, array x  and y  are used to indicate vectors. 
The value of n  is the dimensions of the two vectors. The 
result of computing vector inner product is stored in the 
variable answer . To parallelize the code, we use the 
OpenMP compiler directives to parallelize the iterations of 
loop. When parallelizing the code, we encounter a problem 
that the variable answer  must be both private and shared 
for avoiding data race and ensuring the proper 
implementation of multiple threads. This problem can be 
solved by employing the OpenMP reduction() clause to 
declare the variable answer . The OpenMP reduction() 
clause creates a private copy of the variable answer  for 
each thread. At the end of the reduction, the variable 
answer  is applied to all private copies of the shared 
variable, and the final result is written to the global shared 
variable.  

3) Parallelization of solving preconditioned equations 

forend
dpotrs

nifor
privateforparallelpragmaomp

();
0:

(...)#
→=  

Figure 4.  The Code of Solving Preconditioned Equations 

In the original serial program, we adopt the Cholesky 
factorization method to construct the preconditioner. In the 
block code described in Fig.4, the value of  is the number 
of the equations. And the is a function which can 
solve the linear algebraic system  with a symmetric 
positive definite matrix

n
()dpotrs

bAx =
A using the Cholesky factorization. 

Obviously, the main time-consuming of the code is 
iterations of the loop indexed by k . Hence, for the sake of 
shortening the execution time of solving precondtioned 
equations, we resort to the OpenMP complier directives to 
execute interations of the loop in parallel. Similarly, we 
should pay attention to variables in order to avoid the data 
race problems. We employ private() clause to state those 
variables which occure in the k  loop. Other variables are 
shared except the loop index variable by default. 

V. NUMERICAL EXPERIMENT 
In this paper, we carried out a numerical experiment on 

the four cores computer with 8 Gb memory, 4 Intel(R) 
Xeon(R) 5110 1.6GHz cores and Windows 2003 Operating 
System. The experiment with discretization of 200*200*120 
spatial grids by finite difference method focused on 
investigating the execution time of the parallel program by 

using OpenMP to parallelize the PCG algorithm. Part of the 
test results are shown in TABLEⅠ.  

TABLE I.  EXECUTION TIME OF THE PARALLEL PROGRAM  WITH 
DIFFERENT NUMBER OF THREADS 

the number of threads 1 2 3 4 
execution time(s) 57.05 35.44 28.17 24.24
speedup 1.00 1.61 2.23 2.53
efficiency(%) 100% 80.5 74.3 63.3
According to the statistics provided by TABLEⅠ,it is 

easy to see that the parallel PCG can shorten the execution 
time for solving the large-scale three-dimensional heat 
equation problem. With the number of threads increases, the 
speedup increases while the execution time and the 
efficiency decline. Because the speedup is defined as the 
ratio of the serial PCG program execution time and the 
parallel PCG program execution time, the speedup increases 
with the number of threads. The efficiency declination 
mainly due to the system overhead brought by making the 
PCG paralleled increases with the number of threads. The 
system overhead involves the overhead of synchronization 
between threads, data race problems, creation threads as 
well as hang up threads.  

TABLE II.  THE SPEEDUP OF PARALLELIZING DIFFERENT PARTS OF  
PCG 

the number of threads 1 2 3 4 
Matrix-vector multiplication 1 1.98 2.95 3.60
Vector inner product 1 1.95 2.53 2.91
Solving preconditioned equations 1 1.31 1.54 1.72
The second line of data in the TABLEⅡ show the 

speedup of parallelizing matrix vector multiplication. From 
the test results it follows that the measuring speedup 
increases with the number of threads. Moreover, the 
measuring speedup is very close to the theoretical speedup. 
The parallelization of matrix-vector multiplication can 
achieve a desirable speedup mainly due to itself has a high 
level parallelism. And the reason measuring speedup can not 
reach the theoretical value is that making the code paralleled 
also brings some system overhead like the overhead of 
copying, creation threads and hang up threads. The test 
results indicate that the parallelization of matrix-vector 
multiplication is very effective. 

The third line of data in the TABLEⅡ  describe the 
speedup obtained by parallelizing vector inner product. 
According to the statistics provided by TABLEⅡ, it can be 
seen that the measuring speedup of parallelizing vector 
inner product increases with the number of threads. 
However, the implementation of parallelizing vector inner 
product does not achieve a desirable scalability of the 
speedup. One reason for the results is the data race problems. 
When the code of vector inner product is executed with 
multiple threads, the data race problems can be caused. As 
the number of threads increases, the data race problems 
occur more frequently. Another reason is that the reduction 
operation which causes the overhead of synchronization 
between threads. The synchronization overhead also 
increases with the number of threads. Besides, some system 
overhead like overhead of creation threads and hang up 
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threads could also influence the scalability of the measuring 
speedup. The above mentioned factors has led to this 
performance degradation.  

The last line of data in the TABLEⅡ  portray the 
measuring speedup achieved by parallelizing the sloving 
preconditioned equations. Although the measuring speedup 
increases with the number of threads, the performance of 
measuring speedup is deviation from the theoretical speedup. 
One reason for affecting the peformance of parallelizing the 
sloving preconditioned equations is the problems of data 
race. When the code of solving preconditioned equations is 
executed in parallel, it is easy to produce data race. And 
with the number of threads increases, the data race problems 
occur more frequently. Another reason is that making the 
code of solving preconditioned equations paralleled brings a 
lot of system overhead, such as the overhead of copying, 
creation threads and hang up threads. The system overhead 
could influence the parallel peformance.  

VI. CONCLUSION 

Preconditioned iterative methods and parallel computing 
methods are two efficient ways for accelerating the 
simulation process of the heat equation. This paper provides 
an approach using OpenMP to parallelize the PCG 
algorithm for solving the large-scale three-dimensional heat 
equation on a multi-core computer. The parallel approach 
produces an impressive reduction of the execution time and 
this approach achieves great improvement in computational 
efficiency. Based on the experimental results, it is evident to 
conclude that the parallel PCG solver based on the OpenMP 
parallelization toolkit is suitable for solving three-
dimensional heat equation problems with massive grids.  
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Abstract—Domain decomposition method is a popular 
algorithm, which is adopted to the parallel finite element 
method(FEM). The formulation for solving sparse linear 
systems of equations is presented. The TAU performance 
analysis software is used to analyze and understand the 
execution behavior of the parallel algorithm such as: 
communication patterns, processor load balance, and 
computation versus communication ratios, timing 
characteristics, and processor idle time. This is all done by 
displays of post-mortem trace-files. Performance bottlenecks 
can easily be identified at the appropriate level of detail. A 
large-scale mechanical calculation of a dam by the parallel 
FEM program was brought out using the Dawning 5000A 
parallel computer at the Henan technical University 
Supercomputer Center. The TAU performance analysis 
software are used to analyze and understand the execution 
behavior of the parallel algorithm such as: communication 
patterns, processor load balance, computation versus 
communication ratios, timing characteristics, and processor 
idle time. This is all done by displays of post-mortem trace-files. 
Statistics show that the formulation is efficient in parallel 
computing environments and that the formulation is 
significantly faster and consumes less memory. 

Keywords-domain decomposed method; perforcemence; 
parallel; FEM; TAU 

I. INTRODUCTION 

With the increase of the size and complexity of numerical 
simulation problems, such as a finite element method (FEM), 
more processing power and memory of computer are 
required. Using single processor computers, we encounter 
their physical limits. To save computational time and 
memory, it is well known that the parallel computers, 
particularly Multiple Instruction Multiple Data (MIMD) type 
computers including clustered workstation computers seem 
to be promising[1,2]. A MIMD type computer has many 
processors with local memory, and can reduce computational 
time by distributing tasks among processors. However, we 
need special algorithms for parallel computing to solve 
problems with high performance using this kind of computer.  

The iterative Domain Decomposition Method (DDM) is 
one of the most effective parallel methods for large scale 
problems due to its excellent parallelism and suitability for 
various kinds of parallel computers such as massively 
parallel processors and workstation/PC clusters[3]. As the 
iterative DDM satisfies continuity among subdomains 
through iterative calculations such as the Conjugate Gradient 

(CG) method, it is indispensable to reduce the number of 
iterations with a preconditioning technique especially for 
large scale problems. 

How to evaluate the performance of parallel programs is 
a very difficult task, because unlike the serial program, the 
parallel program is running on many processors at the same 
time, a huge volume of data is passing between processers 
and local memory. So many performance tools were 
developed, such as DEEP/MPI, Jumpshot, Paradyn, TAU, 
and Vampir. This tools can help us monitoring a program’s 
execution and producing performance data that can be 
analyzed to locate and understand the data pipeline, 
communication pattern, load balance etc. This information 
directly improves the decisions on whether and where to 
invest the programming effort to optimize an application. 
The result is a reduction of the development time as well as 
the minimization for the hardware resources required for it[4].

 This paper is an application of the TAU tools to analysis 
the performance of a parallel FEM program. Section(2) 
discuss the domain decomposed algorithm and the 
implement of parallel FEM based on it. Section(3) introduce 
the TAU tools and its features. In section(4) an dam finite 
element model is calculated by the parallel FEM program, 
and the parallel performance (speedup, efficiency, 
communication time) were provided by TAU toolkits. 
Conclusion is section(5).  

II. PARALLEL FINITE ELEMENT METHOD

A. Domain decomposition 
Consider a system of linear algebraic equations, 

Ku f                                  (1) 
Where K is a symmetric definite stiffness matrix, f is a 

known force vector, and u is the unknown vector which 
corresponds to values at the nodes of the finite element mesh. 

Arising from a finite element discretization of a linear, 
elliptic self ad joint boundary value problem, decompose the 

domain  of the PDE in N subdomains 
1

N

i
i

 with 

or without overlap. For simplicity, consider simplest elliptic 
PDE[5].

div(grad )
0

u u f
u

              (2)

Eq.(1) written in the format: 
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              (3) 

After eliminating ( )iu , the Eq.(3) becomes  

bSu g                                            (4) 
Where S  is the Schur complement that is the assembly 

of the local one: 

( ) ( ) ( )
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i i i T
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i

S N S N                                 (5) 

( ) ( ) ( ) ( ) 1 ( )i i i T i i
BB IB II BBS K K K K                       (6) 

The local Schur complements ( )iS  are positive 
semidefinite. 

A large number of domain decomposition methods 
consist of solving the reduced system iteratively. Since S is 
symmetric positive definite, the preconditioned CG method 
is the standard choice for iterative methods[6]. This method 
requires at each step the solution of an auxiliary problem, 

Mz r                                                (7) 
With a symmetric positive definite matrix M, called a 

preconditioner. 

B. Implement of parallel finite element 
By using domain decomposition approach, the full FEM 

mesh will be divided to several submeshes(subdomains), 
then the submeshes information i.e. elements, nodes, loads, 
and boundary conditions were sent to the processors, which 
is allotted to it. After this step, iterative solvers PCG perform 
parallel computations which requires global communications 
while the domain-wise multifrontal solver performs local 
parallel computations with neighboring processors. Fig. 1 
illustrates parallel FEM follow chat of the domain 
decomposition algorithm. 

The parallel FEM program was developed using C++ and 
MPICH. And it has been already applied on the mechanics 
calculation of hydraulic power station with 1 million 
elements successfully[7]. The paper’s work was carried out 
on Henan Polytechnic University Supercomputer Center 
with 2 nodes and 16 processors. 

FEM model

Subdomain 1 Subdomain 2 Subdomain n……

Processor 1 Processor 2 Processor n……

Local memory Local memory Local memory

Message 

passing

Message 

passing

Data gathering

Domain decomposition

Figure 1. The flow chat of parallel FEM on the linux cluster 

III. PERFORMANCE ANALYSIS OF PARALLEL FEM

A. Assessment of the parallel performance 
(1) Speedup 
Since the goal of parallel processing is to reduce the 

elapsed time, we compare the performance of parallel 
programs with the calculation of some of the following 
measures. Let t1 be the time to execute a given problem with 
one processor, and tp the time needed to execute the same 
problem with p processors. Then the Speedup is the 
relationship among the elapsed times using 1 and p 
processors: 

1
p

p

ts
t                                              (8) 

This measure is a function of the number of processors, 
although it also turns out to be a function of the problem size. 
If we use p processors, we expect that the parallel time will 
be nearly 1=p of that corresponding to only one processor. 
This yields an upper bound equal p for Sp:

(2) Efficiency 
The Efficiency is defined as the speedup but relative to 

the number of processors, 

1p
p

p

S t
E

p pt
                                 (9) 

In an ideal situation, an efficiency equal 1 would be 
expected. 

B. TAU toolkit 
TAU[8] is a mature performance analysis system designed 

to operate on many different platforms, operating systems 
and programming languages. In addition to collecting a wide 
range of performance data it includes resources for 
performance data analysis and conversion to third party data 
formats. Many of TAU’s functions are closely bound to the 
underlying architecture of the system where the analysis 
takes place. Therefore, TAU is generally configured and 
compiled by the user to create custom libraries for use in 
performance analysis. In addition to generating system 
specific libraries, this configuration process allows 
specification of many performance analysis options allowing 
an extremely diverse range of performance experiments to be 
carried out with TAU. Each separate configuration operation 
produces a stub makefile and a library file that is used to 
compile an instrumented program for analysis. 

TAU’s fundamental functionality is based on source code 
instrumentation. At the most basic level this consists of 
registering the entry and exit of methods within the program 
via calls to the performance analysis system. Performance 
analysis of a given program can be focused on a given set of 
functions or phases of the program’s execution by adjusting 
which functions are instrumented. A common application of 
such selective instrumentation is to exclude small, frequently 
called routines to help reduce performance monitoring 
overhead. TAU includes utilities to perform automatic 
instrumentation of source code. TAU provides compiler 
scripts which act as wrappers of the compilers described at 
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TAU’s configuration. Using of these scripts in place of a 
conventional compiler results in fully instrumented binary 
files without modification to the original source. 

TAU toolkits have some feature[9,10]:
It supports parallel profiling and tracing toolkit. 
Profiling shows you how much (total) time was 
spent in each routine  
Tracing shows you when the events take place in 
each process along a timeline 
Profiling and tracing can measure time as well as 
hardware performance counters from your CPU 
TAU can automatically instrument your source code 
(routines, loops, I/O, memory, phases, etc.) 
It supports C++, C, Chapel, UPC, Fortran, Python 
and Java 
TAU runs on all HPC platforms and it is free (BSD 
style license) 
TAU has instrumentation, measurement and analysis 
tools 
To use TAU, you need to set a couple of 
environment variables and substitute the name of the 
compiler with a TAU shell script 

IV. CASE STUDY

In this section a large scale finite element model of a dam 
with 53,769 elements was carried out to study(Fig.2). The 
full mesh is decomposed to 2, 4, 8, 16 subdomains, and then 
make a elastic-plastic mechanics calculation on the cluster 
using the parallel FEM program. In order to analysis the 
performance of the parallel FEM codes, profile and trace 
data during the program is running was collected by the 
TAU toolkits. Fig.3 and Fig.4 are the speedup and the 
efficiency of the parallel FEM program sketched by 
PerfexPlorer, which is one tool of the TAU. The results have 
been compared with the theoretical speedup. From this, we 
can see with the processor’s number increase, the speedup is 
away from the ideal line, and the efficiency is decrease to 
0.67 with the 16 processors. It is because when the 
subdomains added, the internodes between the subdomains 
are increasing, so the communication between the processors 
is added dramatically, and the proportional time of data 
exchanging is increasing.    

Figure 2. The decomposed finite element model of a dam. 
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Figure 3. The speed.up of parallel FEM on the linux cluster 
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Figure 4. The efficiency of parallel FEM on the linux cluster 

ParaProf is a graphical parallel profile analyzer that is 
part of the TAU toolkit, can collect the performance data 
requires representations from a very fine granularity, perhaps 
of a single event on a single node, to displays of the 
performance characteristics of the entire application. In this 
case the parallel FEM code was analysis by ParaProf. Fig 5 
shows the time consuming of the events during the parallel 
computing with 2, 4, 8, 16 processors respectively. A load 
balance table of 4-subdomains FEM model is list in table 1. 
From this, we known the time of events on each processor 
are nearly equal, so the program is running synchronizing.  

Figure 5. The profile computing time of parallel FEM  
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TABLE I. LOAD BALANCE ANALYSIS FOR 4-SUBDOMAIS

Nodes Number of 
elements CPU time(s) Communication 

time(s) 
Node1 54662 40.35 0.78 
Node2 54662 39.88 0.72 
Node3 54662 38.73 0.71 
Node4 54665 39.99 0.72 

V. CONCLUSION

Parallel and distributed processing, which permits the 
engineer to undertake the finite element analysis in a 
considerably shorter time, is therefore of increasing 
significance. A parallel FEM program based on domain 
decomposed method is developed in this paper. The parallel 
performance studies show that a high-performance parallel 
platform is necessary to obtain excellent speedup on a cluster. 
The load balancing is very important to ensure good 
scalability and to increase efficiency. 

TAU toolkit provides an extensible framework for 
performance instrumentation, measurement, and analysis. 
The performance of this parallel FEM has been analyzed by 
TAU, results shown this parallel FEM code has good coarse 
parallelism and load balance. 
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Abstract-The method for applying web service technology to 
implement invocation of product design resources based on 
the inheritance mechanism of remote component class is 
introduced, the detailed account of operating process is 
given, a prototype system is developed, and the speed 
reducer is illustrated to validate the proposed method. 

Key words-networked product design; web service; remote 
invocation; design resource sharing 

�
.  INTRODUCTION 

In order to improve product design efficiency and 
shorten product development time, the designers need to 
make the best of a variety of the existed design resources. 
However, the product design resources are usually 
distributed, heterogeneous and different types, and are 
owned by different organizations or enterprises, which 
make it difficult to integrate and reuse. In order to realize 
the seamless integration of the distributed heterogeneous 
design resources and enable the designers to take 
advantage of remote design resources to make product 
design quickly and easily, the remote invocation and 
reuse methodology of different types of design resources 
must be researched. 

There are many common distributed technologies to 
achieve remote invocation and computing of the design 
and manufacturing resources, such as COM/DCOM 
[1] � CORBA[2] � Java RMI[3] and Web Service[4]. 
COM/DCOM runs on Microsoft's Windows platform, 
and is not properly supported by other OS platform. 
CORBA is neutral, but its technology is too complex to 
be truly used for building distributed systems. The RMI 
component is very convenient to compile, however, in 
the heterogeneous language environment, the application 
of RMI component model is greatly restricted. Web 
Service is a distributed computing technology based on 
XML and provides the service for the remote users 
through the standard web agreement. The characteristics 
of web service include complete encapsulation, loose 
coupling, standardized protocols, and highly integrated 
capabilities, so it is superior to the other distributed 
technologies. In this paper, aiming to the design 
resources described in the form of component class, the 
method which applies web service technique to achieve 
invocation of the design resources by the inheritance 
mechanism of remote component class is explored. 

�
.  THE INVOKING METHOD OF PRODUCT 
DESIGN RESOURCES BASED ON THE 

INHERITANCE MECHANISM OF REMOTE 
COMPONENT CLASS 

Under the network environment, a variety of product 
design resources are located in different network nodes 
and a large number of design resources exist in the form 
of component class. For this kind of resource, the 
inheritance mechanism of the remote component class is 
proposed to achieve remote invocation. As shown in 

Fig.1, at the local design node B, the component class C 
in the remote node A is utilized to create the instance 
object DO in the local design node B, the component 
class C which located in the remote node A can be 
logically regarded as the virtual class[5] which is 
expressed as A@C (in a dashed line frame) in local 
design node B. The virtual class A@C can be used to 
create an instance object of the local node B. The 
attributes A@C.a and the methods A@C.m ( ) of A@C 
can be invoked to directly generate the attribute values of 
instance object in the local node B, and be also invoked 
by the local method p( ) of the node B to generate the 
attribute values of instance object through combining 
attribute c of the local design node(the local attribute and 
the method is in a solid line frame), namely combine the 
attributes and the methods of remote component class 
with the attributes and the methods of the local design 
node to generate instance object DO in the local design 
node. 

The principle for applying web service technology to 
realize remote invocation is mainly to utilize the 
relations among three roles (namely, service provider: 
releasing service and responding service request; service 
broker: registering, classifying and searching the released 
service; service requester: requesting and using the 
released service) in web service. The registration library 
of distributed component class (service broker) is visited 
by product designer (service requester) through the 
browser, and the needed component class (service 
provider) is located. Then the remote component class is 
inherited, and its attributes and methods are utilized to 
construct the instance object in the local node.  

The detailed operation process is as follows: 
(1) Defining the web service interface. The methods 

for gaining information and the attribute values 
about the component classes are defined. 

(2) Achieving concretely the methods defined in the 
web service interface. 

(3) Describing the service by using Web Service 
Definition Language (WSDL). 

(4) Starting the web server (such as Tomcat) and 
releasing web service on the internet. 

(5) Remote service invocation in client side. The 
client submits request information and the 
relevant parameter values to the remote 
component class server; the remote server gains 
the relevant data, carries on the corresponding 
operation by calling the method of the 
component class, then returns the calculating 
result to the client; the client first obtains the 
corresponding data from the server, and then 
combines again its own parameter values and 
methods to calculate the attribute values of 
instance object. 

The advantage of this method is that parent class in 
the remote node only provides the service, does not 
provide the source code, and plays the role of intellectual 
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property protection. But its disadvantage is that the 
efficiency is low and the calculation is complex for 
calculation and transmission must be carried on 
repeatedly while generating an instance each time in the 
local design node. 

�
.  A CASE STUDY EXAMPLE 

The speed reducer are widely used in the modern 
machinery, mainly carries on the conversion of 
movement and the power between the prime mover and 
the working machine. The two-level gear speed reducer 
is composed of the high speed level gear drive and the 
low speed level gear drive, and contains gears, bearings, 
shafts, keys, screws, bolts, nuts, shaft couplings, box and 
other parts. 

Firstly the server program is designed, mainly 
includes the defination of component class for each part 
in the speed reducer. Taking gear for example, its 
component class contains the following attributes such as 
modulus m, the number of teeth z, spiral angle beta and 
tooth width coefficient fai; and the methods of 
calculating pitch circle diameter, the tooth width, and so 
on. Secondly the web service interface is defined, in 
which the methods obtaining the parameter information 
and the attributes’ value of one or more parts are 
described, and implementation of the methods defined in 
the interface is given. Thirdly the client program is 
designed. Finally all programs are deployed and carried 
out. 

The client submits the requesting information and 
relevant parameters’ value to the server. After receiving 
relevant data, the server carries on corresponding 
operation and returns the parameter information and the 
attributes’ value of each part to the client. The client 
combines the corresponding data coming from the server 
with its own existed attribute values to generate the 
instance object of each part, then builds the geometry 
model of the instance object of each part in Pro /E, 
finally assembles all parts to generate the overall model 
of speed reducer. 

The detailed modeling procedure of a low speed level 
gear (a portion of code) is shown in Fig.2. 

(1) Defining the web services interface. The 
methods for obtaining the information of gear 
component and calculating the attributes’ value 
such as gear pitch circle diameter, the addendum 
circle diameter, root diameter and the gear tooth 
width are defined. 

(2) Giving concrete implementation of the methods 
defined in the web service interface. Realizing 
the methods for obtaining the basic information 
of gear component such as modulus m, the 
number of teeth z, spiral angle beta, tooth width 
coefficient fai, pressure angle � , the addendum 
coefficient ha, the addendum coefficient hf, and 
the material of gear, and calculating the values of 
pitch circle diameter d, the addendum circle 
diameter da, root diameter df and the gear tooth 
width b in accordance with the formulas 
d=m*z/cos(bata), da=d+2*ha, df=d-2*hf, and 
b=fai*d separately. 

(3) Releasing the service. Describing the service by 
using Web Service Definition Language 
(WSDL), starting the web server (Tomcat) and 
releasing web service, then inputting the 
information 

http://210.34.48.130:8099/ComponentService/ser
vices/ComponentService?wsdl in the browser, 
and consequently seeing the information released 
in the internet. 

(4) Client’s remote invoking. The web page of 
remote invoking of gear component class is 
shown in Fig.3. 

  

Figure 2. Remote invocation of the gear component class 
 
The client sends the request information and 

relevant parameters’ value (m=4, z=20, fai=1, 
beta=13.73) to the server. Remote server gets these 
data, solves the pitch circle diameter, the addendum 
circle diameter, root diameter and the gear tooth 
width separately, then returns the calculating results 
to the client as shown in Fig.4. The client makes use 
of the data from server, calculates the values of hub 
width L, spoke width C, and gear rim width 0δ , hub 
diameter d1, etc in accordance with the local methods 
such as L= b (b is from server), C=0.3*b, 0δ =3*m 
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(m is a local attribute) and d1=1.6*ds (ds is the 
diameter of the shaft segment fit with the gear, and is 
from the shaft component class in server), etc 
separately. The client combines these calculated 
results with the data from server and its own existed 
attributes’ value about gear part to generate the 
instance object of gear component class as shown in 
Fig.5, and then builds the geometry model of the gear 
instance object in Pro /ENGINEER. 
Modeling process for other parts in the speed reducer 

is similar to that for the gear part, and not to be 
introduced again here. The two-level speed reducer 
model generated finally is shown in Fig.6. 

 
Figure 3. Client submits request data 

 
Figure 4. The results coming from the server 

 
Figure 5. The generated instance object of gear component class 

�
Figure 6. Speed reducer model 

�
.  CONCLUSIONS 

The method for applying web service technology to 
realize invocation of design resources based on 
inheritance mechanism of remote component class may 
facilitate designers who locate in the different place to 
reuse and share distributed design resources in the form 
of component class, thereby improve product design 
efficiency and quality. Further development work will be 
done to enhance the system’s function and usability. 

ACKNOWLEDGEMENT 

The research is supported by the National Natural 
Science Foundation of China (No. 50875049). 

REFERENCES 
[1] Ying Zhang, Wei Wang. The research of distributed integrated 

system of manufacture resource based on DCOM. Manage 
technique, 2005,  (6):105-107. 

[2] Kuo Ming Chao, Peter Norman, Rachid Ananel. An agent-based 
approach to engineering design. Computers in Industry, 2002, 
48(1):17-27. 

[3] Francis E.H.T, Avijit R. CyberCAD: a collaborative approach in 
3D-CAD technology in a multimedia-supported environment, 
Computers in  Industry, 2003, 52(2):127-145. 

[4] Baoli Dong, Guoning Qi. Web service-oriented manufacturing 
resource applications for networked product development. 
Advanced Engineering Informatics, 2008, 22(3): 282–295. 

[5] Xue D, Xu Y. Web-Based Distributed System and Database 
Modeling for Concurrent Design. Computer Aided Design, 
2003,35(5):433–452. 

 

 
 
 

 
 
 
 
 
 
 
 

Figure1. Invoking method of design resource by the inheritance mechanism of remote component class
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Abstract—Software transactional memory (STM) is one of the 
promising models in parallel programming for multi-core 
processor system and has being studied by many researchers. 
Memory management is an important aspect of STM system 
design which affects the performance of the whole STM 
system directly. This paper presents the design and 
implementation of an effective memory manager. It uses 
private heap to manage transactions’ memory space of each 
thread and a global heap to manage the whole memory space 
in STM system. Algorithms ensure that the memory access is 
no-blocking. Tests show that performance of the memory 
manager is satisfying. 

Keywords-Multi-core processor; software transactional 
memory; memory manage; memory allocation; garbage 
collection 

I. INTRODUCTION 

Multi-core technique improves the performance of 
processors and computer systems, overcomes the 
development bottleneck of the traditional uniprocessors, but 
the difficulty of parallel programming affects the 
performance and application of multi-core processors. 
Transactional memory is one of the most promising models 
in parallel programming for multi-core processor systems, 
which introduces transaction mechanism to the design of 
parallel programs. Programmers do not need to use the 
traditional synchronization mechanism to coordinate the 
concurrent accesses of threads to shared resources. It avoids 
the problem of deadlocks. The implementation of 
transactional memory includes software transactional 
memory, hardware transactional memory and hybrid 
transactional memory. The key techniques involved in the 
implementation of software transactional memory are as 
follows: the data structure organization, the detection and 
solution of conflicts, the concurrency control and memory 
management. Memory management is an important factor 
affecting the performance of software transactional memory 
system and the forward execution of threads. 

In this paper, the design and implement of a no-blocking 
memory manager of STM is presented. For the multi-threads 
environment, the new memory manager uses a pure private 
heap allocation scheme that a private heap is allocated for 
each thread with the use of a private manager for managing 
memory locations and a global manager is responsible for 
managing these private managers. The private manager is 
composed of memory allocator, memory nursery and 
garbage cleaner, which independently deal with memory 

allocations, memory reclamation and cleaning memory 
locations. It contains all memory operations. On the garbage 
cleaner, we modify the epoch-based reclamation scheme for 
a shared operation and design the epoch for each transaction. 
The garbage cleaner compares epochs of objects with the 
epochs of current transactions when a transaction is about to 
end. The memory nursery reclaims the memory locations 
after garbage objects are cleaned. This enables memory 
locations to be reused. In addition, a detection mechanism of 
threads is designed to inspect delayed threads or aborted 
threads, which supports the requirement of non-blocking 
synchronization of the memory manager and software 
transactional memory system. 

Finally, the performance of the new memory manager is 
tested with several traditional programs. Results show that 
this new memory manager has higher performance, 
especially for several programs that have much more 
memory read/write operations.  

II. SOFTWARE TRANSACTIONAL MEMORY 

In order to find better parallel programming method, 
many research works have been done. Currently, the most 
promising one is Transactional Memory(TM). The main 
idea of transactional memory is using transaction 
mechanism to ensure the consistency of data shared among 
threads. Its final goal is that system could provide a simple 
programming abstraction to the programmer for convenient 
programming. Programmers do not need to consider the 
synchronization among threads and worry about deadlocks, 
priority inversion or preemption brought by locks [1]. 

TM can be implemented as Hardware Transactional 
Memory (HTM), Software Transactional Memory (STM) 
and Hybid Transactional Memory (HyTM). Though we 
cannot aim for the same overall performance as HTM or 
HyTM, the advantages of software transactional memory is 
obvious in terms of applicability to current machines, 
especially for multi-core processors [2]. 

In STM, transactions have a life cycle as depicted in 
Figure 1 which can be divided into five phases: initialization 
phase, execution phase, waiting phase, arbitrating phase and 
summission phase. Due to the concurrent execution of 
multiple threads in a system, there must have access to the 
same shared data objects which cause data conflict. A 
transaction can change its state in these five stages. 

1). Initialization: Start a transaction execution and finish 
global and local initialization. Global Initialization is done 
by transaction of main thread and other new transactions 
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only perform local initialization and load the context in the 
global transaction setting. 

2). Execution: Execute user code in a transaction. In this 
process, STM system responses for transaction data conflict 
detection and arbitration. 

3).Waiting: In a STM system with transaction priority, 
the execution order of transactions is decided by priority. A 
transaction cannot be committed until it gets the highest 
priority. In a STM system without priority, transactions may 
be submitted in any order or in accordance with the 
implementation of other design strategies [3]. 

4). Arbitrating: A transaction applies to summit and wait 
for the STM system to arbitrate. A transaction can submit 
when it obtains permission, rolls back or waits without 
permission.  

5). Submission: Change the state of a transaction, all data 
will be submitted. 

start

 finish

Arbitrating

Request for 
summision

Waiting

Summision finish

Execuation

Summision 
start

Submission

Transaction T

Initialization

 
Figure 1  Life cycle of a transaction 

III. MEMORY MANAGE IN STM 

In the STM system, there are a large number of memory 
allocations and release operation taken place during the 
execution of transactions. The performance of transactions is 
related to memory management, so an effective memory 
management mechanism is very important. A memory 
manager is necessary to manage the allocation, release and 
garbage collection of memory unit and so on. Many STMs 
use memory manager of programming languages (such as 
java and C#) which can release the burden from designers 
and programmers. However, the cost of this automatic 
memory management mechanism is high which decreases 
the performance of system. There are some programming 
languages (such as C/C++) without automatic memory 
management mechanism. In STM realized in such languages 
memory manager needs to be designed which will increase 
the complexity of development and application, but it will 
improve the system performance. 

The first thing in the design of memory management is 
to decide the granularity of memory management which can 
affect the system performance and programmers’ 
programming. On one hand, if the granularity is too small, it 
will become difficult for programming and the system 
overhead will increase. On the other hand, if the granularity 
is too large, the system validation overhead will increase and 
if transactions don’t succeed, the overhead of rollback will 
be heavy. So an appropriate granularity of memory 

management in STM is extremely important in system 
design. 

To implement an effective memory manager, we should 
take many aspects into account, including meta-data 
structures, programming language, system execute 
performance, etc. A good memory manager should include 
following characteristics: 

1). It deals with shared data structures in transactions 
rather than threads. 

2). It must adapt the STM execution environment, 
including software environment and hardware environment. 
For example, some non-blocking memory manager uses the 
DCAS atomic instructions, which does not exist in some 
systems. 

3). It must ensure the characteristics of non-blocking in 
the execution of a transaction. It means that when a 
transaction of a thread applies for allocating, recycling or 
releasing memory unit, the execution of other transactions 
should not be affected [4].  

4). Under normal circumstances, garbage collection 
should be implicit in the memory manager, but programmers 
should be allowed to do it explicitly. Two types of garbage 
collection should co-exist. 

IV. MEMORY MANAGER DESIGN 

In our STM system developed in C++, we design and 
implement a non-blocking memory manager MG. It applies 
multi-thread private heap allocation scheme and 
epoch-based reclamation scheme. In this section, we 
describe an overview of MG, the data structure, the design 
of memory allocator, nursery and garbage cleaner. 

In MG, there is a global manager which is responsible 
for managing private heaps of all threads while all memory 
operations of transactions are done in the private heap of 
each thread. During a thread initialization, it creates a private 
heap manager, and then the private manager apply for 
memory to global manager and return private heap address 
to global manager. During the execution of transactions, 
private heap manager is responsible for memory allocation, 
delete, and reclaim. Each thread's private heap manager is 
the core of the entire MG manager. The structure of a private 
heap manager is shown in Figure 2. Private heap manager 
contains a memory allocator, a nursery and a cleaner. 
Memory allocator carries out the allocation of memory 
blocks. Memory nursery manages used memory. Garbage 
cleaner is with responsibility for cleaning garbage memory 
blocks.  
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Figure 2 Structure of private heap manager  

A. Data Structure  
1). Data Structure of Memory Block 
MG uses blocks to manage memory. Each memory 

block structure contains a next pointer, object size region 
and a payload data region. The lowest bit in object size 
region is a clean bit which indicates that this block can be 
reclaimed for reuse. The payload data region is practically 
operated by transactions on threads. The structure is shown 
in Figure 3.Pointer head_ptr points to the header of the 
linklist of all memory blocks. 

 

Figure 3 Data structure of memory block 

2). Linklist of Allocator 
The allocator uses S_block_list and B_block_list to 

manage two different types of memory blocks to meet 
memory requirements, as shown in Figure 4 and Figure 5. 
S_block_list manage regular small memory blocks to meet 
the usual memory needs which are 64bytes, 128bytes, 
256bytes, 512bytes, 1024bytes and 2048bytes. B_block_list 
is designed to manage irregular large block more than 2048 
bytes. 

Figure 4 S_block_list 

 
Figure 5 B_block_list 

  3). Data Structure of Nursery 
Data structure of Nursery is shown in Figure 6. Nursery 

uses two main lists: temp_manage_list and 
long_manage_list, to manage memory block. In order to 
effectively manage the memory block being used, the two 
lists have adopted double linklist and a threshold is added to 
each linklist. The roles of the thresholds in the two lists are 
different. In temp_manage_list, when the number of 
memory blocks reaches the threshold, memory blocks will 
be deleted from the list and put into the long_manage_list, 
while in the long_manage_list, nursery does not reclaim free 
blocks when the number of blocks doesn’t reach its 
threshold.   

Temp_manage_list is designed in order to implement 
reclaim inspection mechanism. But only when free block is 
put into long_manage_list, reclaim can be done. 

 

Figure 6 Linklist of Nursery 

4). Data Structure in Cleaner 
There are four structures in cleaner: delete_committed_list, 

delete_aborted_list, temp_garbage_list and garbage_list. 
Delete_committed_list as shown in Figure 7 keeps memory 
blocks needed to be abandoned when transaction is 
committed. Delete_aborted_list keeps memory blocks used 
in transaction execution which should be abandoned when a 
transaction aborts. When a transaction commits or aborts, 
these abandoned memory blocks will be return to cleaner. 
Cleaner first keeps them in temp_garbage_list. When 
threshold is reached, the structure of temp_garbage_list will 
be put into garbage_list and marked with epoch.  

 

Figure 7 structure of delete_committed list 
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B. Design of Allocator and Nursery 
In MG, each thread has a private heap. All transactions 

requesting for memory in the thread will be allocated from 
the private heap. Before the execution of a transaction, it 
gets the address of private heap and needn’t apply again. 
When transaction finishes, it will not delete private heap. 
During life cycle of a thread, global memory manager 
maintains its private heap until the program finishes. 

The initialization of private heap is to build data 
structure while memory will not be partitioned. When a 
transaction begin to run and apply for memory block, 
allocator will first change the applied size to standard size 
and then search for free memory block in the list of that 
block size. If there are free blocks in the list, the address of 
the memory block will be returned and if there is no free 
block, allocator will partition a new standard memory block 
and allocate it to the transaction. If there is no enough space 
in private heap, allocator will apply new area in global heap. 
When allocating finishes, allocator will return the address of 
memory block to Nursery and Nursery adds it to 
temp_manage_linklist in the nursery. When 
temp_manage_linklist rearches to the threshold, Nursery 
will check the state of memory blocks in the linklist. If 
Nursery finds that a block has been deleted by cleaner, the 
block will be returned to allocator. If a block is being used, it 
will be added to long_manage_list. Nursery will check and 
clean all the memory blocks with delete flag in the 
long_manage_list and return these blocks to allocator. 

It should be noted that when there is no enough memory 
in private heap, thread will apply memory from global heap 
and this will cause competition of two threads. To solve this 
problem, one thread must wait until the other thread finish. 
Thus all threads will get memory they need and ensure the 
character of lock-free.  

C. Design of Cleaner 
Our garbage clean scheme is epoch-based reclamation. 

Epochs are set on transactions. Each thread has its own 
epoch. The thread updates its epoch when the transaction is 
about to start or end. A running transaction cannot attempt to 
update the epoch. The cleaner scans delete_committed_list 
or delete_aborted_list. It will clean the garbage objects in 
lists if it finds that those epochs of objects are smaller than 
epochs of concurrent threads. Nursery can reclamate blocks 
after the garbage cleaner deletes blocks (the clean bit is set 
to 1). 

In STMs, the garbage is related to the last state of the 
transaction, since STM updates the copy of the data object. 
The garbage object is the old version object when the 
transaction is committed. In another case, the garbage object 
is the new copy of the data object when the transaction is 
aborted. Hence, we make two lists manage different the 
objects: delete_committed_list and delete_aborted_list. 

In MG memory manager, the cleaner cannot return the 
garbage blocks to the runtime system and not return to the 
allocator. The cleaner only sets the clean bit. The 
reclamation of the objects is performed by the nursery. 

We set the epoch on the transaction since all shared 
operations are contained in a transaction. At the start of a 
thread, the value of the epoch is zero. When the transaction 
is about to start, the epoch is updated to 1. When the 
transaction is about to finish, the value is updated (the 
increment value).  

The time when the garbage objects are safely cleaned is 
that threads do not hold the reference to objects. There are 
three types of the reference in transaction: private references, 
references of other transactions and reference of memory 
manager. As the memory blocks are not returned to the 
runtime system, the reference of memory manager is legal. 
For private reference of the transaction, the transaction 
cannot hold the reference to objects when the garbage 
cleaner starts. Then, private references affect the clean and 
the reclamation of objects. However, references of other 
transactions cannot be assured when a transaction begins to 
run the garbage clean. However, we can attempt to clean the 
older garbage objects by comparing their epoch with epochs 
of all current concurrent threads. 

 

V. PERFORMANCE EVALUATION 

 MG is implemented in C++. We use three test 
programs to evaluate the performance of MG and the results 
are compared with the MallocHeap memory allocator[5]. 

Our experiments are conducted on a 1.6GHz 2-core Intel 
E2140 with 1MB of L2 cache and 32KB of L1 I-cache and 
32KB of L1 D-cache. Runtime environment were Microsoft 
Visual C++ 6.0 with POSIX multithread library and RSTM 
Win32 library, and operation system were Windows XP 
Professional (SP2). The number of worker threads varied 
from 1 to 32. 

In HashTable program, there are not too many lookup 
operations, so memory manager performs roughly equal 
numbers of read and write operations. Test indicates that 
MG memory manager is faster than MallocHeap manager, 
as Figure 8 shows. 

MG memory manager reveals the advantage of memory 
allocation and reclamation in the case of LFUCache and 
Counter Test as shown in Figure and Figure 10. The reason 
is that these two programs perform significantly more write 
operations than other programs [6]. 
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Figure 8  HashTable Test 
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Figure 9  LFUCache Test 
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Figure 10  Counter Test 

 

VI. CONCLUSION 

The memory allocator, nursery and cleaner support an 
effective memory management scheme in STMs. The 
mechanism detecting and handling errors assures the 
non-blocking synchronization of MG memory manager. Test 
results indicate that the performance of MG is satisfying.  
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Abstract—With more and more applications are developed by 
Web services, the importance of QoS for Web services 
combination are becoming increasingly. According to the 
problems about process of developing Web services and QoS 
global optimization of Web services composition, the paper 
design and implement a QoS-based Web service combination 
framework which supports the visualization modeling and the  
process of dynamic Web service selection. The paper 
introduces the overall structure and operating mechanism of 
the framework, and focus on the implementation of the Web 
services publish module, process design module. An improved 
QoS global optimization algorithm, including the methods and 
characteristics of the realization are introduced in the paper. 
Finally, a simple Prototype system is also presented. 

Keywords: service composition; process design; global 
optimization method of QoS ; 

I.  INTRODUCTION  
With the growing up of e-commerce, the application 

based on Web model increasing rapidly, Web based 
applications running from localized to globalization[1]. Web 
service composition[2][3] is to build value-added services and 
Web applications by integrating existing elementary Web 
services. Because a lot of composite Web services can be 
constructed when there exist many combination paths and 
numerous candidate services for each task, How to find the 
optimal composite Web service according to consumer’s 
QoS constraints and preferences is still a challenge problem. 

The study of almost existing framework for Web service 
composition are focus on services combination running, and 
take less attention to QoS scalability and the QoS global 
optimization of Web services composition. Such as the the 
CWS system by Beihang University[4] focus on the 
modeling, running, monitoring management of the services 
composition. The core module of CGSP platform[5] is the job 
manager, its main functions including service request 
submission, scheduling, state management, synthesis and 
application of process management. The paper[6] presents a 
QoS optimization method based on simulated annealing 
algorithm In CGSP platform, but the solution efficiency need 
to be improved. 

The importance of optimization problems of QoS are 
becoming increasingly evident. At present, global 
optimization algorithms commonly used are 0-1 heuristic 
algorithm, genetic algorithm[7][8], simulated annealing 
algorithm, ant colony algorithm[9][10] ,and particle swarm 

algorithm etc. On account of the universality application of 
ant colony algorithm and genetic algorithm for combinatorial 
optimization problems, in this framework, ant colony 
algorithm and genetic algorithm are used for solving global 
optimization problems of QoS, and put forward a hybrid 
algorithm which syncretize the advantages of ant colony 
algorithm and genetic algorithms. 

In addition, most of the current Web service composition 
frameworks approach to development by hard coding 
method in accordance with business logic[11], and few of the 
combination framework provides visual modeling tools. 

This paper design a dynamic selection Web service 
composition framework based workflow and QoS, and also 
implemented a prototype system. It uses visual interface to 
implement customization of Web service composition 
process, and can achieve the dynamic selection of the 
appropriate service by the use of global optimization 
algorithms according to the needs of combined service QoS 
and the QoS of available services. 

II. THE ARCHITECTURE OF  THE  FRAMEWORK 
Web services Combination are composed of multiple 

Web services loosely coupled workflow process in the 
Internet environment, so the support system for combination 
of Web services needs to have the function of modeling, 
synthesis, provide operating interface and others. In this 
paper, a Web services combination support system 
architecture shown in Figure 1. 

 
Figure 1. Architecture of the framework 
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The part in the dash box does not belong to this system, 
the function of other parts which belong to this system 
describe as following: 

• Web services publish module. This module 
provides a unified service registry interface for the 
service provider which registered to different UDDI 
registry. With this interface, the service can be easily 
published to the service registry. At the same time, it 
will Provide QoS attribute information which 
provided by the service publisher to the QoS 
processing module, and store into QoS attributes 
database classified. 

• Web services combination design tool. This 
module provides visual design tools for business 
process developer or service users. The tools 
Support developers complete the definition of Web 
services composed architecture and task 
requirements, and translate contents of the view into 
XML documents which with service attribute 
information. 

• Web services search engine. This module analysis 
the XML document provided by design tools which 
with services attribute information, and generate list 
of available services by search for available services 
in the UDDI registry. 

• QoS processing module. This module consists of 
four parts. The first is to find and record the contents 
of QoS attributes in the database for optimal use. 
Second, It provides QoS property registration, 
modification and the add, adjust function about 
formula for calculating related property values which 
used to adapt to the growing collection of service 
QoS. Third, it provide special treatment for user-
defined properties, this can meet the specific QoS 
requirements of some users. Finally, it provide QoS 
global optimization algorithm of Web services 
combination, and thus gives out several groups of 
solutions to meet the QoS global optimum, which 
improve the reliability of Combination of Web 
services. 

• Execution interface of Web service composition. 
This system does not provide Web services 
composition runtime environment, Web services 
composition are executed by external engine. It 
provides the combination of services running 
processes structure and the specific information of 
various tasks used service to support of the executing 
process. In order to facilitate the execution of an 
external engine, this interface defines message 
format manual according to the difference of Web 
services combinations execution engine requests.  

• Related Database. This module Include the UDDI 
registry and the QoS database. UDDI registry 
Category deposited Web services related information 
which can be accessed in internet environment. 
Service registry database itself is not the component 
of the system, the system only provide the interface 
which to access service registry. QoS database 

which is component of the system store the records 
of the Web service QoS attribute information, and 
provide QoS support for of Web services 
combination together with the QoS processing 
module. 

III. FEATURES AND OPERATION MECHANISM OF THE 
FRAMEWORK 

A. Features of the framework 
The framework presented in this paper has the 

following characteristics. 
1) Service dynamic combination. This dynamic 

combination of services refers to generate the execution 
program of this services combination dynamicly according to 
a list of available services which the service Search Engine 
given by the use of QoS Global Optimization Algorithm in 
the time after the establishment of a combination of 
processes have been identified and before the combined 
service is running, and give external execution engine to 
execute. This services combination program will be disabled 
after its running. In order to ensure that each execution can 
be obtained the current QoS global optimal solution, it need 
to re-used optimization algorithm to get the optimal 
combination options of QoS in the time of this services 
combination needs to be run next time. 

2) QoS Scalability. This paper establishes a QoS 
scalable Web Service composite frame based on the study of 
existing QoS management system. Scalable management 
system that contains two meanings. 

• The extension is to modify, add, and attribute 
calculation of the attributes which need to modify an 
existing QoS attributes or need to add to the existing 
QoS model attributes. 

• The expansion of user-defined attributes. Such 
extensions can provide some special services to meet 
a few specific QoS requirements. In this framework, 
these special properties will be made the following 
treatment: Based on the user requirement, service 
search engine search the atomic services to generate 
list. If a service which in the list and with user 
required functions lack of the records of the special 
QoS attribute value ,then calculate the current 
average value of the property, and add the value 
(80% * average) of this atomic services in the 
property into the QoS database.  

B. The executing mechanism of the Framework 
For Web service composition, the first is to publish  

WSDL of the services and the related QoS attributes 
information to the UDDI and QoS database in the platform 
by the service providers. Web services publish module act to 
process WSDL or other relevant data provided by service 
providers, it sent service functions data to the UDDI 
registration center, at the same time give the reading service 
corresponding QoS attribute to QoS processing module, and 
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submit to QoS database by the QoS processing module to 
process. 

When Service users use the service, the user establish 
workflow of Web service combination according to the 
requirements through the Web services combination 
platform design tools. In time of Web services Combination 
construction, first to establish the service workflow and 
designated service business logic, and deliver the confirmed 
process of service to the service search engine, the service 
search engine will search and match the appropriate Web 
service automatically. The QoS global optimization sub-
module in QoS processing module responsible to screen 
out   Optional Service queue which being Search out, and 
generate QoS global optimal combination programs. Finally, 
the combination will be deliver to Web service execution 
engine interface, external Web service execution engine is 
responsible for the completion of the entire Web services 
combination executing process. The whole process shown in 
Figure2: 

 

F
Figure 2. The execution process of the system  

 

IV. QOS OPTIMIZATION 

A. A Hybrid Algorithm for QoS optimization problems 
According to the analysis to the algorithm, this paper will 

presented a hybrid algorithm based on genetic 
algorithm(GA) and ant colony algorithm(CA).The basic idea 
is using the pheromones from CA in GA, then we can judge 

whether the genes good or bad. This algorithm will provide 
CA with pheromones which is absent at the start of the 
algorithm; as the GA working, not only complete advanced 
chromosomes will be saved, but also we can remain 
advanced genes as much as possible by the pheromones from 
CA, and ensure the generation's variety, which will prevent 
the appearance of precocious(ends too early). 

In the GA' computing, we only know the status of the 
whole chromosome, and decide whether abandon or not on 
this. Therefore, we may lose some good genes in the bad 
chromosomes in the process of crossover and mutation. So 
now in this article we connect the rules of CA and the 
structure of chromosome in GA, interconvert them. The CA 
chooses the best individual from the generation we get every 
time, and then switch the chromosome into the rules of CA, 
and now we get new pheromones for the model. When the 
rules transfers, associated information of the pheromones 
will change at the same time, rules with more pheromones 
denote good genes, otherwise bad genes. At last we can list 
all the status of genes of the model, to prepare for the 
crossover and mutation.  

The process diagram of the algorithm is shown as 
Figure3, it has the same control process as the GA, while the 
strategy of choosing, crossover and mutation different.  

 

 
Figure 3  Process of the Hybrid Algorithm 

 
The steps of the algorithm as follow: 
1. Coding and create the first generation 
In the hybrid algorithm we use integer codes as the 

chromosome codes, the order is the same with the Web 
Service, to ensure the coding can transfer smoothly between 
CA and GA. Create the first generation randomly. 

2. Compute the value of fitness 
Compute the value of fitness of the chromosomes from 

generations by using the QoS calculation method we already 
have. 

3. Election 
The choosing strategy is based on the strategy of the 

basic GA, and improves when needed. 
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In the hybrid algorithm, we have two tasks to complete in 
the election process. First we have to choose a better 
generation of fixed size, and put them into the cross pool, for 
crossover and mutation. Second we need find the individual, 
who has the max value of the fitness function in visible 
generations, and transfer its chromosome structure into the 
rules of CA, and calculate the distribution of the 
pheromones, to get new pheromones. 

4. Crossover and Mutation 
Crossover Strategy: Do crossover on chromosome A, 

choose a random chromosome B from the pool as the 
operand of A. Compare every genes of chromosome A and 
B. If on gene X, chromosome A is better than B, then keeps 
this gene of A in the next generation, do this process for 
several time, until the whole chromosome. Hold 
chromosome A,B for the next generation. 

Mutation Strategy: Traversal the genes of 
chromosomes, decide whether the gene need mutation on the 
mutation probability. If need, then use the roulette strategy to 
get a new mutation by the status of all the genes in the 
chromosome, then mutation finished. 

5. Converge 
Decide whether the algorithm is convergence or satisfy to 

the end condition, if yes, stop the algorithm, if not, turn to 
step2, and run again. 

B. Optimization execution Process  
This paper presents a hybrid algorithm based ant colony 

algorithm and genetic algorithm to calculate the optimal 
program of Web services combination. After the user 
establish a flowchart, it select appropriate algorithm to 
execute the QoS optimization. The system will first export 
the flowchart as XML documents, and obtain the list of 
available services according to the document information 
query database and UDDI. Then start using the optimization 
algorithm to compute the optimal combination programs, 
Optimal programs and their scores will be returned finally. 
The execution of the process shown in Figure 4 

Figure 4 Optimization algorithm execution workflow 
 

V. PROTOTYPE  SYSTEM 
This paper presents a prototype system in order to 

verify the research results. The prototype system has 
developed using JDK1.6 In the Windows environment. 

Database using MySQL Server5.0, and application server 
uses Tomcat6.0. 

A. Web Service publish Module  
This modules provide the platform of input service 

information for service publisher, and such information is 
saved into the database. The relevant information of Web 
services which input by system obtain interface will be done 
data classification, data are classified into two categories, 
one kind is functional properties of Web services, the other 
kind is the non-functional properties of Web services. The 
part of functional attributes data save into the UDDI 
database, some non-functional properties(QoS) information 
save into QoS database.The execution process to store 
information shown in Figure 5. 

 
Figure 5  The execution sequence diagram of publish module 

 

B. Web service composition process design module  
Structured process model is a kind of standard structure 

process model which with excellent structural properties and 
behavior characters, it can express the scene of the most 
kinds of combinations in practice. Most of the current 
mainstream description languages (such as BPEL4WS, 
WSFL, BPML, etc.) are all support the description of 
structure process model. In the process of service 
composition, it in general include four types of control 
structure which is Sequential structure,concurrent structure, 
choose structure and loop structure, each control structure 
contains a number of processes related Web services. 

The process design tool in this article includes the 
above-mentioned four kinds of flow structure, by dragging 
the mouse to create basic components of workflow 
composed, use the connection Line tool to indicate the 
execution sequence between the task. 

The Process Builder uses the GEF (Graphical Editing 
Framework)[12] plug-in component of Eclipse, it 
implemented as a visual graphical editor plug-in component 
of Eclipse. In time of actual practical, the plug-in component 
will be packaged as RCP (Rich Client Application) program 
in order to make it become to independent running 
applications in Windows platform. 

191



Design tools represent different models in graphical 
method, each object model corresponds to a EditPart to 
responsible for registering listeners to the model object and 
trigger the listener event. The monitored different events that 
will trigger different operating strategies (Policy) which 
includes the operation strategy to the 
container,node,connecting lines, layout, etc. Command 
object implements the direct modification method to the 
model. When operation's strategy is established this time, the 
model will execute related operations individually according 
to the operation sequence of the strategy, these work will be 
reflected in the view on the model, and now an operation 
process of the model finished finally. 

C. Searching and Interface Modules 
Web Service search module search for available 

services by using the way of database Query. It reads the xml 
documents which the process design tool exported, and Use 
JUDDI to realize the operations to UDDI database. 

External execution engine interface is essentially a file 
parsing and generation system. The Interface parse the 
generated Web services combination program at first, then 
according to different criteria for the execution engine to 
produce execution documents which corresponding to this 
engine, and hand it to this engine to execute. 

VI. CONCLUSION  
This paper design and implement a Web services 

combination dynamic selection framework based on QoS 
and visual process modeling supported, and describes the 
system overall structure and operating mechanism. The 
paper emphasis describes the QoS global optimization 
algorithm the system involved, and gives out an improved 
hybrid algorithm. By the use of implement editor framework 
of GEF, this paper achieve a Web services process design 
editor which contains Various, and a simple Prototype 
system is also implemented. 

ACKNOWLEDGMENT 
The work is supported by the National High-Tech 

Research and Development (863) Plan of China under Grant 
No.2007AA01Z178. We also thank the guidance from 
Professor Wang Zhijian who is the famous expert of Hohai 
University. 

 

REFERENCES 
[1] YUE Kun,WANG Xiao-Ling,ZHOU Ao-Ying.  Underlying 

Techniques for Web Services: A Survey. Journal of Software, 2004, 
15 (03): 428-442  

[2] R. Hull, M. Benedikt, V. Christophides, and J. Su. E-services: A look 
behind the curtain. In Proc. ACM Symp. on Principles of Database 
Systems, 2003. 

[3] Aphrodite Tsalgatidou, Thomi Pilioura, An Overview of Standards 
and Related Technology in Web Services, Distributed and Parallel 
Databases,12,125-162,2002 

[4] Zong-Xia Du,Jin-Peng Huai,Yong Wang,Yu Zhang. Research and 
implementation of composite Web service supporting system. Journal 
of Beijing University of Aeronautics and Astronautics, 2003, 29 (10): 
889-892 

[5] CGSP Working Group. Specification of Design of China Grid 
Supporting Platform. Beijing: Tsinghua University Press, 2004(in 
Chinse) 

[6] JIN Hai,CHEN Han-Hua,LU Zhi-Peng,NING Xiao-Ming.   QoS 
Optimizing Model and Solving for Composite Service in CGSP Job 
Manager[J]. CHINESE  JOURNAL OF COMPUTERS. 
2005,28(4):578-588   

[7] Holland, J.H.. Concerning Efficient Adaptive Systems. In Yovits, 
M.C.,Eds., Self-Organizing Systems, 1962, 215-23 

[8] Holland, J.H.. Adaptation in Natural and Artificial Systems, 1st ed., 
1975, 2nd ed., Cambridge, MA: MIT press, 1992. 

[9] Dorigo M, Maniezzo V, Colorni A. Ant system: Optimization by a 
colony of cooperating agents .IEEE Trans on SMC, 1996. 

[10] Dorigo M, Maniezzo V, Colorni A. Ant system: An autocatalytic 
optimizing process. Tech Rep: 91-016, 1991. 

[11] LIU Xiu-lei，WANG Jin-ke，XU Hong-yun.Design Method Based 
on Web Service Component for Web Composition[J]. Computer 
Knowledge and Technology. 2007.1(6) 

[12] Graphical Editing Framework, http://www.eclipse.org/gef/．  

192



   THE  APPLICATIONS AND TRENDS OF HIGH PERFORMANCE 
COMPUTING IN FINANCE  

 
LI hong1, 2, LU Zhong-hua1, and CHI Xue-bin1 

1Supercomputing Center, Computer Network Information Center, Chinese Academy of Sciences, 
Beijing, 100190, China 

2Graduate University of Chinese Academy of Science 
Beijing, 100190, China 

Email: {lihong, zhlu, chi}@sccas.cn
  

Abstract—Large-scale parallel simulation and modeling have 
changed our world. Today, supercomputers are not just for 
research and scientific exploration; they have become an 
integral part of many industries, among which finance is one of 
the strongest growth factors for supercomputers, driven by 
ever increasing data volumes, greater data complexity and 
significantly more challenging data analysis. In this paper, a 
modest application of the developments of high-performance 
computing in finance is studied deeply. Attentions are not only 
focused on the what benefits the parallel algorithm bring to the   
financial research, but also on the practical applications of the 
High-Performance Computing in real financial markets, 
especially some recent advances is highlighted. On that basis, 
some suggestions about the challenges and development 
directions of HPCs in finance are proposed. 

Keywords: High-Performance Computing; supercomputing 
in finance; options pricing; dynamic portfolio; risk management 

I. INTRODUCTION 
High performance computing is useful in the field of the 

finance which demands efficient algorithms and high-speed 
computing in solving many problems. After the emergence 
of  Black-Scholes option pricing model, the application of 
dealing with the complex mathematic  models, numerical 
processing, and large-scale computing in computational 
finance are becoming more and more universal. However, at 
that time, due to a computer performance, such as memory 
capacity and CPU speed of operation restrictions, large-scale 
and complex characteristics in the field of finance cannot be 
solved, especially, the new financial instruments have been 
continuously introduced and to gain a competitive edge in 
the marketplace, portfolio and risk managers must be able to 
access real-time financial information and utilize technical 
indicators to buy and sell equities and exotic. Nevertheless 
the capability of a single CPU has become stumbling block. 
Fortunately, with the rapid development of the computer 
technology, high performance computing has become an 
important tool for simulating complex models and studying 
finance and economic systems.   Advance parallel algorithm 
in solving the complex problem such as optimization and 
pricing enable us to analyze the problem more efficient, 
Advance high performance computing technology enable us 
to make the most advantageous decision-making in the ever-
changing market, which is the subject of this paper. 

High performance computing has been prevalently 
utilized in some areas such as dynamic portfolio 
management 、 risk management 、 options pricing and 
parallel financial data mining. 

In this paper, we summarize the above applications and   
trends of the high performance computing and efficient 
parallel algorithms in computational finance. But it does  not 
mean to a simple survey, in the contrary, we should realize 
that high performance technology has not been accepted 
widely ，especially in china,  utilizing the more advanced 
computing technology to solve the more complex financial 
problems should be emphasized. 

II. THE APLLICATION OF HIGH-PERFORMANCE 
COMPUTING IN FINANCIAL RESEARCH FIELD 

The study of large scale finance planning problems 
requires a combined approach modeling techniques, 
algorithms and high performance computing [1]. In this 
section the four main applications of the high-performance 
computing in financial planning is studied. We will review 
different implementations on a variety of computing 
platforms ranging from dedicated parallel machines to PC 
clusters all the way to grid environments. 

A. high-performance computing for  dynamic multistage 
portfolio management 

Portfolio optimization model is extensively used by banks 
and companies to offer financial services. It is concerned 
with the problem of how to best diversify investment into 
different classes of assets such as stock, bonds, real estate, 
and options in order to meet liabilities and to maximize the 
expected returns. One important class of models is the 
Markowitz model based on the idea of mean-variance, an 
investor plans portfolio decisions only for a single time 
period, resulting in the decisions made without considering 
the future consequences on the current situation.  

However, there are many uncertain factors in financial 
planning problems, such as expected returns, economic 
factors, interest rates and so on. Furthermore new legislation 
has often resulted in the necessity to introduce new classes 
of constraints on the portfolio optimization model. So 
insestors must manage their strategies asset mix over time to 
achieve favorable returns subject to various uncertainties, 
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policy and legal constraints, and other requirements. To 
capture these aspects, the theory of dynamic asset allocation 
has been greatly developed, which includes a multi-period 
portfolio in every time period. The uncertain future returns 
of the individual assets are modeled as a set of different 
scenarios jointly with their realization probabilities. The 
resulting financial planning model is multi-stage stochastic 
programming models. To solve multistage stochastic 
programming problems, where parameters are random, we 
should use efficient algorithms since the size as well as the 
complexity of a stochastic programming problem may grow 
rapidly as additional uncertainties are modeled. It turns out 
that the memory management is a major bottleneck when 
solving planning problems, therefore, the parallel computing 
of such large size problem is needed. The equivalent 
problem is how to solve the multistage stochastic 
programming efficiently in parallel.  

The main suitable optimization approach is 
decomposition for this problem. Decomposition method 
split the problem up into a mater problem and a set of the 
independent sub-problems, the latter can be solved in 
parallel. The advantage of this approach is that when 
problems are huge, the task of solving this huge problem 
can convert to solving the serials sub-problems in parallel, 
and consequently achieving the quick calculation time. 
Benders [2] introduced method as the dual form of the 
Dantzig-wolfe algorithm in [3]. After that the Nested 
Benders decomposition was ended to multistage problem in 
[4]. Parallel implementations of the decomposition 
algorithm were described in [5][6][7]. The implementation 
issues of a parallel simulation code for a stochastic dynamic 
portfolio model was disused by G.Zanghirati in [8].  

Based on the above research, high-performance 
computing is applied on the Asset and ability management 
for insurance and pension fund in the global markets.  Roy 
Kouwenberg [9] reported the solution to an asset-liability 
management model for an actual Dutch pension fund with 
4826,809 scenarios and 12,469,250 constraints and 
24,938,502variables, and demonstrating the potential 
benefits of the high performance computing approach for 
asset liability management. Then Maria Luckain [10] 
presented a multistage model for allocation of financial 
resources to bond indices in different currencies. For solving 
two-stage and three stage stochastic programs the interior 
point method (IPM) in the frame of the prima-dual path 
following formulation is used. An application of the Birge 
and Qi factorization to the IPM allows decomposition of the 
large linear system to smaller blocks allowing thus to solve 
it in parallel. 

Besides the decomposition of the multistage optimization 
programming, Jacek Gondzio [11] proposed a parallel 
approach for multistage quadratic programs and applied it to 
financial planning problems. He assumed that a QP problem 
is given with any block structure in it and extended OOPS, 
the objected-oriented LP solver to tackle QP problems. 
Thereby solve the financial planning problem efficiently 

Taking all above parallel algorithm, managers can run 
their model efficiently on parallel systems to optimize 
thousands of portfolios overnight based on the previous 
day’s trading results and rebalance their portfolio in real 
time.   

B. high-performance computing  for  risk management 
Investments in stocks almost always involve a risk-reward 

trade off. To get higher returns on investment, an investor 
must be prepared to undertake a higher level of risk. 
Investors aim to optimize their investments portfolio so as 
to minimize the risk and maximize their returns. Current 
regulations for finance business formulate some of the risk 
management requirements in terms of percentiles of loss 
distributions. An upper percentile of the loss distribution is 
called Value-at-Risk (VaR), a prevalent risk assessment 
measure, which is used by many investors to perceive the 
maximum loss possible within a given time period for a 
given certainty.  The VaR is typically done using the Monte-
Carlo method. This method simulates possible “scenarios” 
that could occur in the real world based on security prices 
form the past. According to the probability theory, the larger 
the numbers of simulated Monte-Carlo scenarios, the better 
close to the real world.  This approach will become 
intensive-computation when the number of assets are large, 
especially the latest new regulations from the Basel II on 
VaR methodology requires more pervasive systematic stress 
testing of financial pricing models and subsequent increased 
computation-especially for derivative products such as 
options and futures. Additionally, Monte Carlo can be 
parallelized easily because of each simulation can run 
independently. So it is apparent that high performance 
computing which can efficiently speed up the computation 
is of great value. 

Traditional high-performance solution to solve the above 
problems is the utilization of clusters system. [12] However, 
the shortcomings of this solution cannot be ignored. Such as: 
high cost of the computational resources and difficult 
programming environment involves the efficiency of the 
message passing. In order to overcome these drawbacks, 
Rafael Moreno-Vozemediano[13] explored the application 
of Grid technologies within financial services domain by 
executing a portfolio optimization application that estimates 
the Value-at-Risk for a given portfolio through Monte Carlo 
simulation. This technology is based on the efficient sharing 
and cooperation of heterogeneous, geographically 
distributed resources such as CPUs, clusters, 
multiprocessors, storage devices, databases and scientific 
instruments. They finally proved that running on a Grid 
reduces the time of execution significantly. Also, a user is 
able to run the application for more scenarios and receive a 
better estimation of VaR in a shorter period of time. 

C. High-performance computing for options pricing 
Option pricing is one of the most fundamental 

operations in financial analytics research. In certain case, 
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analytical pricing formulations can be derived, such as the 
Black-Scholes option pricing models leads to a partial 
differential equation, whose solution is the famous Black-
Sholes formula [14].  However ,in most cases due to a lack 
of closed–form mathematical solutions to  option valuation 
problems, a vast array of approximation schemes has been 
advanced that is numerical pricing—the exciting pricing 
algorithm are usually  based on the finite difference scheme 
methods in Brennan and Schwartz[15] and the binomial 
lattices in J. Cox and E.S. Schwartz [16] [17]. Moreover, 
there have been some parallel algorithms about the general 
numerical option pricing technology on single asset. For 
instance, in [18] Gerbessiotis considered to price options on 
one asset, and an architecture independent approach in 
describing how computations such as those involved in 
American or European - style option valuations can be 
performed in parallel in the binomial - tree mode  is 
introduced. G.Campolieti and R.Makarov [19] presented a 
shared as well as distributed-memory parallelization of 
multinomial lattice methods for pricing European and 
American options based on hidden Marov models. 

However, in practice, the computational complexity of 
the general numerical method will increase dramatically 
with the some parameters such as number of assets involves 
and number of exercise date, making computations 
intractable in real time trading, which is commonly referred 
to as “curse of dimensionality”. [20][21] So the usual 
methods are often difficult for high-dimensional options 
pricing problems. In view of this people began to pay more 
attention to Monte Carlo simulation (MC). As the 
mentioned above, MC is an important computational tool in 
modern risk management, in fact, this method is really the 
only viable numerical technique for high dimensional 
problems and such problems are becoming more prevalent 
in modern finance. For the reason that the Monte Carlo 
simulation can be embarrassingly paralleled in nature, 
consequently, large-scale Monte Carlo simulation in parallel 
on high-dimensional American option pricing can 
efficiently avoid the computational challenges. Bossaerts 
[22] and Tilley [23] first proposed the Monte Carlo 
simulation for pricing American options. After that Broadie 
and Glasserman [24] put forward stochastic mesh method 
for high-dimensional American option pricing. This  
algorithm  firstly  constructs  the mesh of  assets  states  and 
then recursively estimates current continuation value by 
linear combinations  of  option  values  at  the  next  exercise  
date. Later, as inspired by the stochastic mesh method, an 
extensive simulation was studied by P. P. Boyle, A. 
Kolkiewicz, and K. S. Tan[25][26][27] indicating that  an 
application of low discrepancy sequences can be improved  
dramatically the accuracy of the mesh method, despite this, 
however, much calculation time sill be required for pricing 
options with several assets.  In order to solve this problem in 
[28] Kevin Lai developed parallel algorithms for pricing 
American options on multiple assets, and the parallel 
methods are based on the low discrepancy mesh method. 

Their numerical results show out the almost optimal 
speedup. The latest work has moved on to parallel 
implementations of Bermudian-American (BA) options 
pricing algorithms.    V.D. Doan, A. Gaikwad[29] 

The realizations of above-mentioned parallel algorithms 
are mostly based on the MPI (message passing interface) 
programming model. Grid computing has also been utilized 
on the pricing problem   Toke [30] proposes a parallel 
approach that relies on the computation of an optimal 
exercise boundary as described in [31]. Furthermore, 
Multithread parallel implementation has been studied by 
Thulasiram [32][33]   

D. high performance computing for financial data mining 
Recently, the data mining technology has been applied to 

the study of financial markets. However, with the explosion 
of the financial data, it is definitely impossible to analysis 
and processes them with the tradition methods. So, much 
more attention has been shifted to the high-performance 
computing technology.  For example  parallel HPCs enable 
a bank to easily run more sophisticated fraud detection 
algorithms against tens of millions credit card accounts;  and 
parallel data mining technology has also been used in 
financial forecasting. In practical, in order to balance a large 
portfolio of stocks, analysts have to search for the short and 
long-term patterns of the stocks, correlations between the 
securities and so on. It is effortless to find the useful 
information using the parallel data mining, HPCs allow for 
faster reaction time to market conditions, enabling analysts 
to evaluate more sophisticated algorithms that take into 
account the larger data sets. 

III.  THR APPLICATION OF HIGH-PERFORMANCE 
COMPUTING IN THE REAL FINACIAL MARKET 

The previous section is about the survey of the parallel 
algorithms that have been studied on the financial planning. 
In this section, the practical and actual applications of the 
high performance computing in the financial business 
community are investigated deeply.  

A. The latest application of supercomputing in the real 
financial market 
In the highly competitive market, portfolio and risk 

managers must able to access the real time financial 
information to buy and sell equities and exotic investments. 
When the new financial products increased, the requirements 
on obtaining the actual value and risk of them are increased 
simultaneously. Computing requirements will grow 
exponentially as algorithms and models become more 
complex to support new investment opportunity, while 
incorporating ever larger datasets. But the desktop computers 
that are used to develop these ever-growing financial codes 
are inadequate to support full scale production deployment 
and these growing necessities impress the huge challenge on 
the current computer infrastructures, prompting investments 
firms to turn to HPC systems, such as parallel servers, 
clusters or grids.  A brief look at the Top 500 list of the 
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world’s largest supercomputers shows some of the business 
sectors that now rely on supercomputers: finance, energy, 
transportation, weather and climate research, and telecomm 
and biotechnology and so on, and also shows that the 
percentage of the number of the HPC applying in the 
financial fields has come up to 9.2%.  

For the past few years, financial firms have relied on the 
newest, fastest processors to power cutting-edge trading 
architectures, despite the credit crisis in the last two years, 
the applications of supercomputing in Wall Street has not 
decreased, algorithmic algorithm is still continuing based on 
supercomputing computer, and having the fastest processor 
is still a prerequisite. Algorithmic Trading is automated 
trading done by computer programs (algorithms) that react 
to patterns in financial market data or financial news. As of 
2009, high frequency trading firms accounted for 73% of all 
US equity trading volume. More and more complicated 
strategies using the data mining and pattern recognition calls 
for the high-performance computing increasingly. 

Today, Computer clusters with off-the-shelf accelerator 
hardware are increasingly being proposed as an economic 
high performance implementation platform for many 
scientific computing applications. Some of  the most 
innovative low latency work is taking place in Wall Street: 
such as FPGA accelerators and Blue Gene architecture，
that is helping to reduce latency.  

In recent years, a new tool on Wall Street—GPU 
computing has become popular among the analysts, their 
highly parallel structure makes them more effective than 
typical CPUs in compute-intensive and highly parallel 
applications,  and their vector processing capability makes 
them especially well-suited to financial analytics. Mattew 
Dixon[34] demonstrated three approaches to gain additional 
speedup of 148x against the baseline GPU implementation, 
reducing the time of a VaR estimation with a standard error 
of 0.1% form minutes to less than one second. Mukel 
Majmudar[35] presented implementations of VaR using the 
Black-Scholes option pricing models on three different 
parallel platforms, namely, Cell Broadband Engine, 
NVIDIA CUDA, and Amazon EC2. In [36] acceleration on 
the GPU for option pricing by the COS method is 
demonstrated. a comparison between different ways of GPU 
and CPU implementation.   

IV. CHALLENGES AND TRENDS OF  THE  SUPERCOMPUTING 
IN FINANCE  

Although the importance of using parallel computing  in 
the solution of the computationally-intensive problems is 
now widely accepted  in the engineering and industrial 
domains, its potential to solve problems in economics and 
finance has neither been fully addressed nor explored, at 
mostly in china.   the main challenges the institution faced 
when the supercomputing technology are allied as follows: 

Firstly, most problems in the real financial markets are 
referring to processing the financial data, while, these data 
are usually substantial and disruptive and even incomplete. 
By 2010, the global options and equity markets will average 

over 128 billion messages per day. With market data  
growing, data latency being measured at millisecond 
intervals, and information exploding, although 
supercomputer have the enough storage capacity,  the ability 
for the  data processing system to process high volume 
market data stream with low latency is critical to the success 
of  a investment company. How to improve the ability of 
interpreting data and responding capability to the change of 
the data is the most important issue not only in the financial 
research but also the practical application. 

Secondly, financial market environment has become 
more and more competitive, with the more international, 
more liberalization, and more securitization characteristics. 
Investors has benefited a lot from this market environment, 
however, in the mean time, the uncertainty factors has also 
increased, in the financial research, it is arduous to construct 
a more reasonable model to solve the practical problems; in 
the real financial market, investors are usually disturbed by 
these complex real problems. Under the circumstance, HPCs 
merely provide a means of solving the given trouble 
problems efficiently and rapidly, the key questions is how to 
obtain the useful information behind the rapidly changed and 
more complexity market. So the ability of processing the 
complex events becomes important to the HPCs.  

Thirdly, with the development of constantly financial 
innovation, the number of the financial derivatives types 
becomes increasingly enormous. While how accurately and 
quickly to pricing the financial derivatives has become an 
urgent question. Such as stock, bonds and its derivatives 
including forward and options etc. their future cash flow is 
random in some extent and is difficult description .Although 
there have much more research on the parallel algorithm on 
options pricing, the precise sequential numerical pricing 
technology is the key problem virtually.   

Finally, considering the level of service of the HPCs to 
the most investment companies, there has some problems 
that should not be ignored. The primary issue is the cost of 
the new parallel hardware, and the another problem is that 
most financial analysts are unfamiliar to the computing 
platforms on the parallel HPCs, who are accustomed to 
working with popular mathematical tools such as MATLAB, 
Python and R to produce their financial models. In order to 
make better use of high-performance system, requiring the 
highly trained programmers to write the parallel program 
with the complex C, C++, or FORTRAN involving the 
Message Passing Interface (MPI) or equivalent manual 
parallelization techniques. This redesign will cost a lot of 
time, although training the programmer is not a difficult task, 
nevertheless, in fact the ability of realizing the joint point 
between the supercomputing and financial model is the most 
significant quality. Financial organizations should cultivate a 
specialist supercomputer integrator; one must be able to 
understanding what customers are trying to achieve. In view 
of this, new software—Star-P is designed, which make high 
performance computing easier and more accessible to 
financial services organizations. Star-P for financial services 
enables analyst to work with their familiar desktop financial 
modeling tools and it has been used to accelerate and 
improve decision making in applications such as portfolio 
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optimization, financial derivatives valuation credit fraud 
detection, hedge fund trading and risk analysis. In a short 
word, despite there has many difficulties and challenges that 
the financial institution and research face, we are convincing 
that the trend of the application of high performance in 
finance is irresistible in future. 
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Abstract - We design and implement a Job Management 
System for improving automation level of job execution process 
in network-based digital multimedia content production. Jobs 
are automatically parallelized and executed on a large number of 
execution machines. Our implementation of the Job Management 
System has two novel aspects. One aspect is using a feedback 
mechanism in execution time estimation base on Extreme 
Learning Machine (ELM) for self-optimizing. Based on the 
feedback mechanism, we can continually use the newly obtained 
data to improve the system. The other one is having the 
capability of autonomic fault recovery. The system has been 
integrated to a network-based digital multimedia content 
production platform. 
 

Key words - distributed computing, Job Management, feedback 
control, ELM 
 

1.  INTRODUCTION 

With the development of Internet technology, network-
based digital multimedia content production is becoming a 
promising business. We provide users with a network-based 
platform for multimedia content production, which is called 
distributed collaborative production platform (DCPP). With 
the help of the DCPP, the user who is distributed in different 
regions, not only can quickly and easily browses massive 
multi-media materials and works that created by the users 
themselves, but also participates in the multimedia content 
production. It helps to generate higher quality works. Many 
studies have already made contributions to the design and 
implementation of job management system in multi-media 
content production business. Reference [1] designs and 
implements a based on OpenPBS render farm manager. 
Reference [2] illustrates that the network-based video 
transcoding is feasible. Reference [3] discusses the cluster 
transcoding implementation technology.  
 We design and implement the Job Management System 
(JMS), one key component of DCPP. One novel aspect of this 
system is using a feedback mechanism in ELM-Based 
execution time estimation for self-optimizing. The other one is 
having the capability of autonomic fault recovery. 

The remainder of the paper is organized as follows: in 
Section 2, we will describe the distributed collaborative 
production platform. In Section 3, we will describe Job 
Management System based on feedback control. Section 4 
gives the experiment and discussion. Section 5 offers some 
conclusions. 

2.  DISTRIBUTED COLLABORATIVE PRODUCTION PLATFORM 

The DCPP consists of a number of major components (see 
Fig. 1), 

1) Client Browser (CB): A user submits jobs to the 
browser, including job materials and the job description. 

2) DCPP Portal (DP): Accept the job description and job 
materials submitted by the user. The job materials will be 
stored into Storage System (SS), and the job description will 
be uploaded to Application Manager (AM). 

3) Application Manager (AM): Decompose a job as a set 
of sub-jobs according to the job type. A job is decomposed as 
sub-job sets until every sub-job can be performed by a single 
execution node. 

4) Job Management System (JMS): According to the 
scheduling strategy, the job is distributed to the appropriate 
node. JMS also provides job control, job status monitoring, 
persistence of information related to the job into the database. 

5) Execution Node (EN): According to the job description, 
it gets the job materials from the Storage System, completes 
the job, and reports states information of every sub-job in 
performing process such as not startup, ongoing, completed, 
and so forth to JMS. 

 
Fig. 1 Distributed collaborative production platform 

 
3.  JOB MANAGEMENT SYSTEM BASED ON FEEDBACK 

CONTROL 

A. JOB MANAGEMENT OVERVIEW 
The JMS consists of a number of major components (see 

Fig. 2). 
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Fig. 2 JMS Architectural Overview 

 
A “Job state manager” maintains every sub-job’s state 

and saves the state to the database. The sub-job’s state 
includes “submitted,” “mapping,” “dispatched,” “exception” 
and some command states.  

A “Job scheduler” which periodically checks the state of 
every sub-job and executes the method associated with it. The 
state will jump to different states according to whether the 
method has returned successfully. It is possible that there is no 
method associating with a state, in which case a state advances 
with no associated action.  

A “Resource map” maintains a simulation node for every 
execution node. The simulation node represents the current 
states of the corresponding execution node, including 
configuration, the ready time, assigned sub-jobs, and whether 
alive and so forth. 

We give an example of the process of managing a job.  
(Here we assume that all methods return success. Actually, a 
fail can occur at anytime. The failure handling will be 
described in more details. )  
When Application Manager submits a job description via an 
XML document, every sub-job of the job is marked to be 
“submitted.” The method related to “submitted” state is 
parsing the XML document. If the method is successful, the 
state will convert to “mapping.” Otherwise, it will convert to 
“exception.” When the sub-job is in “mapping” state, the 
method is that Job scheduler chooses the most appropriate 
executing node from Resource Map for the sub-job by 
adopting optimization strategies and node selection policy. 
When a most appropriate executing node can be selected, the 
Dispatcher gives the sub-job description to the node. If 
dispatching method is successful, the state converts to 
“dispatched”. Otherwise, it converts to “exception.” When the 
sub-job is finished successfully, the sensor reports the 
“success” state to the observer. Otherwise, it repots 
“exception” to the observer. The observer delivers the state to 
the job state manager. Thus the job state manager will update 

the state of sub-job. If all the sub-jobs of a job are successfully 
completed, the scheduler will let dispatcher notify the 
Application Manager. 
 
B. SELF-OPTIMIZATION 

To perform well, matching and scheduling algorithms 
need to know the execution time of each task that is sub-job 
on each machine and most matching and scheduling 
algorithms assume that the execution time of a given task is a 
known quantity [4],[5]. However, the execution time of a task 
on a given machine depends upon many factors, including the 
problem size and the input data. And it is not trivial to 
determine a priori in our system. In this paper we propose the 
new ELM-Based Execution Time Estimation Algorithm to 
optimize the system performance.  

As in much of the scheduling literature, each task is 
assumed to have exclusive use of the machine on which it 
executes. Thus, the execution time of a task is not a function 
of other tasks executing on the machine and is only a function 
of the machine capabilities and input data. Our main idea is 
utilizing neural network to approximate to the function. Based 
on the feedback mechanism, we can continually use the newly 
obtained data to train the model, which makes it more 
accurate.  

The machine capabilities can be characterized through 
the use of benchmark vector [6]. It is assumed that a 
reasonable set of r  benchmarks is available to approximate 
the performance differences between machines. These 
benchmarks can be used to span r\ . This space will be called 
the machine space. Thus, a machine i  can be represented by a 

point  
1 2 rB b b bi i i i= ⎡ ⎤⎦⎣ "

 in the machine space, where 
jbi is the 

result for benchmark j  on machine i . Bi  will be called the 
benchmark vector for machine i . 

The execution time of a task on a given machine largely 
depends on the size and properties of the input data set [6]. It 
is quantify these properties of the input data set as a vector of 
numeric parameters 1 2 qZ z z z= ⎡ ⎤

⎣ ⎦" .  

Extreme learning machine (ELM) is fast learning 
algorithm for single-hidden layer feedforward neural networks 
(SLFNs) which randomly chooses the input weights and 
analytically determines the output weights of SLFNs [7]. The 
details of ELM training are explained below. 

Given a training dataset {( ( ), ( )), 1, , },L x n t n n N= = "  where 

( ) ( ( ), , ( )) ,1
T dx n x n x nd= ∈… \  and ( ) ( ( ), , ( )) .1

T mt n t n t nm= ∈… \  
An ELM with activation function ( )g i  and N� hidden neurons 
can be modeled as: 

( ( ) ) ( ), 1, , (1)
1

N Tw x n b t n n Nj j jj
β + = = …∑

=

�
 

Where ( , , )1
T dw w wj j jd= ∈… \  is the weight vector 

connecting the input layer to the thj hidden neuron, b j  is the 

bias of the thj hidden neuron, and ( , , )1
T

j j jmβ β β= …  is the 
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weight vector connecting the thj  hidden neuron to the output 
layer. The output neurons of ELM are linear. Equation (1) can 
be written in the matrix form as:  

( 2 )H Tβ =  

where 

( (1) ) ( (1) )1 1

( ( ) ) ( ( ) )1 1

T Tg w x b g w x b
N N

N NH R
T Tg w x N b g w x N b

N N

+ +
×= ∈

+ +

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

" � �
�

" " "
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Since N N≤�  for most cases, the output weights of ELM 
can be calculated as the least squares solution of linear 
equation defined in (2), as follows, 

†ˆ ( 3 )H Tβ =  
The learning speed of ELM can be thousands of times 

faster than traditional feedforward network learning 
algorithms like back-propagation algorithm while obtaining 
better generalization performance [7]. It is reasonable that 
execution time estimation algorithm adopting ELM will 
inherit the feature of fast learning, and will have satisfactory 
accuracy. 
 The proposed ELM-based execution time estimation 
algorithm is presented in TABLE 1. 

Given the parameter vector 1 2 qZ z z z= ⎡ ⎤
⎣ ⎦"  for a given 

task, machine space r\  containing a point 1 2 rB b b bj j j j= ⎡ ⎤
⎣ ⎦"  

for each machine j , pseudo-code for ELM-Based execution 
time estimation algorithm can be constructed as TABLE 1. 

 
TABLE 1      ELM-Based Execution Time Estimation Algorithm 

 
 

It can be seen that every time a given task is run on a 
machine in the system, a new observation is added to train 
ELM. Thus, the quality of the predictions improves with time. 
 

C. FAULT TOLERANCE 
As DCPP is designed to use tens of thousands of 

execution nodes to complete a large amount of jobs, the JMS 
has to tolerate machine failures gracefully.  

The sensor periodically reports heartbeat messages to the 
observer. The observer updates the report time to the resource 
map. The monitor periodically checks every simulation node. 
If no heartbeat is received from an execution node in a certain 
amount of time, the monitor marks the execution node as 
failed. If an execution node is failed, the sub-jobs assigned to 
the node are scheduled again to another execution node.  

It is also possible that the actuator can not finish a sub-
job, such as can not download input file from Storage System. 
In that case, the actuator reports an “exception” state to the 
sensor. Then the sensor reports it to the observer. And the 
observer updates the state to Job state manager. Finally, the 
scheduler deploys the sub-job to another execution node. 
 The Job state manager saves every sub-job’s check point 
state to database. The check point state include “submitted”, 
“mapping”, “dispatched”, “exception” and some command 
states. When the JMS fails, the execution node detects 
message failure and keeps these messages in a FIFO queue for 
timed retransmission. When the JMS restarts, it first gets the 
latest check point states of sub-jobs which were unfinished. 
Then scheduler begins to work. Once the JMS is able to 
process the messages it removes the block from the observer 
and after at most one retry cycle all nodes will have been able 
to report all pending states.  
 

4. EXPERIMENT AND DISCUSSION 

Depending on what scheduling performance is desired 
there exist different performance metrics. We use Makespan 
as performance metric. Makespan is a measure of the 
throughput of the HC system. When a certain scheduling 
heuristic is applied to dispatch all the tasks to distributed 
computers, the maximal completion time spent for execution 
is called makespan. The method that leads to smaller 
makespan is regarded as the better solution. 

Number of machines is 10 and number of training tasks 
is chosen to be 4000. The task arrivals are modeled by a 
Poisson random process. The ELM network with 20 hidden 
neurons was adopted for predicting execution time of different 
tasks on different machines. The input attributes include 
various inputted machine attributes that indicate machine 
capabilities and task attributes that indicate task computation 
and communication size. Input weights of ELM were 
uniformly randomly distributed on the interval [-1, 1] and 
biases on [0, 1]. Sigmoid was selected as the activation 
function for hidden neurons. 

As the execution time prediction using the ELM, the first 
experiment can use Min-Min scheduling algorithm [8], which 
requires that estimates of expected task execution times on 
each machine are known. The first experiment here is called 
ELM-MinMin. The comparative experiment chooses OLB 
scheduling algorithm [8], because it does not need to predict 
the execution time. Number of testing tasks is 2000 and 
number of machines is chosen to be 10. 
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The experimental testing is performed in three scenarios: 
Scenario I: The task type is rendering.  
Scenario II: The task type is special effects.  
Scenario III: The task type is transcoding. 
The result of experiments is in Fig. 3. 
In Fig. 3, in every three scenarios, ELM-MinMin 

algorithm acts like the best algorithm. As the execution time 
prediction using the ELM, the system can use Min-Min 
scheduling algorithm, which requires that estimates of 
expected task execution times on each machine are known. It 
is clearly that using ELM-Based execution time estimation 
algorithm can reduce the makespan. Accordingly, system 
performance is improved. 
 

 
Fig. 3 Makespan 

 
5. CONCLUSION 

To couple and harmonize distributed resources in 
network-based digital multimedia content production, we 
design a Job management system. The Job management 
system takes care of the details of scheduling the sub-job’s 
execution across a set of machines, handling machine failures, 
and managing the required inter-machine communication. An 
ELM-based execution time estimation algorithm is proposed. 
It can let complex multimedia jobs distributed efficiently over 
a network. The prototype of Job management system is 
developed and has been applied to a distributed collaborative 
production platform. Investigation in this paper helps to 
perfect the organization methodology of job management and 
extend the application category of distributed technologies. 
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Abstract—The paper first introduces the general concept of 
LVS， then gives the architecture of long distance learning 
network system based on LVS, explaining the design ideas. The 
functions of long distance learning network system are 
presented, including the design of psychological coursewares 
and audio and video learning platforms. 

Keywords- LVS architecture; WLC algorithm; LVS/DR 
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I.  INTRODUCTION  
In China, there are less than 60 schools which teach  

psychology courses with bachelor diploma, and  there is a 
serious lack of organizations which train counselors, 
compared with USA[1]. In American, American  
Psychological Association, for instance, offers 364 training 
programs with qualification of PHD degree about Clinical 
Psychology, Counseling Psychology and School Psychology. 
Furthermore, Psychological professionals distribute uneven 
among the cities of China. The majority of them work in the 
big city[2]. So it is imperative to build a distance learning 
system based on  both contemporary education methods and 
web-based  network technology. Studying by Internet is a 
useful approach by which people have no limitations of time, 
location, and study schedule. 

II. THE DESIGN OF SYSTEM ARCHITECTURE 

A. Introduction to LVS-based Servers Cluster 
The first important thing to build a network learning 

system is its reliability and security. Meanwhile, a idealized 
system should achieve standards of scalability, availability,  
manageability, and cost effectiveness. A useful servers 
cluster architecture in which servers  are loosely coupled 
among  them by Internet or LAN, has much  ability to reach 
scalability ,availability and cost effectiveness , compared 
with tight coupling multiprocessors system. LVS(Linux 
Virtual Servers) consists of three layers, that is, Load 
balancer, Servers pool and Shared storage. Every layer is 
independent and has different functions which can be reused. 
Load balancer on the outside of the whole cluster ,also called 
front-end machine, with IP load balancing technology and 
content-based request distribution technology, will transfer 
requests to a different server with balancing algorithm and 
automatically block out failure, so a group of servers 
constitute a high-performance, highly available virtual 

server[5]; Servers pool is a group of real servers where the 
client requests are implemented. Each node of servers pool 
can use either HTTPS protocol or HTTP protocol, or both; 
Shared storage provides a shared storage area for the servers 
pool , so it is easy to make the real servers to have the same 
function, providing the same service. 

Load balancer adopts eight scheduling algorithms, which 
are RR(Round Robin), WRR(Weighted Round Robin), 
LC(Least Connections), WLC(Weighted Least Connections), 
LBLC(Locality-Based Least Connection),LBLCR (Locality-
Based Least Connections with Replication), DH(Destination 
Hashing),SH(Source Hashing). First four of them are 
commonly used. LVS load balancer can run in three modes: 
Virtual Server via Network Address Translation
（VS/NAT）; Virtual Server via IP Tunneling（VS/TUN）
and Virtual Server via Direct Routing（VS/DR）. 

B. The Distributed Architecture of Learning System  
Counselors’ long distance learning network system uses 

LVS cluster technology, its architecture is shown as 
Fig.1.Web servers pool ,in the middle layer, via the external 
network switch connects to load balancer servers, and 
connects the database  storage area by internal network 
switch. The load balancer and the Web servers(real servers) 
are in a physical network, and share a virtual IP, connecting 
by switch,  so Linux Virtual Server via Direct Routing( LVS 
/ DR), an IP load balancing technology implemented in LVS 
is adopted. LVS / DR directly routes packets to a real server 
through rewriting MAC address of data frame with the MAC 
address of the selected real server. It has the best scalability 
among all other methods. Because  the server ’s performance 
in a cluster of servers is quite different, load balancer uses 
the Weighted Least Connection(WLC) scheduling algorithm 
to optimize load balancing performance. Servers with higher 
weights will bear a larger proportion of the active load 
connected. Load balancer queries the load of real server 
automatically and adjusts its weight dynamically. 

1) Weighted least connection scheduling algorithm:  
Suppose a group of servers S = (S0, S1, ..., Sn-1), W (Si) is 
the weight of server Si, C (Si), the current number of 
connections the server Si has. So sum number of all servers 
currently connected represents as follow:CSUM = ΣC(Si)  
(i=0, 1, .. , n-1). The current new connection request will be 
sent server Sm, if and only if the server Sm meets the 
following conditions:(C(Sm) / CSUM)/ W(Sm) = min { 
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(C(Si) / CSUM) / W(Si)}  (i=0, 1, . , n-1). Here, W (Si) is 
not zero.Because CSUM is a constant here, so the 
conditions can be simplified as follow:C(Sm) / W(Sm) = 
min { C(Si) / W(Si)}  (i=0, 1, . , n-1),where W (Si) is not 
zero.Because the division requires more CPU cycles than 
multiplication; the Linux kernel does not allow floating-
point division; the server weights are greater than zero, so 
the judging conditions C (Sm) / W (Sm)> C (Si) / W (Si) 
can be further optimized as the C (Sm) * W (Si)> C (Si) * 
W (Sm). In this case ,it must obey the following rule:when 
the weight of the server is zero, the server will not be 
scheduling. Thus, the algorithm can be implemented as 
following: 

for (m = 0; m < n; m++) { 
if (W(Sm) > 0) { 

for (i = m+1; i < n; i++) { 
if (C(Sm)*W(Si) > C(Si)*W(Sm)) 

m = i; 
 } 

return Sm; 
} 

} 
return NULL; 
 

 
Figure 1.  The   Architecture of  Learning  System  

2) LVS / DR Mode of Load Balancer: The load balancer 
uses IP balancing technology. The virtual IP address is 
shared by real servers and the load balancer. The load 
balancer has an interface configured with the virtual IP 
address too, which is used to accept request packets, and it 
directly routes the packets to the chosen server. When a user 
accesses a virtual service provided by the server cluster, the 
packet destined for virtual IP address (VIP) arrives. The 
load balancer examines the packet's destination address and 
port. If they are matched for a virtual service, a real server is 
chosen from the cluster by WLC scheduling algorithm, and 
the connection is added into the hash table which records 
connections. Then the load balancer simply changes the 
MAC address of the data frame to that of the chosen server, 
forwards it to the chosen server . When the incoming packet 
belongs to this connection and the chosen server can be 

found in the hash table, the packet will be again directly 
routed to the server. All the real servers have their non-arp 
alias interface configured with the virtual IP address or 
redirect packets destined for the virtual IP address to a local 
socket, so that the real server can process the packets 
locally. When the server receives the forwarded packet, the 
server finds that the packet is for the address on its alias 
interface or for a local socket, so it processes the request and 
return the result directly to the user finally. After a 
connection terminates or timeouts, the connection record 
will be removed from the hash table[6]. Because all the 
operations are completed by an advanced IP load balancing 
software implemented inside the Linux kernel, its operation 
cost is very small, its throughput is high. 

3) The Three Layers of Learning System  
a) Load Balancer : It is the single entry point of the 

server cluster. In order to avoid the entire system collapse 
due to balancer failure , we set up another balancer as the 
backup device which is connected to primary balancer 
through the serial line and the UDP heartbeat line[4].Two 
heartbeat processes are running on the individual balancer 
separately and communicate to each other regularly to 
report their health status. When heartbeat of the primary 
balancer can not be heard, the backup balancer takes over 
the cluster's external Virtual IP Address by utilizing a 
command-line tool called send_arp to perform the gratuitous 
ARP, furthermore, takes over the work of master balancer to 
provide load dispatch services. When the master balance 
recovers, there are two ways by which the master balancer 
can replace of the backup balancer. One way is that master 
balancer automatically change to backup balancer; the other 
is that master balancer  takes over the load balancing again 
from the backup balancer which releases virtual IP address 
routing. In order to avoid misjudge master balancer’s status, 
there are several heartbeat lines between master balancer 
and backup balancer. 

b) Web Servers Pool: The pool consists of  Web 
servers with redundancy to protect system security and fast 
access to the system. There is a cluster of three Apache Web 
servers in Linux with the same function , dual Jboss Web 
servers in Linux with the same function and dual streaming 
media servers in the pool. The cluster is easy to expand 
when the system is overload, by adding a server into the 
pool. Audio and video learning platform are developed by 
using SQL Server 2000 database, MySQL database, PHP 
language and Java language on Apache Web servers and 
Jboss Web servers. Passport System ,Examination System 
and Bulletin Board System (BBS) run on them also. Live 
platform, including video learning and video test counseling 
, is implemented by WEBEX conference system. 

c) Database Storage Area: Dual MySQL database, 
dual SQL Server 2000 database and PC architecture (storage 
devices built on the basis of PC server) network attached 
storage (NAS), using ISCSI (Internet Small Computer 
System Interface) network storage standard, constitute the 
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storage area network(SAN) of distance learning system. The 
master-slave conversion between two pairs of database 
machines is controlled by heartbeat process. ISCSI standard 
enables storage devices to be connected with IP protocol, 
and  promotes the transfer of data by  Internet and 
management of remote data. In the PC architecture ISCSI 
storage device, check of all the RAID group, logical volume 
management, ISCSI computing and TCP / IP operations are 
all achieved by pure software. The development, production 
and installation of PC architecture ISCSI storage devices is 
relatively simple. NAS with a powerful user access 
management, data protection and recovery capabilities of 
the file server, achieves data fault tolerance and access high 
performance between the hard disks by RAID technology 
with increasing the number of hard drives. Dynamically 
updated data on server nodes are generally stored in a 
database system, while the database will ensure data 
consistency when concurrent access.NAS provides a unified 
storage space for a cluster of servers, which makes 
maintenance of  system data easier. 

III. THE DESIGN OF SYSTEM FUNCTION 
The principle of designing long distance learning system 

for counselors is to provide students a comprehensive 
learning environment in which students can study a course , 
communicate online, practice consulting, and reach test 
counseling. The system is constructed by using different 
media and different display styles of teaching content ,based 
on Web2.0 network technology. 

A. Coursewares and Learning Platform  
Counselors training should cover the four aspects: 

professional knowledge, professional skills, counseling 
practice and personal development[1] . Some studies show 
that the effect of learning the psychologist's expertise and 
professional skills by Internet is almost the same with the 
learning effect in real classroom [2].According to Bloom 
goals classification in the cognitive domain, the development 
of training courses focus on skills by strategies of learning-
center or teaching-centered, to meet the professional 
knowledge and professional skills upgrading and training [3]. 
Therefore, the long distance learning system includes 
courseware library, knowledge base, case base, background 
information database, test library and reference library as a 
teaching support materials. Consulting practice skills can not 
be achieved by analysis or simulation a case, long distance 
learning system builds audio or voice platforms by 
synchronous or asynchronous mode, where consultants can 
communicate or consult with clients online to increase the 
corresponding consulting experience. Counselors long 
distance learning system includes the following digital 
resources and learning platforms: 

• Counselors learning platform (including the teaching 
evaluation) 

• Counselors consultation platform (audio and video) 
• Counselors supervisory platform (audio and video) 

• Counselors professional knowledge courseware 
library 

• Counselors professional skills courseware library 
• Counselors other resources database (knowledge 

base, case base, information base, test library and 
reference library) 

1) The teaching support courseware: The teaching 
support courseware is the basis of long distance education 
technology. Based on the theory of teaching system design 
and methods of skills-oriented training [7],the full account of 
learner characteristics , courseware design focuses on the 
strategies of learning and teaching. When various types of 
teaching software are designed according to SCORM 
standard, more attentions are paid on  the vividness and 
interactive of courseware. Professional knowledge 
courseware library contains more than 100 coursewares, 
involving the basic professional knowledge of psychology, 
social psychology, developmental psychology. Professional 
skills courseware library covers basic skills training, 
narrative therapy, group counseling, personal growth, Morita 
therapy, cognitive therapy and the focus short-term 
counseling , involved in 7 series, 35 courses. The courseware 
is displayed  with multimedia FLASH. Other resources 
database are not only to deepen the learners understanding of 
knowledge, but also to expand learning horizons , and 
become a useful supplement to the online course [8]. 

2) Counselors learning platform: Counselors learning 
platform with the most advanced technical standards 
achieves a video teaching, where the teacher interacts with 
students. Students can choose a audio or video course on 
demand, do online testing, take the national entrance exam, 
schedule study, get online tutorials, access resource center, 
inquiry a case and so on. Counselors learning platform is 
divided into two parts, audio and video. Audio learning 
platform running on Linux systems, making use of Apache 
Web server, SQL Server 2000, PHP language, provides 
Permission(Passport) system, a unified user identification 
system and examination system, including final skills 
examination and stage examinations, beside offering learning 
materials. Based on “DISCUZ” purchased from others, 
Bulletin Board System (BBS) including Q & A and virtual 
class room, is developed by using MySQL database, PHP 
language. Video learning platform on Jboss Web server in 
Linux systems, is the kernel part , developed by SQL Server 
2000 and the java language. It can be divided into two parts: 
students learning(front) and management (back). Front 
includes elective modules, curriculum learning module, test 
module, and reporting management module and so on. It is 
also responsible for integration with other systems. Back 
management will be introduced in the next part. Streaming 
media server using WEBEX conferencing system as a basic 
tool for broadcast, consists of  live learning platform and live 
test counseling platform. 
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3) Counselors consultation platform: Counselors 
consultation platform on Apache Web server is developed by 
PHP language , to meet the needs of the counselors’ 
consulting practices. During the consultation platform, 
counselors can be the same as in the actual consultation, 
practice all the process of consultation - in their own online 
consulting room (physical network consulting room with 
basic functions), to achieve an appointment reminders, 
counseling records management, Visitors file management, 
team management and test management consulting. 

4) Counselors supervision platform:Counselors 
supervision platform is embedded in the learning platform, 
and has become a part of teaching arrangement. Learning 
platform displays the appropriate supervisory arrangements 
and notices according to the level of different learners. If 
students can not attend the live broadcast network 
supervision, they can watch the on-demand in the other time. 

B. Teaching Management Platform  
LMS (Learning Management System) of counselors long 

distance learning system aims to improve operational 
efficiency and report learning status. It must possess the 
following features: 

• Identity management and authentication students  
• Tracking the use of courseware and student learning 
• Management system resources to ensure effective 

use of them 
• Offering courses guidance for teachers and students 
• Upload capabilities and real-time automated data 

synchronization 
The majority of Back administrations are implemented 

on Jboss Web servers, including management of learning 
platform, examination platform, resource centers, application 
form and so on. Administrative functions includes basic data 
management (counseling station management, professional 
management, curriculum management, etc.), students 
administration (open account, extension time,account 
suspension, results check, etc.), examination paper 
management, application management (CETTIC certificate 
application, OSTA test application, OSTA test scores 
management, etc.), notification management, experience 
management, customer service inquiries, card system 
management, and system management module. Other 
management functions are accomplished on Apache Web 
servers. 

IV. CONCLUSION  
The architecture of counselors long distance learning 

network system based on the principle of  LVS / DR servers 
cluster determines the system's high scalability, high 
availability, manageability, and cost-effectiveness. 
Redundancy design of the system in software and hardware 
ensures security and effectiveness of system and its data. In 
addition to, in order to increase data security, the internal 
network switch is used to isolate the Web servers from 
database common storage area, when building the system 
structure. By IP address settings in the switch, only the Web 
servers in the system can access the database. 

The system provides students a "virtual schools" for 
psychological study and counselors training. So far, more 
than 40,000 students have accepted the training by using the 
learning platform, accounting for 50% of certified 
consultants. Because long distance learning network system 
still needs a process to perfect gradually, LVS servers cluster, 
the loosely coupled structure lays the foundation for future 
expansion. 
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Abstract—A new declustering data algorithm based on k-
medoids clustering is presented in this paper. Since the k-
medoids clustering algorithm is able to discover distribution of 
the objects, the proposed method uses it to figure out which 
objects are neighboring to be distributed into different disks. 
Compared with the existing algorithms, our algorithm has the 
advantages of taking the overall proximities of the whole 
dataset into consideration. With this new declustering 
algorithm, we give a method to build a parallel M-tree in a 
general PC server cluster system. The results of experiments 
have demonstrated that our declustering algorithm can achieve 
the static and dynamic load balance of the multiple disks, and 
the parallel M-tree has a better performance of k-NN query 
than the sequential version.  

Keywords-parallel M-tree; declustering; k-medoids clustering; 
proximity 

I.  INTRODUCTION  
Recently, databases storing large volume of unstructured 

and complex data collections, such as the video, audio or 
images, have been adopted in various application areas. 
Generally, one complex data object can be represented as an 
object O in a feature space U, and the whole databases can 
be modeled by a set of objects S in U. The task of similarity 
query is going to find the most similar objects to user’s query 
object Oq∈U with a distance function d(Oi, Oj), which is 
used to measure the similarity between two objects. If d 
satisfies the non-negativity, symmetry and triangle inequality, 
the feature space U and the function d usually can constitute 
a metric space M = (U, d). There’re two basic kinds of 
similarity query, including range query and k nearest 
neighbors (k-NN) query.  However, due to the volume of 
data sets and the complexity of the data object, the similarity 
query will cause serious performance problem, defined by 
CPU costs and I/O costs.  

A series of metric access methods (MAMs) (see survey 
[1], [2]) have been developed to solve this problem. These 
methods try to reorganize the data objects in M only with the 
metric d, and partition the whole space into a collection of 
subparts. Many experiments have proved that the index 
structures created by MAMs are the respected tool for 
efficient similarity query. So far, many MAMs have been 
developed, including GNAT, metric tree, VP-tree, Slim-tree, 
M-tree and so on. Among them, the M-tree [3] (and its 
variants) is a centralized, dynamic and hierarchical MAM, 
which has been demonstrated to be the most universal and 
suitable solution for unstructured data.  

However, the performance of traditional MAMs 
developed for single disk and single processor environments 
have suffered by the CPU and I/O bottleneck. The former is 
caused by that the computations of distance functions are 
CPU intensive, and the latter is caused by that the rapid 
growth of the volume of multimedia databases makes the 
frequent disk accesses, which are much slower than memory. 

Fortunately, more and more multiple disk environments 
have been used to increase the storage capacity, which also 
make it possible to overcome the I/O bottleneck by 
exploiting the I/O parallelism during data retrieval. Therefore, 
the core problem is how to storage the data so that the data 
can be access in parallel. Declustering is the technique that 
allocates the data objects onto multiple disks based on some 
suitable strategies to achieve the parallelism in data access 
while processing a query. 

Up to now, a lot of declustering methods have been 
proposed [4-10]. These methods assume objects to be the 
points in vector space and use the spatial relationships of the 
points, so these methods cannot be used in arbitrary metric 
spaces, where we are only allowed to use metric distances 
between objects. Authors of [11, 12] have presents several 
proximity based allocation strategies for the objects in metric 
spaces to build the parallel M-trees. However, these methods 
didn’t consider the overall proximities of the whole dataset 
and just use the local proximities of the inserted objects and 
the new object to be inserted, which is not optimal very 
much. We can overcome the shortcomings of these 
techniques by a method to detect the distribution of the 
whole dataset. 

In this paper, we propose a new declustering algorithm to 
build a parallel M-tree in a general PC server cluster system.  
Firstly, we distribute the objects based on the overall 
proximities of all the objects with the k-medoids clustering 
algorithm [13], which is an effective data mining method to 
organize data based on similarity in metric spaces. Then, we 
use the bulk loading algorithm [14] to build the sub M-trees 
in parallel with the data objects distributed on each node. 
Finally, we collect the roots of the sub trees and store them 
in the master node. Experiments show that our declustering 
method is effective in improving the load balance of multi-
disk and the performance of query. 

The rest of the work is organized as follows. In the next 
section, we summarize the related work of the declustering 
data. In section 3, we present background information about 
M-tree index structure and its bulk loading algorithm shortly, 
and then in section 4, we detail our declustering algorithm 
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based on k-medoids clustering algorithm and in section 5 we 
present our new method to construct the parallel M-tree 
structure. At last, we make some experiments in section 5 
and make the conclusions of this paper in section 6. 

II. RELATED WORK OF DECLUSTERING 
Declustering data is the main problem of designing a 

parallel index structure to achieve the both I/O and CPU 
parallelism [11].  A large number of declustering techniques 
have been proposed to exploit the I/O parallelism. Among 
these works, strategies presented in [5, 6, 7, 8, 9, 10] can be 
classified as the grid-based partitioning techniques, such as 
Disk Modulo (DM) [5], Hilbert Curves [6], Field-Wise 
Exclusive-Or (FX) [7], Golden Ratio Sequences [8], 
Replicated declustering [9], Threshold-based [10], and so on. 
The basic procedure of these techniques can be summarized 
as follows. First, the whole data space will be split into small 
grids along each dimension, and then each partition will be 
allocated to the multiple parallel I/O devices in such a way 
that the neighboring partitions will be allocated to different 
disks [9]. Therefore, these partitions can be retrieved in 
parallel while processing a query.  

Another catalog of declustering methods presented in [4, 
11, 12] are the proximity based techniques. While a new 
object being inserted into the index, these techniques will 
compute the proximities of the existed objects with it, and 
decide which disk the new object will be allocated to. The 
method in [4] is designed for the R-tree, and methods in [11, 
12] are designed for the M-trees. 

In paper [11], the proposed proximity based strategy 
allocated the tree nodes among the disks using simple and 
complex proximity, where the region proximity of tree nodes 
was considered when allocated, but limited in the sets of the 
same parent. In the paper [12], the new declustering 
algorithm performed a range query or k-NN query for the 
newly added object, and allocated the object to the disk 
contributing the minimum number of objects in the result set, 
in order to keep the load balance of each disk/processor. 

III. M-TREE INDEX STRUCTURE 
In this paper, the underlying index structure we used is 

the M-tree proposed in [3], which is a dynamic, paged and 
balanced MAM. The M-tree consists of two kinds of nodes, 
and each of them has a fixed capacity and a minimal 
utilization. The inner nodes store the routing entries which 
represent the super-sphere metric regions and cover all their 
children regions. The structure of a routing entry is:  

routing(Oj) = [Oj, ptr(T(Oj)), r(Oj), d(Oj, P(Oj))], 

Where Oj∈D is a routing object and is the center of a 
region whose covering radius is r(Oj), and ptr(T(Oj)) is a 
pointer to the root of a sub-tree. d(Oj, P(Oj)) is a pre-
computed distance from Oj  to its parent routing object.  

The leaf nodes store the ground entries whose format is : 

ground(Oi) = [Oi , oid(Oi), d(Oi, P(Oi))], 

Where Oi ∈D is a feature object and oid(Oi) is an 
external identifier of the original feature object. d(Oi, P(Oi)) 

is the distance to its parent routing object and the same as the 
routing object’s. 

A. Bulk  Loading the M-tree 
The bulk loading algorithm of M-tree proposed in [14] 

can achieve much better performance than which built with 
standard insertion techniques [3, 15] by obtaining the lowest 
overall covered volume. Given a set of data objects S = 
{O1, …, Ok}, and the minimum umin and maximum umax 
(always to be 1) node utilization, the algorithm is performed 
as the following steps. 

• Sample k objects ( F = {Of1, …, Ofk}) from S 
randomly and partition the whole dataset into k 
clusters  F1, …, Fk  where each object in S is 
assigned to its nearest  sample. 

• Bulk loading k sub-trees on each subset data 
recursively. 

• Invoke the bulk loading algorithm on the sample 
object set F resulting a super-tree Tsup. Then, append 
k sub-trees to the super-tree, and obtain the final M-
tree T. 

In order to improve the quality of the result index, 
authors also introduce some refinement steps. 

In order to save the CPU costs, some techniques are used 
to reduce the number of distance computation by Lemma 3.2 
in [3], such as the computation of the distance matrix 
between the sample objects and data objects. 

IV. THE PROPOSED DECLSUTERING METHOD 

A. Principles 
The core problem of declustering algorithm is to adopt an 

adequate data distribution upon the multiple disks to exploit 
the both I/O and CPU parallelism and provide the load 
balance of the disks while processing a query. In this paper, 
we define the load balance as two aspects: static and 
dynamic. 

The static load balance is that the number of objects on 
each disk should be as equal as possible. The dynamic load 
balance is more important than the static one.  I is that the 
I/O and CPU cost of searching in the sub index on each disk 
should be as equal as possible while processing a query. 
Furthermore, the contributions of each disk (or sub index) to 
the result of query should be as equal as possible, we can 
describe this metric with the formulas mentioned in [12]. For 
a given multicomputer with m disks, assuming RS is the 
result set of a query Q and OPi is the set of objects that the 
query Q found on disk i, an optimal declustering condition 
can be defined as follows: 

(∀ i)(count( OPi ∩ RS ) )≌ (count(RS)  /  m) 
where (1≦i ≦m, count (RS)≫m) 

To accomplish the dynamic load balance, we must take 
the overall proximities of the whole dataset in the metric 
space into account, because processing the similarity query 
requires these kinds of information. By the way, since we’ll 
build the sub M-trees upon the objects on each disk, the scale 
of these sub indices must be the almost equal in order to 
achieve the both load balance of I/O and CPU cost. 
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B. Our Algorithm 
According to the principles above, we require a method 

to discover the overall proximities of dataset so that we can 
decide which objects are ‘close’ and need to be allocated to 
different disks. We find that the clustering methods are the 
adequate tools which organize the objects with their 
similarity and are able to figure out which objects are 
neighbors to be distributed to different disks. 

Among variant clustering algorithms, k-medoids 
algorithm has been shown to be very robust to the existence 
of noise or outliers and generally produces clusters of high 
quality [13]. Given a data set S with n data objects and m 
disks, k-medoids algorithm can simply be described as 
following. 

• Randomly choose a set of k objects (c1, c2, …, ck) 
from S as the initial medoids of clusters (C1, C2, …, 
Ck, where k = m). 

• Assign each remaining object si to its closest medoid 
cj, i.e. d(si , cj) is minimized and d is the metric. 

• Recompute the medoids of clusters, i.e. for each Cj 
find a new medoid cj, which minimizes the squared 
error in the cluster: 

∑
=

jn

i
ji csd

0

2)),((  

• Repeat the last three steps until there is no change in 
the medoid. 

Integrating with k-medoids algorithm, our new 
declustering algorithm can consider the overall proximities 
of the whole dataset when distributing data. Our algorithm 
can be summarized as following. 

• Use k-medoids algorithm to split the objects into 
several clusters based on their overall proximities 
and the k number of clusters is equal to the m 
number of disks.  

• Sort the objects among each cluster based on the 
distance to their medoids. 

• Assign the objects of each cluster with round robin 
strategy, i.e. for each cluster, the j-th object of it will 
be distributed to the (j mod m)-th disk. 

Supposing given 3 disks and a set of 2-dimensional 
objects, Fig. 1 illustrates how the data objects are declustered 
using our algorithm. The original data set is clustered into 
three clusters (see in Fig. 1(a)), and is distributed to three 
disks uniformly. The volume and scale of the declustered sub 
dataset on three disks are almost equivalent (see in Fig. 1(b), 
(d), (c)). So the sub M-trees built on these sub datasets will 
have the almost equal overall covered volume and the similar 
structures, which will cause the almost same of the I/O and 
CPU costs while processing a query. 

In other words, it is demonstrated that our algorithm can 
reduce the density of the original data space effectively and 
separate it into several less dense subspaces, and the child 
spaces have the almost same scope with the parent’s. 

 
Figure 1.  Results of declustering a set of 2-dimensinal objects with 3 diks. 

V. PARALLEL M-TREE 
In this section, we propose our method to construct a 

parallel M-tree base on the declustering algorithm presented 
in section 4. 

The hardware architecture we focus on in this paper is in 
Fig. 2. It is a general cluster system and consists of a number 
of PC servers, among which one acts as the master node and 
others are the compute nodes. Besides all the nodes are 
connected with the management network using a low speed 
LAN (e.g., Ethernet), all the compute nodes are connected 
with a high speed LAN (e.g., Myrinet) as the computing 
network. Such kind of the cluster system is a very good 
parallel computing platform. 

 
Figure 2.  The haredware architecture used to build and store the parallel 

M-tree 

Our parallel M-tree will lie in such cluster system with 
structure described in Fig. 3. The sub M-trees are stored in 
each compute node, and the master node will just store a 
reference table to figure out which compute nodes have 
stored the sub indices.  

  

(a) Original dataset                           (b) Child dataset on disk1 
  

            (c) Child dataset on disk2                  (d) Child dataset on disk3 
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Figure 3.  The structure of the parallel M-tree on the proposed hardware 

To building a parallel M-tree on n compute nodes, i.e. n 
disks, the procedure of our algorithm can be described as 
following. 

• Distribute the whole dataset to n nodes with our 
declustering method.  

• Build the sub M-trees with the data objects 
distributed on each node in parallel using the bulk 
loading algorithm. 

• Send the root node to the master node to create the 
reference table. 

A. Parallel K-NN Query 
The parallel k-NN query algorithm on our parallel M-tree 

is quit straight. After received a query request, the master 
node will broadcast the query object to the compute nodes on 
the index reference table. Then each node will perform the 
sequential k-NN query on its sub M-tree and send the result 
objects back to the master node. After received the results 
from all the nodes, the master node will sort these objects 
and return the first k objects to the user. 

VI. EXPERIMENTAL REUSLTS 
To validate the proposed method, we implemented it 

based the M-tree C++ code shared at [16]. A series of tests 
were performed on a dedicated cluster of 8 computing nodes 
running CentOS 5.2, each with 4GB memory and connected 
by a Myrinet 2000 switch. 

The dataset we have used is a subset of Corel [17] image 
features with 68,040 32-dimensional vectors representing 
color histograms and the Euclidean (L2) distance has been 
employed as the distance function. The page size of M-tree is 
chosen to be 1024 bytes, and the minimal node utilization is 
set to 10%. 

First, we build the parallel M-tree index using random 
(round-robin) declustering on 4 nodes, and then using our 
proposed method with 2, 4, 8 nodes. We also build a 
sequential M-tree index. After creating the index, we run 
successive tests on different indexes, while each particular 
test consists of 100 k-NN queries (the results are averaged) 
with the random generated query objects. Experiments 
repeated for varying k values from 4 to 100. The executed 
time and disk access numbers are used to measure the CPU 
and I/O costs respectively. 

A. Good Load Balance 
In order to validate the load balance, we collect the CPU 

and I/O cost of each node while processing queries besides 
the number of objects of it declustered by our algorithm.  

Table I lists a part of test results of a parallel M-tree built 
on 4 nodes. From the table, it is easy to find that the load 
balance of nodes, i.e. disks is pretty good because of the 
almost equivalent value of the performance indicators. 

TABLE I.  COSTS OF EACH NODE 

K Measurements 
Parallel M-tree Index with 4 Nodes  

Node 0 Node 1 Node 2 Node 3 

 Objects’ Number 17011 17010 17010 17009 

4 
I/O costs 11190 11176 11079 11043 

CPU costs (ms) 329 325 324 316 

8 
I/O costs 11292 11286 11182 11139 

CPU costs (ms) 343 341 334 329 

10 
I/O costs 11323 11323 11219 11176 

CPU costs (ms) 346 343 338 336 

20 
I/O costs 11431 11435 11330 11290 

CPU costs (ms) 363 360 354 350 

B. Effective Optimazation 
According to the optimal declustering condition defined 

in section 4, the variances of the multiple disks’ 
contributions to the query results are observed to measure the 
optimal effectiveness of our algorithm, since the variance is a 
measure of the amount of variation within the values of that 
variable. As shown in Fig. 4(a), our algorithm is more 
optimal than the round-robin methods, since the variances of 
our algorithm are smaller. We also compare the variances of 
our algorithm performed on the different disks as shown in 
Fig. 4(b), in which more disks we use, better optimization we 
can obtain. 
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(b) Comparison of our algorithm with different nodes 

Figure 4.  Declustering effectiveness 
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C. High Performance 
Now we turn to the performance measurements of 

querying in the parallel M-tree. From Fig. 5(a), it is easy to 
find that the execution time can be reduced greatly by query 
in parallel. In addition, high speedups also are obtained with 
the acceptable efficiency. However the disk access times 
increase slightly with the number of nodes increasing as 
shown in Fig. 5(b). It’s caused by our declustering strategy 
which reduces the density of the original data space but not 
reduce the scope of the child data set, therefore, each sub M-
tree will have almost the same covered volume as the 
original M-tree. When processing a query, each sub M-tree 
has to traverse the whole index structure to find the results.  
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(b) I/O costs 

Figure 5.  Performance of parallel k-NN query 

VII. CONCLUSIONS 
In this paper we have introduced a new declustering 

algorithm for large dataset in metric space. Compared with 
the existing algorithms, our algorithm has the advantages of 
taking the overall proximities of the whole dataset into 
consideration by using k-medoids clustering method. In 
addition, we also implement the method to construct a 
parallel M-tree with our declustering method. Experimental 
results have validated the proposed methods and it is 
demonstrated that our declustering algorithm is able to 
achieve the static and dynamic load balance of the multiple 
disks, and the parallel M-tree has a better performance of k-
NN query than the sequential version.  
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Abstract: The paper discusses the construction of decision 
support system for logistics distribution network planning 
(LDNPDSS), and studies its logical structure and general 
framework of the LDNPDSS. Further more, the paper uses multi-
agent systems to design the LDNPDSS, especially discusses the 
reasoning center of multi-agent systems, and studies the 
communications of the LDNPDSS based on multi-agent systems. 
Based on the above researches, a foundation for implementation of 
logistics distribution activities has been established. 

Keywords: logistics;  distribution network planning;  decision 
support system;  multi-agent systems. 

1. INTRODUCTION 
The distribution problem in logistics decision support 

system is a multi-objective transportation decision problem 
whose main evaluating indexes are transportation time and 
cost. In the practical operation for enterprises, the planning, 
design and optimization of logistics distribution network 
have an important effect on the logistics efficiency, which 
are important parts for logistics operation. The optimal 
scheduling in distributions needs to be considered the 
characteristics, demands and relationships among 
transportation methods. 

The decision support system for logistics distribution 
network has a very important effect to the functions and 
benefits for logistics system. In the current research 
achievements about decision support systems to support 
logistics distribution network [1~6], many researchers only 
analyzed and designed some related systems, excellent 
achievements are quite few. 

Multi-agent systems have had many wide applications, 
and which have gotten great successes in the following 
fields: language disposal, industry manufacturing, 
organization information system, air traffic control, parallel 
project design, distributed sense and explanation, 
transportation scheduling, monitoring and robot and so on.  

According to the successful applications of multi-agent 
systems, the paper thinks that importing multi-agent systems 
will bring many benefits, because:  

1)Multi-agent systems have a strong modeling ability, 
many functional parts can easily be denoted as various 
agents. 

2)Multi-agent systems have strong states of thought[7-
8], especially in BDI (Belief-Desire-Intention), which is a 
big advantage compared with non-agent software systems. 

According to the applicable examples of multi-agent 
systems, and based on agents’ belief, obligation and 
intelligence, the paper absorbs some nutrition from the 
reference [6], and uses the agent technology to design the 
decision support system for logistics distribution network 
planning (LDNPDSS), by using agents to transfer news and 
cooperate with each other, to finish the objectives and tasks 
of logistics distribution network planning. Further more, by 
using the negotiation mechanism of agents, to solve many 
conflicts in the process of distribution and scheduling, so the 
LDNPDSS based on the multi-agent systems can support 
effective and better decisions for distribution goods, which 
can provide better value-added services. 

2. RESEARCH ON THE LOGICAL STRUCTURE AND 
GENERAL FRAMEWORK OF THE LDNPDSS 

The LDNPDSS is a part in the modern logistics system, 
which can provide the allocation function for distribution 
centers and some other functions, such as, distribution 
network optimization decision and network nodes resource 
configuration based on client demand information, 
geographical information, paths information and other 
information. General speaking, the LDNPDSS has some 
optimal objectives based on transportation networks, by 
some tools or algorithms to search the shortest paths among 
distribution centers to distribution places, and stores them on 
a database. The LDNPDSS includes three modules, which 
are the allocation of distribution centers decision module, 
distribution network optimization module and network nodes 
resource configuration module. According to the above 
contents, the paper proposes a logical structure of the 
LDNPDSS, which is shown in figure 1. 
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Figure 1. A logical structure of the LDNPDSS 
 

Further more, the paper also proposes a general 
framework of the LDNPDSS, which is shown in figure 2. 
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Figure 2.  A general framework of the LDNPDSS 

 
For the general framework of the LDNPDSS, the paper 

designs the database structure of the LDNPDSS, which 
includes foundational database and decision support 
database. 

  (1) The foundational database 
The foundational database is shown in table 1. 

Table 1. The foundational database 
name Description 
D1 It is a foundational data-table for distribution 

places 
D2 It is a data-table of distribution paths code, which 

can be represented by D2(i,j), i is denoted as 
distribution node number, j is denoted as the 
usable path number from the distribution center 
to node i. D2 is usually used with D3. 

D3 It is a foundational data-table of distribution 
paths. 

B It is a data-table of distribution demand, which 
can be seen as a set of loading bills. 

C It is a data-table of vehicles information. 
 
(2) The decision support database 
The decision support database is shown in table 2. 

Table 2. Decision support database 
name Description 

D1' 
It is a data-table of distribution places 
information with distribution demands. 

D3' It is a data-table with “the shortest paths”. 

B' It is a data-table of distribution demand with 
assured delivery time. 

B'' 
It is a data-table of distribution demand with 
assured delivery time and summed distribution 
demand amount. 

C ' It is a data-table with usable vehicles, which is 

modified in C after deleting the vehicles with 
“used state” and “maintenance state”. 

BC 
It is a data-table of distribution demand with 
assured delivery time and restricted 
resource(vehicles). 

BY It is a data-table of tasks outsourcing for 
assured delivery time. 

BD 
It is a data-table of distribution demand with 
assured delivery time, the shortest paths and 
restricted resource. 

 
For the foundational database and decision support 

database, the relations between them are shown in figure 3. 

Deci si on 
suppor t  
dat abase

Foundat i onal  
dat abaseB

B'

D1

D'1

D2 D3 C

C 'D'3

B'' BY BC BD

“ ”is denoted as hierarchical  relation

Figure 3. The structure system of database connection 
 

The LDNPDSS also includes the model base and the 
method base. 

(3) The  model base 
In the model base, which includes dynamic planning 

model, allocation of distribution centers model, paths 
optimization model, network nodes resource configuration 
model, vehicles optimization model and so on. 
 

(4) The method base 
The method base in the paper means some algorithms, 

which mainly include two types: sorting algorithm and 
dichotomic search algorithm, which provide support for the 
solving for the models in the model base. 
 

3. RESEARCH ON THE LDNPDSS BASED ON THE 
MULTI-AGENT SYSTEMS 

3.1 The definition of agent 
Woodridge and Jennings (1995) identified a weak and a 

strong notion of what an agent was: “The weak notion is that 
an agent is denoting a hardware or (more usually) software-
based computer system that enjoys the following properties: 
autonomy, social ability, reactivity, pro-activeness. A 
stronger notion of the agent often ascribes human 
characteristics to it, such as knowledge, belief, intention, and 
obligation. And going even further agents can be said to have 
a degree of mobility (their capacity to move around in an 
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electronic network), veracity (not communicating false 
information), benevolence (agents will do what they are 
asked), and rationality (acting to achieve goals)” [9-10]. 

Accoring the above introduction for agent, agent  is of 
BDI (Belief---Desire---Intention) attribute, whose 
construction is shown in figure 4. 

Belief 
Generator

Desire 
Generator

Intention 
Generator

Belief 
base

Desire 
base

Intention 
base

Action 
Executor

Action
Output

   
Figure 4. The BDI construction of agent 

 
    In the figure 4, which includes belief base, desire base and 
intention base and related generators. 

①Belief Generator: It receives information from sensor, 
and combining with the belief base to generate new beliefs 
accoring to the information. 

②Desire Generator: It will decide the assured agents 
what to do. 

③Intention Generator: It will decide the assured agents 
how to finish the actions without obeying promises. 

④Action Executor: It is one part to perfom instrucitons. 

3.2 The structure and communication of agents 
The structure of agents can be classified into two types: 

application agent and management agent. The 
communications among agents are very complicated, the EIL 
experiment institution researched a language called 
COOL[10-11], which is also a coordination Language, in 
which many users can define their agents and mangage 
agents to communicate. The agents can use negotiation 
agreement to make mutual communication. The paper 
proposes the structure of management agent, which is shown 
in figure 5. 
 

Controller

News 
acceptor

COOL rulesCOOL 
generator

COOL 
interpreter

News sender Connector

Computer Network

Application agents information 

 
Figure 5. The structure of management agent 

 
Further more, the paper also proposes the structure of 

application agent, which is shown in Figure 6. 

Controller

N ews 
acceptor

COO L rulesCO O L 
generator

COO L 
interpreter

N ew s sender Connector

Com puter Network

Reasoning center M anagem ent  agents 
inform ation 

  
Figure 6. The structure of application agent 

 

3.3 The reasoning center of multi-agent systems 

3.3.1 The construction of the reasoning center  

The construction of the reasoning center is shown in 
figure 7. 

Application layer
Facts 
base

Knowledge 
base

States 
base

Comm 
base

Para 
base

Rules 
base Formation 

layer
Kernel 
layer

 
Figure 7. The construction of reasoning center 

 
        In the figure 7, which includes three layers: kernel 
layer, formation layer and application layer. 

(1)The kernel layer of the reasoning center includes 
driving explaining program, reasoning algorithm, etc. 

(2)The formation layer of the reasoning center is made 
up of six parts: facts base, rules base, states base, knowledge 
base, communications base (comm base) and parameters 
base (para base): 

①Facts base: It includes some facts characteristics, and 
some restricts that agents will be gotten. 

②Rules base: The reasoning center makes reasoning 
according to some rules which are stored in rules base. 

③States base: The states base records the process and 
states of reasoning. 

④Knowledge base: The reasoning center is of study 
ability, which can study and inherit some related knowledge 
and can combine with some related knowledge to form a 
knowledge system. The knowledge base includes all types 
of knowledge which will be used in the process of reasoning. 
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⑤Comm base (Communications base): When there are 
news to transfer in the reasoning center, all communication 
mechanism are from the communications base. 

⑥Para base (Parameters base): When the reasoning 
center receives some parameters from outer process, which 
will be stored in the parameters base, and some parameters 
from inner environment will also be stored in the parameters 
base. 

(3)The application layer of reasoning center will deal 
with some dialogs and communications with outer 
environments. 

3.3.2 The reasoning center’s workflow of multi-agent 
systems 

The reasoning center’s workflow of multi-agent 
systems is as follows: 

(1)The facts base stores message variables and state 
variables, when news enter the reasoning center, some 
parameters will be stored in the parameters base, and will 
effect the facts base, then, message variables and state 
variables will be modified. By searching the rules base, 
some applicable rules for the news will be found. 

   (2)The reasoning center gets communication 
information from outer objects, the communication base 
will check the communication syntax and reasoning logic, 
according to the beliefs of the reasoning center (these beliefs 
are from the knowledge base), the reasoning center will 
reply to outer objects. The reasoning states will be recorded 
in the states base, in the record of states, the reasoning 
center assumes that states are divided into n stages, the 
future states are related to current state. 

3.4 The communication of the LDNPDSS based on multi-
agent systems 

The paper proposes the structure of the LDNPDSS based 
on multi-agent systems, which is shown in figure 8. 

management agent

application agent

logistics distribution 
network planning agent

allocation of distribution 
centers decision  agent

distribution network 
optimization agent

network nodes resource 
configuration agent

scheduling optimization
 management system

operation control 
management system

 
Figure 8. The structure of the LDNPDSS based on multi-agent 

systems 

 
In the figure 8, it only includes one management agent, 

that is logistics distribution network planning agent, which 
manages all application agents. The management agent 
manages three application agents, which are allocation of 
distribution centers decision agent, distribution network 
optimization agent and network nodes resource 
configuration agent. About the communications among 
agents, the LDNPDSS uses COOL to communicate. 

Based on the client demand information and the 
GIS/GPS technology, the allocation of distribution centers 
decision agent provides the allocation support information 
for distribution centers and the allocation optimization 
models for knowledge base, further more, according to the 
beliefs, the allocation of distribution centers decision agent 
will make reasoning for the allocation decision of 
distribution centers, and return the optimal decision to the 
distribution network optimization agent. 

After the distribution network optimization agent 
receives the optimal allocation decision information, based 
on the some electronic maps and network planning, the 
reasoning center will make reasoning by combining 
transportation networks and distribution quantities to get the 
best distribution plans, and transfer the optimal network 
decision information to the network nodes resource 
configuration agent and outer scheduling optimization 
management system. 

After the network nodes resource configuration agent 
receives the optimal network decision information, it will 
provide some analysis and make reasoning according to all 
resource configuration data, combining with resource 
configuration analysis methods, at last, the network nodes 
resource configuration agent will select the optimal method 
and decision and transfer them to outer operation control 
management system. 

4. CONCLUSION 
The result of practice shows the LDNPDSS is very 

important, especially in the multi-distribution centers, multi-
paths and multi-network nodes problems. The paper 
researches the logical structure and general framework of the 
LDNPDSS and further researches the LDNPDSS based on 
multi-agent systems, which are part of achievements for a 
concrete logistics scheduling problem. Based on the above 
researches, which can lay a foundation for the 
implementation of logistics distribution activities, further 
more, we think that the LDNPDSS based on the multi-agent 
systems can improve the workflow management, especially 
for the complex logistics distribution problems. 
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Abstract—At present there are some worm intrusion detection 
systems, primarily for a single LAN or with hardware router 
environment, which  are not applicable for large-scale network 
detection or have high false alarm rate by using only worm 
propagation characteristics for detection. This paper analyzed  
worm non-linear propagation models and drew out the worm 
transmission curves.  Then a distributed worm detection 
technology is designed. The novel distributed worm detection 
system consists of two parts, client end and  console end 
programs. The system uses rule-based detection method to 
monitor network worms, and the console side manages and 
coordinates detection work of the client sides. Experimental 
results show that the technology is a good solution to worm 
detection in multiple network environments which can give an 
alarm with  high detection rate and low false alarm rate when 
the known worm appears. 

Keywords: IDS; Worm; worm non-linear propagation 
model; distributed worm detection; 

I.  INTRODUCTION 
As the computer and internet technology are continuous 

developing, the open resources and share of information 
have brought us great conveniences but also the security 
problems. The network worm attack is on the top of the list 
among varieties of network security threats. 

Reference [1] has come up with a routing-worm 
propagation model in the IPv6 network. In order to know the 
potential worm-against capability of the IPv6 network, the 
paper comes up with a new routing worm: Routing Worm-
v6. Based on the IPv6 network environment, it analyzed the 
scanning strategy of Routing Worm-v6 and simulated the 
propagation trends of Routing Worm-v6 via Two-Factor 
model. The model in which anti-worms against malignant-
worms[2] indicates that if the anti-worms adopts some 
control strategies, it can achieve a satisfactory effect in 
resisting malignant-worms, such as specifying the activity 
time, specifying the spread range, specifying the amount of 
copies and the slow-spreading mechanism. 

There are many detection models in response to large-
scale and swift worm propagation[3-8]. Reference [3] comes 
up with a worm detection algorithm CWDMLN which 
makes use of the local network's cooperation and analyzes 
some worm's propagation features. The algorithm gives  
alarms of worms' intrusion according to the worms' petal-like 

communication mode and invalid connections by deploying 
honey-pot in the LAN. Although it is feasible in LAN, it is 
not qualified for worm detection in large-scale networks. In 
reference [3], the author comes up with some improvement  
suggestions but hasn't realized it yet. Reference [4] has 
brought up a distributed worm containment mechanism. 
Although the computational overhead is small and detection 
rate is high, such detection mechanisms must be deployed on 
the router and does not apply to small and medium networks. 
In general, requirements for network environment are too 
high.   

Take all the factors discussed above into consideration, 
we have analyzed worm non-linear propagation models and 
designed a distributed worm-detection platform in this paper 
which has great practical significance on detecting worms’ 
extensive propagation and limiting the damage to the 
network. 

In this paper, firstly, we analyzed the worms’ features 
and working principle. Secondly, we did some researches on 
several classical non-linear worm propagation model and  
proposed a distributed worm detection technology. Thirdly, 
we finished several experiments to verify the technology. 
Finally, we concluded the paper. 

II. ANALYSIS OF WORM NON-LINEAR MODEL AND 
WORKFLOW 

A. Feature of worm 
Network worm is usually a standalone program which 

runs without any user intervention. It spreads itself to other 
computers in the same LAN which has vulnerabilities. While 
the virus is a program or programming code that can graft its 
copy onto another program including the operating system. 
The virus can not run automatically, it needs to be activated 
by the host program [9]. Both the computer worm and virus 
can replicate and spread themselves, which makes it difficult 
to distinguish them. Especially, in recent years, more and 
more virus comes to use worms’ technology[10-11]. 
Meanwhile, worm adopts the virus technology too. So it is of 
great necessity to distinguish and analyze their features. As 
shown in Table 1. 
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TABLE I.  TABLE 1 DIFFERENCES BETWEEN VIRUS AND WORM 

B. Workflow of worm 
Worm is a kind of intelligent and automatic program [12-

14]. Its work process is divided into four steps: scanning, 
penetration attack, on-site processing and replication. As 
shown in Fig.1 

 
Fig.1  Flow of  worm work 

C. Analysis of worm non-linear propagation model 
Our research and analyses are based on several classical 

propagation models, which respectively are Simple Epidemic 
Model, Kermack-Mckendrick model, and the Two-Factor 
model. 

1) SEM model: 
In the simple epidemic model we divide the hosts into 

two groups: susceptible hosts and infective hosts. The 
model assumes that once a host is infected by a worm, it 
will stay in infectious state forever, which means that the 
state of a host must be either susceptible or infective. The 
simple epidemic model for a finite population is as follows: 

               ( ) ( )[ ( )]dJ t J t N J t
dt

β= −                           (1) 

“ ( )J t  “ is the number of the infective hosts at time t . “N 
“ is the total number of hosts. β  is the infection rate. At the 
beginning, 0t = ， the number of infective hosts is (0)J  
and the number of susceptible hosts is (0)N J− . Set 

( ) ( ) /a t J t N= , which stands for the proportion of infective 
hosts among all hosts at time t . Both sizes of the equation 
(1) divided by 2N  at the same time is as follows: 

( ) ( )[1 ( )]da t ka t a t
dt

= −                       (2) 

k Nβ= × ， Set ( ) ( )S t N J t= − , ( )S t  is the total 
number of susceptible hosts at time t . Replace ( )J t  in 
equation (1) by ( )N S t−  is as follows: 

( ) ( )[ ( )]dS t S t N S t
dt

β= − −                        (3) 

Equation (1) and (3) are the same except the symbols on 
the right side. Equation (2) shows that in the beginning, 
when 1 ( )a t−  approach to 1, the number of infected hosts 
grows exponentially. However, when about 80% of the 
vulnerable hosts are infected, the propagation rate begins to 
decline. 

The simple epidemic model is relatively simple. There are 
only two states of hosts. So it only can be used in the early 
stages of worm propagation. 

Set 100N = , (0) 1J =  and β  respectively are 0.02, 0.04, 
0.06 and we can get a set of data according to the formula 
(1). The function images of ( )J t  and t  are as follows in Fig 
2: 

Fig. 2  Analysis of SEM model 
2) Kermack-Mckendrick model 

Be different from the simple epidemic model, Kermack-
Mckendrick model considers the removal process of 
infectious hosts. So there are totally three states for one 
host: susceptible, infective and immune. The state of 
“removed” means that the host will be immune by being 
patched. Hosts in "immune" state can not infect other hosts 
forever and can not be infected. 

Set ( )I t  is the number of the infective hosts at time t . 
( )R t  is the number of immune hosts at time t . While ( )J t  

is the number of hosts which have been infected by time t . 
So we can get the equation: 

( ) ( ) ( )J t I t R t= +                                  (4) 
The Kermack-Mckendrick model： 

( ) / ( )[ ( )]
( ) / ( )

( ) ( ) ( ) ( )

dJ t dt I t N J t
dR t dt I t
J t I t R t N S t

β
γ

= −⎧
⎪ =⎨
⎪ = + = −⎩

                          (5) 

β  is the infection rate. γ  is the immune hosts’ removed 
rate from the hosts infected. ( )S t  is the number of 
susceptible hosts at time t . N  is the total number of hosts. 
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If we define /ρ γ β=  as relative-removed-rate, and 
replace the first equation in formula (5) with the second one, 
we will get ( ) / ( ) ( ) ( )dI t dt I t S t I tβ γ= − . Both sides of the 
equation divided by β  at the same time is： 

( ) 0 ( )dI t if and only if S t
dt

ρ> >     
                  (6) 

Because there won’t be new susceptible hosts arising, so 
( )S t  is monotonically decreasing when t  grows. If 

0( )S t ρ< , when 0t t>  there are: ( )S t ρ<  and 
( ) / 0dI t dt < . In other words, if the initial number of 

susceptible hosts is less than a certain value, namely 
(0)S ρ< , the vulnerable hosts won’t get infected. 
Set 0.03γ = ， 100N = ， (0) 1I = ， (0) 0R =  and β  

respectively are 0.02, 0.04, 0.06. According to the formula 
(5),  we can get the relation between ( )I t  and t , as shown 
in Fig. 3. 

Fig. 3  Analysis of KM model 
The Kermack-Mckendrick model improved the simple 

epidemic model by considering that some infected hosts will 
recover and become immune to the same worm. However, 
this model is still not perfectly suitable for modeling 
network worm propagation. Firstly, the Kermack-
Mckendrick model only takes the infective hosts’ immunity 
into consideration and ignores the susceptible hosts’ 
immunity. Secondly, as people are paying more and more 
attention to worms, the immune hosts’ removed rate should 
be increasing with time, so it is not appropriate to take γ  as 
a constant. 

3) The Two-Factor Model 
Changchun Zou has done some researches on the Code-

Red’s records and documents, and he concludes that the two 
models above don’t consider the following two factors: 

There are several dynamic parameters to be assured: 
( )tβ 、 ( )R t  and ( )Q t . ( )tβ  is the infection rate which 

changes with time. ( )R t is the number of removed hosts 
from infective ones at time t . ( )Q t matches the number of 
removed hosts from susceptible ones at time t . So between 
the time t  and tt Δ+ , the change of the number of 
susceptible hosts is: 

( )( ) ( ) ( ) ( ) ( ) dQ tS t t S t t S t I t t t
dt

β+ Δ − = − Δ − Δ              (7) 

( )s t  is the number of susceptible hosts at time t . ( )I t  is 
the number of infective hosts at time t . So: 

( ) ( )( ) ( ) ( )dS t dQ tt S t I t
dt dt

β= − −                                      (8) 

We have noted that there will always be: 
( ) ( ) ( ) ( )S t I t R t Q t N+ + + = . Replace ( )S t  in equation (8) 

by ( ) ( ) ( ) ( )S t N I t R t Q t= − − − , we can get the differential 
equation about ( )I t  as follows： 

( ) ( )( )[ ( ) ( ) ( )] ( )dI t dR tt N R t I t Q t I t
dt dt

β= − − − −               (9) 

The equation ( 9) describes the Two-Factor propagation 
model of worms. 

In order to solve equation (9), we have to know the 
dynamic properties of ( )tβ , ( )R t  and ( )Q t . ( )tβ  is 
determined by the impact of the worm traffic on the Internet 
infrastructure and the spreading efficiency of the worm code. 

( )R t  and ( )Q t  involve people's awareness of the worm, the 
degrees of patching and difficulties of filtering. 

The susceptible hosts’ immunity process is described as 
follow in the Two-Factor model: 

( ) ( ) ( )dQ t S t J t
dt

μ=                                                      (10) 

Based on the Two-Factor-Model’s assume: dynamic 
properties, the complete differential equations are as follows: 

0

0 0

( ) / ( ) ( ) ( ) ( ) /
( ) / ( )
( ) / ( ) ( )

( ) [1 ( ) / ]
( ) ( ) ( ) ( )

(0) ; (0) ; (0) (0) 0;

dS t dt t S t I t dQ t dt
dR t dt I t
dQ t dt S t J t

t I t N
N S t R t I t Q t
I I N S N I R Q

η

β
γ
μ

β β

= − −⎧
⎪ =⎪
⎪ =⎪
⎨ = −⎪
⎪ = + + +
⎪

= << = − = =⎪⎩

            (11) 

 
Where γ  is the infective hosts’ immunity, 

( ) ( ) ( )J t I t R t= +  describes the number of hosts which have 
been infected now or before. μ  is a constant, ( )J tμ  is the 
immunity rate of susceptible hosts at time t . 

0β  is the initial value of infection rate. The exponent η  
is used to adjust the sensitivity of infection rate to the 
number of infective hosts ( )I t . 

If we set 0μ = , 0η = and 0γ = ，we get the SEM from 
the Two-Factor-Model. If we set 0μ = 、 0η = ， and 

0γ ≠ ，we get KM from the Two-Factor-model. 
Set 0.03γ = , 100N = , (0) 1I = , (0) 0R = , (0) 0Q = , 
0.01μ = , 3σ = , and β  respectively are 0.02, 0.04, 0.06. 

According to the formula (9) and (11), we can get the 
relation between ( )I t  and t  , as shown in Fig. 4. 
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Fig.4 Two-Factor Model 
The Two-Factor-Model is the extension of the SEM and 

KM. It makes up for the shortage of the two models and is 
more suitable to describe the network worm’s propagation 
model.  

III. DISTRIBUTED DETECTION MODEL OF WORMS 

A. Common intrusion detection framework 
In recent years, the intrusion detection technology has 

been greatly developed. The Defense Advanced Research 
Projects Agency (DARPA) together with the Intrusion 
Detection Working Group of Internet Engineering Task 
Force (IERF) have set the standard criterion of IDS and bring 
up the Common Intrusion Detection Framework (CIDF) 
showed in Fig. 5 as following: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Architecture of CIDF 

B. Distributed worm detection model 
Through the research on the IDS standard framework, we 

design a new distributed worm detection model showed in 
Fig.6. The framework of the model is hierarchical. The first 
layer is data collector which is mainly in charge of 
collecting network packets. This layer is corresponding to 
the event generator in CIDF. The second layer is low-level 
analyzer namely the preprocessor. It filters the data packets, 
reassembles the data packets, transforms the code and does 
exception detection and so on via the plug-in of 
pretreatment and the function of protocol-analysis. The third 
layer is high-level analyzer, the core of IDS system which 
carry detection of data packets into execution. The detection 
engine is based on the rule-matching. It detects the data 
packets handed by the preprocessor and produces alerts if 
there are worm attacks. The second and third layer together 

corresponds to the event analyzer in CIDF. The forth layer 
is console end which mainly receives worm alerts and 
informs the network administrator to react. It corresponds to 
the response unit in CIDF.  

Fig.6 Distributed worm detection model 

C. Design of worm rules 
Through researches on several common worms, we get 

the rules of them which have been detected in our detection 
system as following. 

1) Rules of Ramen Worm:  
Alert tcp $HOME_NET any -> $EXTERNAL_NET 27374 
(msg::”MISC ramen worm”;flow:to_server , established; 
content:”GET ”; depth:8; nocase;reference:arachnids , 461; 
classtype:bad-unknown; sid:514;rev:5;) 

2) Rules of  CodeRed Worm: 
Alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS 
$HTTP_PORTS (msg:”WEB-IIS CodeRed v2 root.exe 
access”; flow:to_server , established; uricontent:”/root.exe”; 
nocase; reference: url , www.cert.org/advisories/CA-2001-
19.html; classtype:web-application-attack; sid:1256;rev:8;) 

3) Rules of Slammer Worm 
Alert udp $HOME_NET any -> $EXTERNAL_NET 1434 
(msg:”MS-SQL Worm propagation attempt OUTBOUND”; 
content:”|04|”; depth:1; content:”|81 F1 03 01 04 9B 81 
F1|”; content:”sock”; content:”send”; reference: bugtraq, 
5310; reference:bugtraq, 5311; reference:cve, 2002-0649; 
reference:nessus , 11214; reference: url , 
vil.nai.com/vil/content/v_99992.htm; classtype:misc-attack; 
sid:2004;rev:7;) 

4) Rules of Witty Worm 
alert udp any 4000 -> any any (msg:"ISS PAM/Witty Worm 
Shellcode";content:"|65745168736f636b5453|";depth:246;cl
asstype:miscattack;reference:url,www.secureworks.com/res
earch/threats/witty; sid:1000078; rev:1;) 

IV. THE ANALYSIS OF EXPERIMENT RESULTS 

A. Experiment result tests 
Here mainly to simulate three kinds of worms: Witty 

worm, Slammer worm and Ramen worm.  
The program generates worm packets such as Slammer 

worm, Witty worm or Ramen worm. The detection side 
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detected the corresponding worm data packets and generated 
alerts as shown in Fig. 7. At the same time the console end 
receives the worm alerts information, as shown in Fig. 8. 

Fig.7  Witty worm detected on client end 

Fig.8 Worm Alarm received on console end 

B. The analysis of experiment results 
The performance analysis is shown in table 1. 

Table 1  Performance  tests 

Experiment result shows that this system can detect 
worm events in large-scale network environment, and has 
low false alarm rate, low omission rate and high detection 
rate. 

V. CONCLUSIONS 
This paper analyzes three models of worm non-linear 

propagation, comes up with a distributed worm detection 
technology and designs a distributed worm detection system. 
Experiments have proven that the distributed worm detection 
system not only is able to achieve a high detection rate, but 
also be qualified in large-scale network environment. The 
system makes security management to a wide range of 

network ease. Otherwise it is effective to passive spread of 
worms and has a high detection rate and low false alarm rate. 
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Abstract—In this paper, in order to satisfy the requirement of 
processing location dependent continuous queries which 
mobile terminal users submit in the mobile computing 
environment, we studied the location dependent query process 
architecture and popular mobile agent technology, proposed a 
model for managing the location dependent continuous queries 
based on mobile agents. We also designed the main processing 
algorithm and simulated the evaluation of the model. The 
simulation results proved that the model can efficiently process 
the location dependent continuous queries. 

Keywords- mobile computing; location dependent query; 
continuous query; mobile agent 

I.  INTRODUCTION  
Due to the exceptional evolution of wireless network 

technologies and GPS technologies, the mobile terminals 
became widely used by general public. Querying location 
dependent information in mobile environment has been seen 
as an important research area and most of the work to data 
management issues of mobile objects and their location 
information [1]. Mobile terminal users hope to get 
information which is dependent their location, such as “Find 
the nearest hotel”, the precondition of executing this query is 
the location information of the mobile user. Yet the 
evaluation of location dependent query (LDQ) in mobile 
environment has a variety of problems that are different from 
traditional query evaluation in ordinary wired systems, such 
as limited bandwidth for data transfer, frequent hand-offs 
and limited battery power of the mobile terminal [1]. 
Besides, along with the complication of the application 
environment, if mobile clients and the querying targets are 
capable of movement, the queries are repeatedly evaluated in 
order to provide the correct answers as the location of targets 
change. This kind of LDQ named Location Dependent 
Continuous Query (LDCQ)[2] needs a querying model that 
is much more efficiently than the existing LDQ model.  

This paper aims at such problems, introduced mobile 
agents into the existing LDQ processing model. We 
presented a location dependent continuous queries process 
model based on mobile agents and discuss the processing 
methods in the model. 

II. LOCATION DEPENDENT QUERIES 
PROCESSING MODEL 

Existing model for processing LDQ is based on 
traditional mobile computing architecture, which is shown in 
fig.1[3][4]. It has Mobile Client (MC), Mobile Network 
Services, Location Dependent Information Services Manager 
(LDISM) and Fixed Network Services. 

A. The architecture of the LDQ processing model 
In the Mobile Network Services, the wireless network 

provides the wireless interface and the operator has the 
responsibility of supplying the location of the MC to 
authorized parties with the help of the Location Service (LS). 
We put the LS box in traditional mobile computing 
architecture and assume the location of the client is either 
provided by the network or by the device (GPS). MCs can 
communicate with LDISM, send query and view the results 
with the help of the interface. 

We refer to any end user services which support LDQ as 
Fixed Network Services. Each application or a group of 
applications are implemented by the service providers or 
they are the software adapted for legacy/existing 
applications. They have to register related properties and 
arguments to LDISM to start the service. By this way, a 
service provider informs LDISM about the application 
needs, such as the location granularity type needed for the 
queries, whether the location is defined in the database 
schema or if data partitioning is used in implementation. 

 
Figure 1.  Location Dependent Queries Processing Model 
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B. Basic components of LDISM 
Location Dependent Information Services Manager 

(LDISM) is the most important part in this model. There are 
five basic components of LDISM. 

 (1) Semantic Analyzer and Query Binder: The request 
send by the MC is semantically analyzed, checked to 
determine whether the user’s current location is needed or 
not and query predicates are identified.  

(2) Location Leveler and Query Builder: The query is 
checked whether the bound location is sufficient for the 
service.  

(3) Query Fragmenter and Sender: When the query 
involves more than one database and one LDQ application 
provider, it has to be fragmented and sent to the 
corresponding site for processing.  

(4) Result Analyzer and Query Filter: When the query 
results are ready, they are sent to the LDISM. It combines 
the individual results and according to the QoS constraints, it 
may ignore some of the results.  

(5) Merge and Change Format: The query results maybe 
merged and the location constraints included in the results 
are ignored. If the Mobile Client needs the result in other 
format , the format be changed.  

This LDQ processing model has a lot of shortcomings 
caused by the mobile computing environment’s specific 
shortcomings: weak connection, limited bandwidth, low 
reliability, limited terminal cache and power supply. It makes 
the model no explicitly stated method for managing the 
hand-off querying client during the evaluation of LDQ. With 
limited bandwidth, a single user cannot remain in connection 
with the base station for entire time the continuous query is 
evaluated. It is proved to be a major limitation because the 
currently evaluated result for the query may no longer be 
valid. Thus, the LDQ processing model appears even more 
powerless when it deals with the LDCQ [3][4]. 

III. LOCATION DEPENDENT CONTINUOUS QUERIES 
PROCESSING MODEL BASED ON MOBILE AGENTS 

In order to implement the LDCQ more effectively in the 
mobile computing environment, this paper takes Mobile 
Agent into location dependent continuous queries processing 
model. 

A. Introduce of  mobile agent 
MA is a kind of software entity in the field of distributed 

computing. It can carry code and data, move from one 
network node to the other and execute continually. It can 
also interact with the resource of target server and carry the 
result data back to the source node after the completion of 
tasks. MA can communicate and interact with each other 
through the specific protocol[5][6]. Due to these 
characteristics, MA model can solve the problems of LCQ 
processing model effectively. Moreover, it can save the 
wireless network data transmission effectively and execute a 
query send by mobile client when the network disconnected 
[7]~[10]. 

B. The architecture of the LDQ processing model  
In order to implement the LDCQ more effectively, this 

paper introduced Mobile Agent (MA) into the MC, BS (Base 
Station) of the existing LDQ processing model which 
constitute the LDCQ processing model. As shown in fig. 2. 

Mobile Client (MC) is referred to the any kind of 
terminal which can connect with the fixed network, send and 
receive information through wireless link Such as such as 
smart phones, PDA, portable computer, etc. This paper 
assumes that all of MC is equipped with GPS. So in the 
covered area by BS, it can provide location information-(Lx, 
Ly) within a two-dimensional spatial [9][10]. 

In the meantime, MC have a special management 
program, which can receive query from user and do some 
local computing (e.g. obtain MC’s coordinates, direction, 
speed, update time interval, update frequency and so on ) [7]. 
Data and input query that obtained by management program 
are transmitted to the query processor, the query processor 
will change natural language query into a standard SQL 
query, and then send it to the cache manager. If target data 
exists in the cache, the cache processor will transfer target 
data back to the query processor, and then present to the 
user. Else, MA Manager will initiate the Query Agent (QA) 
and Result Agent (RA), QA is responsible for carrying 
location-related data transfer to the appropriate Base Station 
Unit (BSU) through the wireless network. When the task is 
completed, it will quit by itself. RA is responsible for 
searching query results returned from BSU, updating the 
cache and returning the results to the management program.  

Base Station Unit is responsible for retrieving data from 
the given query. The mobile agent manager in the BSU takes 
care of the agents in the base station side. It initiates 
coordination Agent (CA) which is responsible for coordinate 
all of the agents in the BSU. It also clones the track agent 
(TA) to send to each MC of interest. BSU also contains a 
heuristic calculator so as to handle continuous query. 
Functions of the Heuristic Calculator is predicting the MC’s 
switching area and the BS on its track through MC’s 
currently location, speed and direction and send the 
information from HA to CA. 

IV. PRIMARY ALGORITHM AND SIMULATION OF THE 
MODEL 

A. Primary Algorithm of  the Model 
This model is mainly aimed at the MC switch area 

frequently. St the same time, it can provide location 
information query services, in particular location dependent 
continuous query services. The main function of the model is 
achieved by joint Multi-MA. The model contains Query 
Agent (QA), Result agent (RA) which works in the MC, and 
coordination Agent (CA), Track Agent (TA) and Heuristic 
Agent (HA) which work in the BSU. Now, this paper will 
introduce algorithm which is responsible for dealing with the 
LDCQ. 

CA should get the current time (T), the shortest time t 
mobile client switching area costs, the end time(ET)which 
calculated by the MC’s current location(Lx, Ly) and current 
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BS border coordinates(Bx, By) before process the query. 
According to the three factors (T, t, ET), CA can determine 
whether the query can be deal with in a specified time in the 
current BS. 

 primary processing algorithm of MC: 
1. Change input query condition into a standard query 

language. 
2. Calculate the important data of MC, direction Md, 

speed Mv and the current location coordinates (Lx , Ly). 
3. Search the target data in the cache. 
4. If step 3 get failed, send QA (contain Md, Mv, Lx, 

Ly) to the current BS. 

 
Figure 2.  Location Dependent Continuous Queries Processing Model 

Based on MAs 

 processing algorithm in the current BS: 
1. Calculate ET according to information provided 

by HA 
2. If (T+t)<ET 

a. Calculate BSi=1…m that constraint within the 
scope of query  
b. Decompose the query sentences, generate 
TAi=1…n, and then dispatch them to each target 
MC in the BSi=1…m. 
c. Receive and update the result data which 
response by TAi=1…n cyclically. 
d. If (T<ET), establish communication with 
the query MU and send query result data package.  
Else 

i. Send a probe data to the neighboring BS, 
check out the new BS which query MC 
registered in currently. 
ii. Send the CA which contains a part of 
result data to the new BS. 
iii. Implement the new BS processing 
algorithm. 

3. Else，waiting for HA submitting t, then new BS-
processing algorithm will be implemented. 

 
 processing algorithms of new BS: 

1. Calculate ET and the new BSi=1…m within query 
constraints. 

2. Discard the results data in CA cache which come 
from the data outside the scope of the query of the new 
BSi=1…m.  

3. Generate TAi=1…n, they will be respectively 
dispatched to the each query target MC within the scope of 
BSi=1…m, and at last return these results.  

4. Send the result data to the query MC. 

B. Simulation of Model 
This section demonstrates the performance and the 

results of simulation. The framework of LDCQ system is 
modeled using the JSim Simulator. JSim is component-based 
compound network simulation software, developed by Java, 
which uses the Tcl language as a script to build the network 
topology. All the necessary components of the mobile 
environment required for this simulation such as MC, BSU 
are modeled as JSim processes. The mobile agents that are 
used in the system are implemented using the Java Aglets. 
The non-querying mobile clients are implemented using Java 
Threads. The GUI used in the system to present the users is 
designed using J-Frame of Java. 

1) Simulation analysis of  response time and the number 
of MC 
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Figure 3.  Response Time & MU Number 

According to Fig.3, as the increasing number of MU, it 
consumes more time to track these MCs and get the 
feedbacks of the query results. However, compare MA 
systems with non-MA system, we can see that introduce of 
MA in the system can clearly shorten the response time. 

2) Simulation analysis of query constraint range and 
processing time 
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Figure 4.  Query Ranges & Query Overall Processing Time 

Fig.4 shows the simulation results of query processing 
time and different query constraint ranges. It is evident from 
the graph that MA in the system is helpful to saving the 
processing time in the LDCQ system, it is shown time-
consuming. The total processing time-saving is about 20% 
off by the calculation.  
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V. CONLUSION 
This paper proposes an effective way to deal with 

location dependent continuous queries for mobile users. 
LDCQ model based on Mobile Agent making use of MA 
avoiding the shortcoming of the traditional LDQ model, can 
effectively save network traffic, minimize network 
bandwidth utilization and shorten the query response time. 
Simulation results have shown that the model can more 
effectively deal with location dependent continuous 
queries. This paper analyzes the internal structure of the 
model, the internal interaction and implementation of 
algorithms. Nevertheless, further study is needed on how to 
improve the safety model. 
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ABSTRACT—With the maturity of Web2.0, information 
exchange and information sharing have reached an 
unprecedented breadth and depth, which also provide a 
good condition for the spreading of false information in 
virtual communities. Through the collection and analysis of 
a large number of comments of virtual communities, this 
paper presents a solution of credibility analysis of comments 
of virtual community based on text similarity computing in 
order to quickly find a virtual community that false 
information may exist, and which can be the basis that helps  
organizations and individuals making decisions correctly; at 
the same time it also gives some advice for virtual 
community supervisors to manage their virtual 
communities.

KEYWORDS—Virtual Community; Text Similarity; 

Credibility; VSM; Cosine Coefficient . 

I. INTRODUCTION 

The concept of virtual community proposed by 
Rheingold, he initially identified that in computer 
networks, people should share knowledge, exchange 
knowledge as friends [1]. With the development of the 
Internet, Virtual community (VC) grew up rapidly in 
China, such as: Blog, BBS, SNS, WIKI, Second life, 
China ren, iuWorld, Novoking, hapworld, mworld and so 
on, which greatly facilitates information sharing and 
exchange of information of humans[2]. According to a 
survey, 60% to 70% of the domestic virtual community 
was established between 2006 and 2007, and most of the 
subjects are on life and entertainment [3].From some 
surveys, Internet, television and newspapers are the main 
way Internet users access information. The proportion of 
Internet users choose the network, respectively 85.0%, 
television 66.1%, newspapers 61.1% [4].Most   
members of virtual communities have invested a lot of 
time in virtual communities, according to a survey, 74% of 
the members of virtual communities stay in virtual 
communities one to six hours, in which the members of 
virtual communities find solutions to problems accounted 
for 74.8%, to discuss topics of interest accounted for 
67.4%, surf on the internet accounted for 66.3% [5]. 
Literature[6]shows that the construction and management 
of virtual communities, in which there is no special 

administrative bodies to plan and arrange, but based on the 
user’s same or similar interests, hobbies, interests and 
complementary needs it forms self-organized dynamic 
evolution of the system architecture. 

With the rapid growth in information and media 
commercialization process, the information market is not 
sound, information legislation is not perfect, and the lack 
of an effective monitoring of information systems, and the 
level of information credibility not only determines the 
fate of information intermediaries , but also greatly 
influences the information used to make decisions 
effectively. Therefore , researchers and practitioners in 
information science, marketing, management information 
systems, communications research, human-computer 
interaction and psychology in different fields, from 
various angles , carried out research on the information 
credibility of assessments and measurements [7].Literature 
[8] studied the public's evaluation of the credibility of 
Internet information on the crisis and correlative factors, 
and discuss the influence of Internet information on the 
crisis to the behavior of the public Network information . 
In Literature [9]searching typical cases are based on three 
distinct types of resources including literary, numerical, 
and factual to analyze the reliability issues in information 
acquisition process, and to provide the empirical 
references for theoretical investigations on network 
information reliability issues. In Literature [10], the author 
considers that when information agents provide the special 
information to users, there is some soft information due to 
subjective judgments. Then the mechanism and method of 
filter and selection should be constructed to reflect the 
reality more objectively. In Literature [4], the author 
considers that the personal source based on various online 
products or services of personal information has become 
increasingly important. The particularity of Internet 
dissemination causes prominent problems when we want 
to identify the credibility of personal source accurately. 
This paper points out the significance of network personal 
source and explores various means and methods to 
demonstrate and assess its credibility effectively. 
Literature [11] theoretically proved that the trust mode of 
the existing online reputation system ignored the existence 
of the defect in consumer trust. In Literature [12], the 
author considers that product quality judgments based on 
retrieved information should take the credibility of the 
information source into account and uses information 
complexity to manipulate cognitive resources during 
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information processing and uses information processing 
goals to trigger either on-line or memory-based 
information credibility assessments. The above literatures 
from different points of view analyzed the importance of 
the credibility of network information, and proposed a 
solution, but most of these solutions are manual, faced 
with the growth rate of network information, artificial 
judgments do not keep up with the information growth 
rate and, therefore, this paper presents the credibility 
analysis of comments of virtual community based on text 
similarity computing in order to help people make 
decisions quickly. 

II. THE METHOD OF CREDIBILITY ANALYSIS
OF COMMENTS OF VIRTUAL COMMUNITYBASED

ON TEXT SIMILARITY COMPUTING 

The credibility of the virtual community comments refers 
to the truthfulness of the Virtual community comments . 
Virtual community has now become an important place 
where enterprises carry out marketing activities. When 
people need to buy a service or a product, most of them 
often choose to view the online evaluation of the product 
or service before they make a decision, but whether the 
comments of virtual community can be trusted has 
become an important issue of concern [13].
In order to promote their products or services, enterprises 
may exaggerate their own products or services and even 
add false information in the virtual community. In a large 
number of analyses of virtual community comments this 
paper found that the false information in virtual 
community comment are similar in the expression 
patterns and they have clear and definite purpose. So, if 
similar comments appeared in large numbers, then we 
have reasons to believe that these comments are not 
credible. 
Text similarity is a parameter that measures the texts’ 
similarity. For text clustering, information retrieval, 
question answering system, text classification and many 
areas, the effective computing of text similarity is the key
[14]. Now, the ways to compute text similarity are Dot 
Product, Dice Coefficient, Jaccard Coefficient and Cosine 
Coefficient [15]. The present models to compute text 
similarity are vector space model and set operation model. 
Due to the relatively large limitations of the latter, the 
most commonly used model is the vector space mode [16].
This paper uses vector space model to present texts and 
uses Cosine Coefficient to compute text similarity.  

III. BASED ON VECTOR SPACE MODEL FOR
TEXT SIMILARITY COMPUTING 

Vector space model [17] was made by G Salton, from 
Harvard University. This model presents text as 
multi-dimensional space vector, and the text is presented 
by feature items. The Vectors in each dimension 
correspond to a feature item of the text, and each 
dimension presents the weight of the feature item which 

the dimension corresponds to. The weight presents the 
significance level of the feature item, the higher the 
weight, the more important the feature item. The ways to 
compute the weights of the feature items are tf, idf, 
tf*idf  ,mutual information and so on. Among them, the 
tf*idf is used more frequently, and will be used in this 
paper. There are some kinds of formulas of tf*idf, more 
popular is the formula as follows: 

t

t
This paper uses the formula (1) to compute the weights of 
the feature items. 
This paper uses the formula (2) to compute Cosine 
Coefficient,. 

Di, Dj are different texts, after the choice of feature items, 
the text vectors are Di=(d1i,d2i,…,dmi)T and 
Dj=(d1j,d2j,…,dmj)T, and dkj dki presents the weight of 
feature item K in text i(j) and uses formula to compute the 
text similarity. 
In the process of text similarity calculation, if computing 
the similarity between one and the other, the efficiency of 
calculation is very low. In order to compute the text 
similarity effectively, this paper first computes the center 
of each text sample category, and then compute the 
similarity between every text to this center. Lastly, draw 
the graph of text similarity and compare the similarity of 
the texts. From the graph, we can make a decision. 

IV. RESOLUTION PROCESS   

First Collect text: Collect the comments of the virtual 
community, set up comment corpus and according to the 
positive and negative standpoint , the comments are 
divided into two categories: positive and negative. 
Second preprocessing: Removal of markings and stop 
words, this paper uses the open-source code of ICTCLAS 
which is developed by the Chinese Academy of Sciences 
Institute of Computing Technology. The texts which are 
processed constitute the text feature vectors.
Third feature item selection: The common methods for 
feature item selection are Document Frequency (DF), 
Information Gain (IG), Mutual Information (MI), CHI 
and Expected Cross Entropy (ECE). Determining the 
dimensions of feature space is very important, but at 
present, there is no ideal method to solve the problem. 
The common way to solve this problem is toconsider the 
experimental results. This paper uses CHI for feature item 
selection, 200-dimensional feature items are selected, 
then compute the weight of the feature items, and 
establish Vector Space Model of the positive and negative 
samples. 
Fourth: Use MATLAB to compute the positive kind 
center and the negative kind center. 
Fifth: compute the similarity between every text and their 
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kind center, draw up the graph of text similarity and 
compare the similarity of the texts. Then make the 

decision from the graph. 

Figure1 Resolution process 

V. EXPERIMENT RESULTS   

This paper collected 2059 comments of a product from an 
e-commerce site, after manual selection of the comments, 
removed semantic unknown comments and the graphs, 
900 valid comments remained. 400 of these comments are 
positive, and 500 of these comments are negative. At the 
same time, this paper collects 300 of the comments from 
the students of Department of College of Economics and 
Management , Wuhan University of Science and 
Engineering, who were asked to comment in a specific 
way. At last, this paper chose 100 comments from the 300 
comments collected from the students to add into the 
positive sample, and then according to the resolution 
processing, process the data. In order to clearly see the 
distribution of the text similarity, this paper first sorts the 
order of the text similarity, and then draws the graph.  
The results are as follows: 
From Figure2, we can see clearly that from text number 
145 to text number 290 there are obvious similarities, 
which shows that false information exists from text 
number 145 to text number 290. From Figure3, we can 
see that the curve is smoothing, although there is a small 
area where there are also similar, the number is not too 
high .From the results, we know that we can seek out the 
false information effectively, so the method that this 
paper suggests is effective. 

Figure2Tthe similarity of the positive sample

Figure3 The similarity of the passive sample

VI. CONCLUTIONS 

With the maturity of Web2.0, information exchange and 
information sharing have reached an unprecedented 
breadth and depth, which also provide a good condition 
for the spreading of false information in virtual 
communities. This paper presents a way which analyzes 
the credibility of comments of virtual community based 
on text similarity computing, in order to help people 
make decisions quickly. The dissemination of network 
false information is not only in the virtual community, but 
also in the news reports, network media and so on. 
Therefore, manifestation of false information is not 
limited to their expression patterns, but the variety 
of expression patterns, which is problem for future 
research. At the same time, the way this article uses 
Cosine Coefficient to compute text similarity is too 
simple, so in the future study the selection of the 
algorithm is also an important direction. Additionally, in 
this paper the comments were classified manually when 
they were collected, so we can use automatic text 
classification techniques to classify the texts in order to 
speed up the pace of our analysis. 
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Abstract—The dynamics of peer participation, or churn, is critical 
for design, implementation and evaluation of Peer-to-peer (P2P) 
systems. The metrics used to characterize the churn is distributions 
of the node session lengths and arrival intervals. The prior studies 
setup the model by measuring the historical logs or records, and 
treat the churn as one whole black-box without understanding the 
inside of peer’s population. We investigate churn in another point 
of view, and find that modeling it based on the global geographical 
distribution of peer nodes will result in a system which behave in 
the way compliant to the measurement taken by previous works. 
By this model, we do see some more future things than other 
models. We might expect or predict when and what nodes would 
return back, as well as when and what nodes would disappear at 
high possibility. So it is useful when designing a system optimized 
both to the pass and the future, which could reduce the overhead of 
the maintenance of underlying overlay network of DHTs and lower 
the redundant level of replications for P2P storage system.  

Keywords: Churn; Model; Global Churn Pattern; Peer-to-
peer;DHT;  

I.  INTRODUCTION  
A peer joins the system when a user starts the P2P 

application, contributes some resources while making use of 
the resources provided by others, and leaves the system 
when the user exits the application. Such join-participate-
leave cycle is defined as a session. The independent arrival 
of peers creates the collective effect is call churn. That 
dynamics of peer’s participation affect P2P system 
dramatically.  

Given the cooperative nature of P2P networking, 
intermittent connectivity may lead to severe performance 
degradation. Excessive overhead, required to maintain the 
DHT structure and resolve inconsistencies in routing table, 
may lead to the collapse of system. Some studies aim to 
handling high churn rate in DHT and providing the searching 
or locating operations correctly with lower maintenance 
bandwidth [1]. As file-sharing system is concerned, where 
availability is one of the research focuses, it’s very critical to 
handle churn effectively to be practical. Many works 
contributes to efficient replica maintenance for distributed 
storage system [2][3] under churn. 

However, handling churn relies on a proper model and 
accurate characterizing. Towards this end, researchers and 
developers require an accurate model of churn in order to 

draw accurate conclusions about peer-to-peer systems. The 
metrics of some models used to characterize the churn are 
distributions of the node session lengths and arrival intervals 
[1][4]. Other models might use the probability of a peer 
depart from the network during a unit of time, or use MTTF 
(mean time to failure) [3], for different purpose. Accurately 
characterizing churn requires precise and unbiased 
information about the arrival and departure of peers, which is 
challenging to acquire.  

Without explicitly understanding the inside of peer’s 
population, the prior studies setup that model by measuring 
the historical logs or records, and treat the churn as one 
whole black-box. The peers are distributed around the world 
unevenly, those networked computers are turn on and off 
periodically, and so is the joining and leaving the global 
wide-area peer-to-peer storage. They are not completely 
“independent”. The previous studies showed fluctuations in 
network size correlated with the time of day [5]. From a 
global view, it is like the sun-shined area shift around the 
earth as the earth rotation. Because of this cyclic behavior 
and the uneven distribution of computers across the world, 
the online computer number is varying from time to time 
during the 24 hours in a day. 

From this point of view, we provide a prototype model 
for world-wide distributed systems, which considering the 
uneven node distribution and their cyclic behavior, along 
with the former metrics of arrival intervals and session 
lengths. On this basis, some optimize of applications could 
be fulfilled by foreseeing the peer population decrease or 
increase. We study the number of networked computers of 
more than 200 countries, which covers the most of our planet, 
and provide a primary uneven distribution of different time 
zones. Then we describe their behavior by multi-Gaussian, 
and get the arrival intervals and session length distribution 
that compliant to the measurement reported. And we 
proposed some possible usages of this model and metrics in 
the end. 

II. THE GLOBAL CHURN PATTERN 
Other than neglecting the uneven distribution and 

thinking the peers are completely independent, the new 
model, “Global Churn Pattern” (GCP), takes those two 
factors into account and model the individual peer similar to 
the previous studies. 
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A. Churn framework 
The number of peer alive in Global Churn Pattern model 

is used to describe the amount of participated nodes at a 
given time and denoted as ( )tN partici

. 

( ) ( )( )∑ =
= n

i ipartici tAlivetN
0

   (1) 

( ) ( ) ( )
( ) ( )⎩

⎨
⎧

=
ttimeatoffisinodeif
ttimeatisinodeif

tAlivei "",0
"on",1

 (2) 

A node i is “on” at time t, if and only if “t > 
begin_of_sessioni and t < begin_of_sessioni + 
session_lengthi”. All those n nodes are not completely 
independent, and they are grouped into several crowds 
depend on time zone of their locations in our planet. The 
nodes in same crowd act much similarly than the nodes in 
other crowds. Then equation (1) is rewritten into equation (3): 

( ) ( )( )∑ ∑= =
= 32

0

z)(
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The nodes are explicitly divided in to 24 crowds and 
n(z)|(z=0,1,2,…,23) can describe the uneven distribution of 
peer population. The nodes in same time zone are 
“correlated”, because they conform to the same statistics 
characteristics. Besides those identical statistics 
characteristics, they act independently as many individuals.   

B. Uneven distribution of peers  
As it is pointed out that the availability of an individual 

host in P2P network is governed not only by failures, but 
more importantly by user decisions to connect to or 
disconnect from the network. And all those decision are 
made during the working time of the P2P users. Most people 
begin to work in the morning and stop working at some time 
in the afternoon. But “morning” differs from 0 to 23 hours 
for peoples in different time zones. That is why we study 
how many networked computers are there in different time 
zones. 

Although it is not accurate, we count the internet users or 
Internet-ed computer number over a list of more than 200 
counties after searching the internet by Google, according to 
their time zones. 

Figure 1. shows the uneven distribution of potential peers 
across the world. It is reasonable that there nearly blank in 
the ocean areas, where the Pacific ocean is corresponding to 
time zone of East-11 to West-9 and the Atlantic ocean is 
corresponding to West-1 to West-2 roughly. The remaining 
areas are covered by continent and so there are many 
Internet-ed computers. Moreover, it can be said that the 
Internet-ed computers are divided into three clusters which 
have their peak center location at Eastern Asia, Western 
Europe and America. For the first glance, the node numbers 
change sharply from one time zone to another. But, it is 
much smoother because the users must not participate and 
depart strictly according the time zone. It is explained in next 
section. 

 

-15 -10 -5 0 5 10 15
0

0.5

1

1.5

2

2.5

3

3.5
x 10

8

timezone from GMT-11 to GMT+12 

th
e 

nu
m

be
r 

of
 in

te
rn

et
 u

se
rs

internet users per timezone

 
Figure 1.  Internet-ed computers’ distribution all over the world. 

C. Peer’s Cyclic behavior 
The users of various P2P applications may demonstrate 

different behavior. So let us narrow our field to the typical 
application of file sharing. If it is for work, the users will 
begin a session in working time of morning or afternoon, 
during the daytime. If it is for entertainment, the users are 
likely to begin their session after diner. And some 
application might make the users to begin their sessions in 
both daytime and nighttime.  

As mention above, the users in same time zone behave 
alike. To put it simple, the user sessions of same time zone 
for particular applications are following a normal (or 
Gaussian) distribution. Then, the density function of 
distribution for the beginning of session can be expressed by 
equation (5). 

( )
( )

2
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2

2
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σπ

tpx

z exf
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=  , where z=(0,1,…,23) (5) 

Assuming tp equates to 12:00 am and σ=2 hours, 95% 
users are covered in the working time of 9 am to 4 pm.  

To make it more accurate, we might use two weighted 
Gaussians to distinguish the session begin in the morning 
and afternoon. Equation (5) is rewritten into equation (6). 
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z=(0,1,…,23)  , w1+w2=1.    (6) 
For example, it is reasonable to set w1=w2=0.5, tp1=10:30 

am, tp2=3:30 pm and σ1=σ1=1 hour, which stands for 1/2 
users begin their session in the morning and 1/2 users in the 
afternoon. If we fix the session time to 1 hour for simplicity 
then we can see the expected fluctuation, which reach to the 
peak of 3.1x108 and to the bottom of 0.5x108 as Figure 2. -(a) 
shows. The potential peer numbers of that case in 24 hours in 
a day can be drawn as Figure 2. -(a). Actually, not all the 
nodes would begin the session, so it should be decreased by 
multiply a positive factor which is little than 1.  

242



We also can rewrite the equation (6) to equation (7), so it 
can cover the nighttime. It is reasonable to set w1=w2=0.4, 
w3=0.2, tp1=10:00 am, tp2=3:00 pm and tp3=9:00 pm. The 
potential peer numbers in 24 hours in a day can be drawn as 
Figure 2. -(b) 
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z=(0,1,…,23)  , w1+w2+w3=1.    (7) 
 
Figure 2. -(c) stands for the case of nighttime only, where 

we set tp3=9:00pm. 
Because of the different of application, the nodes number 

varies in different ways. 
It is very clear that the fact of uneven distribution of 

nodes may cause the fluctuation of peer’s population. And 
with the understanding of people’s daily behavior, the 
fluctuation would repeat day after day. But we should keep 
in mind that user’s unpredictable decision/action will take 
great effects, too. 

To make it more accurate, the session time should not be 
fixed to 1 hour. Median session times observed in deployed 
networks range from as long as an hour to as short as few 
minutes. It is pointed out by [2] that session length are fit by 
weibull or log-normal distributions, but not by exponential or 
Pareto.  The users are classified into three groups in [6], 
according to their “up” time. We could use exponential one 
for simplicity. 

In GCP, all nodes are distributed around the world 
unevenly and grouped into 24 time zones. As one time zone 
is considered, the individuals in this zone behave 
independently with their session beginnings obey Gaussian 
distribution and their session lengths obey exponential 
distribution. All the nodes of 24 different time zones act 
collectively and make the fluctuation of peer population 
periodically. 
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Figure 2.  Peer numbers at time of GMT-0 to GMT-23 for various cases of 
applications (a) for applications that will happen in the time from morning 
to afternoon, (b) for those in the whole day. (c) for entertainment at night 
only. 

III. EXPERIMENTAL EVALUATIONS 
Inter-arrival times obey the exponential (or Weibull) 

distribution according to the measurement reported [4]. So, 
we take a simulation to evaluate our model. Considering two 
systems with 5000 and 10000 nodes respectively, the session 
begin times are recorded to measure the inter-arrival times. 
These nodes are distributed to 24 time zones proportionally 
to the distribution of Figure-1. The measured intervals are 
counted and drawn as Figure 3. We also make an exponential 
curve fitting. The fitting curve for Figure 3. -(a) is 
y=453.53*exp(-0.099*x), and the fitting curve for Figure 3. -
(b) is y=2052.7*exp(-0.214*x). These two cases are both 
compliant to exponential distribution and backup our model 
strongly. 
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(b) 

Figure 3.  Inter-arrival times distribution of a global distributed system. (a) 
of 5000 nodes. (b)10000 nodes. 

We don’t take any experimental simulation to verify our 
model for session length, because it adopts exponential 
session length distribution in our model and it is compliant to 
other existed models and measurements. What is more, it is 
easy to adopt other session length distribution under GCP 
framework. 

IV. POTENTIAL APPLICATIONS OF GCP 
The new model, named GCP, would affect some filed of 

P2P system in routing maintenance, neighbor selection, date 
replication and search ways. If we can rebuild the metrics of 
GCP model for one P2P application from the observations of 
system logs, then the peer population is somewhat 
predictable. Many storage systems based on DHT would 
adjust their effort to repair the system according to the 
urgency of damage. The urgency of damage is evaluated by 
counting the exist resource and compared to the limitation. 
The more damage occurs and the less resource remains, the 
more effort is make to repair. As we can see in Figure 2. , the 
system should take harder effort to repair when the resource 
(nodes) decrease. Then, most of the system will accumulate 
excessive redundant data of replication when the time goes 

forward from any valley of Figure 1.  Because most system 
will maintain enough replicas in any time to ensure adequate 
availability, so, from that time on, the replicas reintegrated 
into the system will increase as more nodes rejoin. By 
knowing when the nodes amount will increase, the excessive 
redundant data could be avoided and reduce the usage of 
bandwidth and storage. When the time goes forward from 
any peak of peer population, most system would be busy to 
copy replicas due to the nodes departure rapidly, and might 
do harm to system availability. Using GCP make it possible 
to prepare for that decreasing of population and maintain a 
higher availability. 

It is possible to use GCP to predict the fluctuation of peer 
population and get more accurate control than those use 
historical measurement as prediction. For the cases of 
routing maintenance, neighbor selection, and search ways, it 
is similar to the case of replicas. 

V. CONCLUSIONS AND FUTURE WORK 
By combining the uneven geographical distribution of 

nodes and their cyclic behavior, a new model is provided. It 
gives some more information than those models which treat 
the whole peer population as a black-box. It is compliant to 
the measurement taken in previous works and might be 
correct for real application. We also provide an application 
example for replication management of storage system based 
on DHTs.  

There still many work should be done. The GCP model is 
coarse and should be refined. The users’ behavior can be 
classified into some kinds other than simply modeling by 
Gaussian, such as to distinguish the servers that will be 
online permanently from the home PCs that happen to used 
P2P applications. Besides that refining, we should figure out 
a mechanism and real-time algorithm that is capable of 
rebuilding the GCP metric from the run-time records or logs 
of P2P system. The most important work is to apply GCP in 
practice for performance optimization. 
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Abstract—The paper introduces a new simulation system for 
training EWA Combat Service Personnel （ EWACSP ） , 
which uses data mining technology on the massive 
accumulation training information for knowledge discovery. In 
the system, the model of cluster analysis is established. Using 
this model, the system provides a higher level training program 
and arranges much more reasonable training for each Combat 
Service Personnel. 

Keywords- knowledge discovery; simulation training system; 
early warning air 

I.  INTRODUCTION 
A great deal of useful data are saved when EWACSP are 

trained which are not fully utilized[1]. We use data mining 
technology to discover training data patterns and trends[2,3]. 
In the paper, these patterns and trends are defined as the 
mining models. They are used to provide a higher-level 
training for EWACSP and arrange more reasonable training 
plan for each EWACSP . Moreover, they can be provide 
optimized decision for how to make up the team of CSP . 

II. THE SIMULATION TRAINING SYSTEM FOR EWACSP  
Currently the main design objective of military 

simulation training systems is that the training process is true 
as far as possible and the training intensity is meeting its 
objectives and so on. It does not pay much attention to 
enhancing training value. Therefore, we sought to design a 
new simulation training system for EWACSP to make better 
use of the historical data in the training database, which is 
not only for technical and tactical training, but also for 
knowledge discovery by embedding data mining tools. 

A. The architecture of the EWACSP simulation Training 
System  

Data mining systems are usually not directly get user 
information from the user interface because the data required 
for data mining system are stored in the database. Hence, the 
traditional two-tier C / S mode can not be used to implement 
data mining system. We adopted a three-tier system 
architecture model to meet the needs for data mining, 
which treat separate information acquisition, information 
analysis, and information storage, as shown in Figure 1.  

Three-tier framework of the system includes interactive 
layer, analysis layer and data layer. The main function of the 
interactive layer is to display intelligence, accepts the 
operation of combat service personnel, and presents the 

analysis results to him. It is also responsible for interacting 
with geographic information systems. 

 
Figure 1.  System Architechture 

Analysis layer is mainly concentrated on the analysis and 
processing functions. Whenever a new combat service 
personnel to participate in training, the layer generates an 
analysis proxy object for him. The analysis proxy object will 
record and analyze the tactical combat operations of those 
who participating in the training. It also records that the 
training progress and technical status of the current trainees.  

In this model, we focused on data mining subsystem. It 
works as follows. Firstly, both current status information and 
past training information in database are analyzed by data 
mining subsystem. Secondly, the factors that affect the 
operations of EWACSP and the information of how to 
improve training methods can be obtained. Thirdly, they are 
provided to the combat personnel management system 
(CPMS). Finally, CPMS will generate training result reports, 
and give the gaps between trainees with high levels. So that 
teachers could have complete control of the current training 
effects. 

B. The Training Evaluation of EWACSP  
Combat service personnel are the main body 

throughout the simulation training system. Personalized 
training system must always track the technical state of 
those participating in the training and the training progress, 
identify key factors that affect training effect, and provide 
evaluation, brought forward tips and advice information. 
The evaluation items is divided into the following five 
profiles. 

(1) Basic training information. The simulation training 
system of EWACSP will real-time record all operation of 
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trainees. The basic training information can be obtained by 
evaluating the accuracy and the time ration of the operations 
of the trainees. 

(2) Equipment operation capacity. The aim of 
simulation training system is that the combat service 
personnel master the performance characteristics of control 
equipment as soon as possible and enhance their operating 
equipment ability. As for EWA, the most important 
capabilities are the early warning  and command and control 
ones. 

(3) The coordination capacity of combat service 
group. EWACSP should not only serve to train the capacity 
of post individual, but also should serve to train the synergy 
of a team (that is, combat service group). The cooperation of 
combat service group can be evaluated by the overall 
completion for a given training scenario.  

(4) Training intensity. The intensity of training can be 
assessed by the accumulating training time or the details of 
training time. 

(5) Test results.  Test results of the trainees include two 
parts. One is the scores of the trainees. The other is the 
knowledge and operation skills which are discovered by the 
data mining. The knowledge is the one that are easily 
forgotten and the one that are difficult to be mastered which 
should arrange more time for training. The operating skills 
are the one that should be arranged time to consolidate 
them.  

III.  DATA  MINING MODEL 

OLAP (Online Analytical Processing) is a popular data 
mining analysis techniques. It has the functions of summary, 
consolidation and aggregation. It also has the ability of 
investigating the information from various aspects. The 
information contained in the data can be deeply understood 
through the OLAP system with a graphical user interface[4,5]. 
This paper does not describe the preparation of data, data 
cleansing and consolidation, as well as details of mining 
algorithms. They will be introduced in other papers by the 
author. This section describes a  example in the use of some 
typical data mining models for knowledge discovery in the 
simulation training system.  

To better understand the relationship between the various 
properties, using cluster analysis to split statistical data of 
trainees into groups, we can identify potential model in the 
data[6]. For example, the trainees are grouped by their 
training accomplishment. We also hope that found all the 
logical groups of existing participants in the database. For 
example, the trainees are grouped into one team by their 
similar interests and operating habit. 

1.Classifications 
We draw classification diagram to browse the 

relationship between categories found by the cluster 
algorithm. The lines between categories represent the close 
levels of them. The brightness of the lines depends on the 
degree of similarity between categories. The actual colors for 
each classification represent the frequency of the variable 
state. 

 
Figure 2.  Classifition Relationship 

Figure 2 shows the brightness variable is set to excellent 
results and its status  sets to 1. It also shows their association 
strength is medium and the color from dark to light denotes 
that 17% to 0%. As can be seen in the figure 2, Category 1 
has the highest density of those excellent result variables. 
The boundary between Category 8 and Category 1 is the 
clearest.  

2. Classified profile  
Classification profile describes the overall view of 

cluster analysis model. Each category has a corresponding 
column in the model. The first column lists the property that 
the categories associate with. The rest of columns contain 
distribution of the state of a property for each category. 
Because variables are discrete, their distributions are 
represented by color sections.  

All properties of the data set have been classified. In 
table I, we only list the classification profile of the excellent 
result property. The other classification profiles of the rest 
relevant attributes do not be listed here. 

TABLE I.  CLASSIFICATION PROFILE 

variable lengent Cgy1 … Cgy7 Cgy8 

excellent 
results 

0 0.412 … 0.662 0.560 

1 0.588 … 0.338 0.440 

 
… 

 

3. Classification characteristics and differences 
We adopt a table form to describe the characteristics of 

classification and distinction between the classifications. In 
the table II, from the value - probability in Category 1, we 
can obtain in this category the characteristics of trainees 
who have excellent results. It generally has the following 
character. Their education level is higher, their age is from 
18 to 25 years old and they are not married. By compare 
Category 1 with Category 8, we can see the category 1 has 
the highest density of excellent results, while Category 8 has 
the lowest density of excellent results. Trainees in category 
1 are generally like to play electronic games. Trainees in 
category 8 are generally married and generally older than 
25 years. Through these features, it can provide a better 
method for us to select those who have the potential to be 
excellent EWACSP.  

4. Mining accuracy test 
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We select a table containing entire historical data. By 
mapping the mining model columns to the columns in the 
input data, we create a prediction query without any data 
filtering. The variable to predict is the excellent result 
property. The correctness chart of the cluster model is 
shown in table III. In the table III, WMTR denotes overall 
correct rate of the ideal model, CMTR denotes overall 
correct rate of cluster analysis model, and CMFR denotes 
prediction probability of cluster analysis model.  

5. Clustering for EWACSP 
Using cluster analysis model and investigating other 

related properties, we can make a classification for all 
combat service personnel participate in the training. The 
classification is defined according to the scores that the 
trainees operate individually. In this way, we can get the 
operations that each trainee is good at. Before carrying out 
the plan of a task, the members of the combat service group 
can be chosen and combined in accordance with its 
characteristics to make the group achieve the best state. 

IV. CONCLUSION 

We studied and implemented a simulation training 
system for EWACSP. The system uses data mining 

technology in training EWACSP. It provides the 
personalized training plan for each combat service personnel 
according to the operational characteristics of the EWACSP, 
and commanders can optimize team members according to 
the characteristics of combat service task.  
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TABLE II.  CHARACTERISTICS OF CLASSIFICATION 

variable Category 1 Category 8 
Value probability Value probability 

Results 1 1  
Age 18-25 18-25  

Education High Low 
Game player 1 1  

Marryed 0 0 
Age 25-30 25-30 

Results 0 0 
Game player 0 0 

TABLE III.   MINING ACCURACY RATE 

WMTR 
(%) 

0 10 20 30 40 50 60 70 80 90 100 

CMTR 
(%) 

0 6.1 12.8 19.0 24.7 31.3 37.2 42.5 48.4 54.7 59.9 

CMFR (%) 100 63.8 63.3 60.3 59.8 59.0 58.7 58.7 57.7 55.8 50.0 
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Abstract— In wireless communications system attenuation and 
fading limit the channel capacity of a communications link. 
Cooperative diversity is a transmission technique to overcome 
fading, multipath and inter-channel interference. As an 
important part of "spatial diversity" systems, cooperative 
diversity involving multi hop data relays is a solution to improve 
propagation performance, expanding coverage and enhancing 
system capacity in such wireless environments. In a cooperative 
diversity system, the "third party" mobile devices acting as 
relays to help the main transmission link for improving the 
performance such as bit error rate (BER), data rate, coverage. 
This paper is a study of analyzing the system performance for 
SISO-Relaying SISO and in different wireless channel and 
results show the better performance of cooperative 
communication. 

Keywords-Cooperative Diversity, SISO Relaying, AWGN, 
Rayleigh, Mobile Networks  

I.  INTRODUCTION  
Cooperative wireless communications are concerned with 
wireless network of the cellular or ad hoc variety where the 
quality of service is increased through the cooperation of 
network. In wireless networks, signal fading arising from 
multipath propagation can be mitigated through the use of 
diversity [1]. In order to meet the demands of multi rate 
multimedia communications, next-generation cellular systems 
must employ advanced techniques that not only increase the 
data rate, but also enable the system to guarantee the quality of 
service [2].  
Space or multiple-antenna diversity techniques are particularly 
attractive as they can be readily combined with other forms of 
diversity [3]. Multi hop wireless networks have the ability to 
achieve spatial diversity gains by allowing nodes in the 
network to cooperatively retransmit messages for 
neighbouring nodes [4]. This form of spatial diversity is 
known as cooperative diversity. By sending signals that carry 
the same information through different paths, multiple 
independently faded replicas of the data symbol can be 
obtained at the receiver end and more reliable reception is 
achieved [5]. 
Cooperation leads to increased code rates at the same transmit 
power. Due to increase of channel code rate for cooperative 
diversity the spectral efficiency improves [6].  

 
Fig. 1. Cooperative Communication Scenario 

 
The key advantage of cooperation is that it allows a network 
of relatively simple, inexpensive, single-antenna devices to 
achieve many of the eminent advantages of physical antenna 
arrays. In addition, cooperative diversity can be readily 
combined with other forms of diversity, such as temporal and 
frequency diversity, to further utilize the available degrees of 
freedom in the wireless propagation environment and improve 
overall network performance [2][7].   
The essential part of cooperative diversity is relay channel and 
multi-terminal extensions. Most of the related work on the 
field of cooperative communication has focused on discrete or 
additive white Gaussian noise channels. The performance of 
the channel has been analyzed by Shannon capacity. At 
present most work is focused on multi-path and multi-terminal 
aspects of fading.  
The basic ideas behind relay channel model were examined by 
Cover and EI Gamal [5]. The work of Cover and EI Gamal 
was based on three node network consisting of a source, a 
destination and a relay which analyzed the capacity. More 
generally, Cover and EI Gamal develop lower bounds on 
capacity, achievable rates through different random coding 
scheme such as facilitation, cooperation and observation [9]. 
Investigation of system performance is essential to satisfy the 
demand for higher data rates and more reliable transmission 
schemes for multi-media communications by integrating the 
cooperative dimension in the terminals and base stations. In 
fact cooperation between terminals means some of the 
intelligence that in current wireless systems is located within 
the network will be distributed through the end points and 
through cooperation the overall system will get an increased 
capacity and better bit error performance (BER). This paper 
shows how does the system effected by increasing the number 
of relaying nodes and compares the system performance for 
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SISO-Relaying SISO in AWGN and Rayleigh Channel by 
using matlab simulation.  

In section 2, the system model and some important notes 
about the system that was studied is explained. Section 3 shows 
all the obtained results for SISO-Relaying SISO in different 
wireless channels and gives an explanation for all the results 
and section 4 concludes this paper. 

II. THEORETICAL APPROACH FOR RELAYING 
An useful system model is given to capture the significant 
effects observed in practice, analysis and design. This chapter 
summarizes the key ingredients for modelling the cooperative 
diversity system and some important relaying analysis about 
the system are explained which is closely related to measure 
the system performance.  

A.  General System Model 

 
Fig. 2. Illustration of radio signal path in mobile network 

 
 
A wireless system with t transmit and r receive antennas is 
employed for the analysis of the project. The channel model is 
represented in the following general form 

 
y= Hx + n    (1) 

Where , 
H = Channel matrix  
n = Noise added with the received signal. 
For cooperative diversity the channel is modelled as 
 

x∈{nt×1} 
n∈{nt×1} 
y∈{1×nr} 

H∈{nr× nt } 
yd,s = hd,s,xs+ nd,s    (2) 

where yd,s= Received signal from source to destination, hd,s = 
The channel from source to destination, xs  = Transmitted 

information from source, nd,s = Capture the effect of receiver 
noise and other forms of interference,  

 
yr,s = hr,sxs+ nr,s    (3) 

where yr,s= Received signal from source to relay, hr,s = The 
channel from source to relay, xs  = Transmitted information 
from source, nr,s = Noise generated at the relay node,  

 
yd,r = hd,rxd,r+ nd,r    (4) 

where yd,r = Received signal from destination to relay, hd,r  = 
The channel from destination to relay, xd,r  = Retransmitted 
information from relay after amplifying or decoding, nd,r  = 
Noise generated at the destination  node after retransmitting 
from relay 
 
Receive signal through the relay node: 

yThrough relay node=  yr,s + yd,r   (5) 
 
The  described system model is quite general. This above 
described system model is allowing a sense of context for the 
specific models which is emphasized later in the paper. 
Significant features of our specific models includes: different 
types of   multipath fading, Gaussian noise and other forms of 
interference. 

B. Model 1 

 
        

Fig. 3. 1×1×1 system model for different channel and cooperative 
scheme 

C.  Model 2 

 
Fig. 4. 2×2×2 system model for different channel and different 
cooperative scheme 
 
In model (1) and model (2), Assumption: Ideal Decode and 
Forward scheme, hence 12 xx ≡  for Decode and Forward. 
According to model (1) and model (2) the performance of the 
output signal will depend on applied diversity techniques in 
the relays and the channel types. When amplify and forward is 
applied at the relays the signal that is received from 
transmitter that is send with additional noise. In the case of 
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decode and forward the signal which is received at the relays 
that is reconstructed and send to the destination. In an AWGN 
channel the modulated signal s (t) =Re {u (t) e fctj π2 } has 
noise n (t) added to it prior of reception. The noise n (t) is a 
white Gaussian random process with mean zero and power 
spectral density (PSD) ON /2 [8].  
In the case of Rayleigh fading channel the signal is not 
received on a line of sight path directly from the transmitting 
antenna rather the signal is reflected from several different 
indirect paths . The received signal is the sum of many 
identical signals that differ only in phase and to some extent 
amplitude. 

 
 

Fig. 5. Direct versus Transmission using relay: 
Top: Direct transmission 

Bottom: Transmission using relay 

D.  Relaying Factor Analysis: 
As shown in figure (5) distance d is the transmitter and 
receiver distance and transmitted power is considered Pt as 
transmitting antenna=1. Pr is the total received power , K is the 
total gains and losses of the system and γ is the path loss index 
which normally varies between 2 and 6.  The SNR of the 
system without the relay is calculated by: 
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d~   is the distance between the relays and transmitted power is 

considered as  m
Pt  , m is the number of hops. 

 
The SNR of the system with the relay is calculated by: 
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m= number of hops 
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Where d~ = Distance between the relays d = Distance 
between transmitter and receiver 
 

E.  Capacity 
Capacity is defined as the maximum error free data rate on a 
particular channel [9] [10].Shannon capacity: 

 
  

 

III. SISO AND RELAYING SISO 
Different diversity techniques are used in order to observe the 
effect of cooperative diversity. In this chapter after 
implementing the diversity technique the system performance 
for SISO and relaying SISO on AWGN and Rayleigh channels 
are observed.   

A. Performance analysis of AWGN Channel 
From figure (6) shows that how the capacity of the channel 
can be increased by using relaying SISO system and 
implementing decode and forward 

)1(log2 SNRWC +=
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Fig. 6. A performance comparison of direct transmission versus relay 
transmission      signalling scheme in AWGN channel 
 1. Direct transmission - 1×1 SISO system 
2. Decode and forward transmission strategy -1×1×1 SISO Relaying 
system 
 
signalling scheme in relay. The capacity is close to 1.2 
bit/sec/Hz in 1×1 SISO system when SNR is 20dB.On contrast 
after implementing decode and forward at the relay with the 
same SNR value the capacity of 1×1×1 relaying SISO system 
is approximately 4.4 bit/sec/Hz .After using the relaying 
system the capacity is increased approximately by 3.2 
bit/sec/Hz which is more than double. From this graph it can 
be observed the use of relay and implementation of decode 
and forward signalling scheme improves the system 
performance.     

B. Performance analysis of Rayleigh channel 
From figure (7) shows that how the capacity of the channel 
can be increased by using relaying SISO system and 
implementing decode and forward signalling scheme in relay. 
The capacity is close to 4 bit/sec/Hz in 1×1 SISO system when 
SNR is 20dB.On contrast after implementing decode and 
forward at the relay with the same SNR value the capacity of 
1×1×1 relaying SISO system is approximately 6.8 bit/sec/Hz 
.After using the relaying system the capacity is increased 
approximately by 2.8 bit/sec/Hz. From this graph it can be 
observed the use of relay and implementation of decode and 
forward signalling scheme improves the system performance.   

C. Performance analysis of a system for increasing number 
of Relaying nodes 

Figure (8) shows that how the system is effected by increasing 
the number of relay nodes. When SNR is 20dB then for SISO 
the capacity is 4 bits/ sec/Hz but for relaying SISO-2 hops the 
capacity is approximately 7 bits/ sec/Hz. Moreover, for 
Relaying SISO-3 hops and 4-hops for the same value of SNR 
the capacity is   9 bits/ sec/Hz. and close to 10 bits/ sec/Hz 
respectively. 

 
Fig. 7. Performance comparison of direct transmission versus relay 

transmission signalling scheme in Rayleigh channel 
1. Direct transmission - 1×1 SISO system 
2. Decode and forward transmission strategy -1×1×1 relaying SISO 
system 
  
From the graph it can be depicted that the capacity is not 
increasing linearly for increasing number of hops. 
 

 
 

Fig. 8. Performance analysis of a system for increasing number of 
hops 

1. SISO 
2. Relaying SISO- 2 Hops 
3. Relaying SISO- 3 Hops 
4. Relaying SISO- 4 Hops 

IV. CONCLUSION 
This paper has shown the possible benefits of a wireless 

transmission using cooperative diversity to increase the 
performance. The diversity is analysed by    implementing of 
relaying SISO system. The data is sent directly from the 
transmitter to receiver or via the relay station. Such a system 
has been simulated to see the performance of different diversity 
protocols on AWGN and Rayleigh channel model. The 
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capacity performance of the above systems is 4 bits/s/Hz at a 
SNR of 20 dB and 8 bits/s/Hz at a SNR of 20 dB respectively. 
By increasing the number of intermediate nodes between the 
transmitter and receiver, it is shown that the system 
performance improves, for both Capacity and BER. Finally, 
cooperative diversity can significantly enhance the 
performance of the communication system by reducing the 
probability of error of the system and increasing the capacity. 
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Abstract—In this work, performance evaluation of LEACH 
and LEACH-C protocols based on NS2 is depicted, which 
helps to reveal the regularity how performances of these 
two routing protocols change with the sink locations. For a 
more accurate description of this regularity, two novel 
concepts are proposed, i.e., Sensor Node Distribution 
Gravity and Distance Metric between sink and Gravity. 
Simulation results show that a distance threshold area, 
which is a key factor for choosing between LEACH and 
LEACH-C protocols, can be achieved. 

Keywords-Wireless Sensor Network; NS2; LEACH 
Protocol; LEACH-C Protocol; Discrete Target Distribution 
Gravity 

I. INTRODUCTION 

With the integration and development of wireless 
communication technology and sensor technology, 
micro-sensors with sensing, computing, storing and 
communicating capabilities are increasingly applied in the 
military, meteorological, agricultural, industrial and 
aerospace areas [1] [2]. Wireless sensor network (WSN) 
consists of micro-sensor nodes that connect through 
wireless medium in a special way. With the cooperation 
among sensor nodes, the target information in their 
coverage are collected and sent to a specific base station 
so that the corresponding data can be processed. 

As the resources of sensor nodes in WSN, such as 
energy, computing capability and transmission 
bandwidth et al are very limited, it is critical to employ 
superior routing protocol so as to reduce node energy 
consumption and prolong network life cycle, which is 
also the major objective of WSN routing design [3]. 
Currently, WSN routing protocols can be mainly 
divided into two categories, i.e., flat routing protocols 
and hierarchical routing protocols. When deploying 
large-scale WSN, the communication overhead, 
management delay and management complexity of  
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flat routing protocols will lead to retard response of 
WSN as well as excess power consumption. However, 
to a certain extent, the above problems can be solved 
by hierarchical routing protocol. In a relatively optimal 
hierarchical structure, the neighboring nodes are 
clustered and then a cluster head node, which is 
responsible for managing nodes in the cluster and 
communicating with the base station, can be chosen. 
Such a hierarchical structure can not only reduce the 
communication cost, but also utilize the cluster head 
node with higher energy to collect the data in the 
cluster’s coverage so as to save energy and prolong the 
life of the network [4~6]. 

In WSN, several hierarchical routing protocols have 
now been proposed, while their performance and 
application scenarios differ greatly. Then, how to improve 
the hierarchical routing protocol becomes a hot issue. In 
this paper, performance evaluation of LEACH (Low-Energy 
Adaptive Clustering Hierarchy) and LEACH-C 

(LEACH-Centralized) protocols based on NS2 is depicted, 

which helps to reveal the regularity how performances of 

these two routing protocols change with the sink locations. 

In this way, the hierarchical routing protocols can be 
chosen according to the location of the base station. 

II.   BRIEF INTRODUCTION OF HIERARCHICAL 

ROUTING PROTOCOL 

A.     Leach Protocol 

LEACH protocol, i.e., the first hierarchical routing 
protocol for WSN, was designed by Wendi B. Heinzelman 
et al from MIT. And its network topology could be shown 
in Figure 1.  Most hierarchical protocols are derived from 
LEACH protocol and LEACH-C protocol is one of them. 
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There are two assumptions in the LEACH protocol: 1) 
the communication channel is symmetric (i.e. based on the 
demand of signal-to-noise ratio, the total consumption of 
power in the sending process are the same as that in the 
receiving process.); 2) the sensor node detects the 
information around it constantly and sends the detected 
data back at a fixed speed. The LEACH protocol operation 
cycle is "based upon rounds". Each round contains two 
stages: the first stage is cluster constructing, and the 
second stage is working steadily. In the cluster 
constructing stage, the cluster head, which is randomly 
generated, broadcasts its information to all nodes around it 
using the same amount of power.  Based on the strength 
of received signal, the node decides which cluster to join 
in and sends the message back to the corresponding cluster 
head. The cluster head allocates the communication time 
slot for each member node in the cluster based on TDMA 
(Time Division Multiple Access). In the steady working 
stage, member nodes of the cluster send data to the cluster 
head in the communication slot by using the 
minimum-power, and the node is inactive to conserve 
power while out of this time slot. After receiving all the 
data, the cluster head congregates the data and sends them 
to the sink. In order to minimize the power consumption, 
the time of steady work stage is far greater than the cluster 
constructing stage.  

The method of LEACH cluster head selecting can be 
expressed as follows: each node selects a number between 
0 and 1 randomly. If the value is less than the threshold 
value T (n), the node becomes the cluster head. T(n) is 
shown as equation (1).  

)(nT =
( ) ( )

,
1 mod 1 / 1
0 ,

⎧ ∈⎪ − × ⎡ ⎤⎨ ⎣ ⎦
⎪
⎩

P n G
P r P

otherwise

 

Where P is the percentage of cluster heads to all nodes, 

and r is the selected rounds number, r mod (1 / P) stands 
for the number of selected cluster head nodes before this 
round, and G is the group of nodes which have not been 
elected as cluster head nodes previously. When r = 0, the 
possibility of each node becoming the cluster head is P. If 
it becomes the cluster head node in the first r rounds, it 
can be no longer re-elected in the future (1/P-r) round 
which enhances the possibility of other nodes to become a 
cluster head. After 1 / P rounds, all nodes have a 
possibility of P to be a cluster head once again, over and 
over again [7].  

B.     Leach-c Protocol 

   The Traditional LEACH protocol, can be seen as an 
architectural pattern using aggregation type based on the 
distributed system. All nodes select the cluster head 
autonomously and construct the cluster structure with 
cluster-heads and other non-cluster nodes. On the basis of 
LEACH protocol, Heinzelman and other scholars put the 
aggregation architecture forward with a central control 
method, called LEACH-Centralized (LEACH-C). It is a 
change of the traditional LEACH protocol. First of all, in 
any round of the cluster head selection stage, the base 
station must know the remaining energy of all nodes as 
well as the location information. Based on this 
information, the base station uses a specific method to 
select the cluster head and divides all nodes to these 
clusters, which can easily figures out the better 
segmentation approach of the clusters [8]. Thus we can 
enhance the performance of the LEACH protocol by 
solving those limitations which the LEACH protocol has.  
    We do not believe that the LEACH-C protocol is 
necessarily superior to the LEACH protocol. It is more 
expense based on the central base station’s control. Each 
node transmits its information to the respective base 
station, and the sink will make the choice of selecting the 
cluster head and how to divide clusters. Then the cluster 
head sends these information to each node. All these need 
extra energy cost which will affect the performance of the 
protocol.  

：Member of cluster 

：Cluster head 

Sink 

Figure. 1 Topology Structure of LEACH 
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III.   SIMULATION EXPERIMENT AND RESULT 

ANALYSIS 

A.    Constructing Simulation Platform 

The experimental platform in this paper is NS2. The 
NS2 network simulator is installed on the Cygwin virtual 
platform in the windows XP OS. Considering that NS2 
cannot achieve the LEACH protocol and LEACH-C 
protocol, another extension achievement or installing 
simulation package (software modules) of these two 
protocols is needed. The main focus of our research is to 
compare the changes of the LEACH protocol and the 
LEACH-C protocol performance while the base station 
locations change, and find out the rules inside. Hence we 
make direct use of the protocol simulation package 
(http://www.internetworkflow.com / downloads / 
ns2leach/mit.tar.gz), and download mit.tar.gz and 
decompress it. In order to make them available, we modify 
the relevant files (makefile, test, leach_test, leach-c_test, 
etc.) and configure the environment variables (.Bashrc).  

B.    Simulating and Analyzing Results 

We use the same simulation parameters for the 
LEACH protocol and the LEACH-C protocol. We just 
change the base station location at each time. Simulation 
parameters are as follows:  

a) In the range of (100,100), distributing 100 sensor 
nodes randomly and the file recording spread of nodes is 
100nodes.txt (it is used as a working standard in 
simulating the protocols.);  

b)  The initial energy of each node is 2J;  
c)  The percentage of cluster head nodes to the total 

number of surviving nodes is 5% in each round;  
d)  The total length of simulation duration is 3600s;  
e)  The effective signal transmission distance is 

175m.  
    About the network lifetime, there are following 
regulations: without considering other unpredictable 
factors, when a node's energy value is less than 0, we think 
that it’s dead; when surviving nodes within the network 
are less than 20, i.e. 4 / 5 of all nodes are dead, we 
consider that the network is out of work [9] [10]. 
1)  Calculating the center of gravity of spread nodes  

In order to explain the performance relationship 
between the base station location of the LEACH protocol 

and the LEACH-C protocol scientifically, we introduce 
the concept of the center of gravity of distribution nodes 
so as to calculate the distance between base station 
location and the center of gravity of distribution nodes. 
The distribution nodes file, 100nodes.txt, takes record of 
the coordinates (x, y) of 100 nodes which is randomly 
distributed; its distribution is shown in Figure 2.  

 
Figure. 2 The Distribution of the Sensor Nodes 

The center of the gravity of distribution nodes is not 
the center of the area covered with the nodes necessarily; 
it will be off the center with the changing of node 
distribution. The distance between the base station and the 
center of gravity decreases as the distance between the 
base station and the closed node decreases. The average 
distance is smaller in general, and the power consumption 
is less, which can extend the network lifetime.  

We propose the function of center of gravity of the 
discrete planar distribution targets. Taking a weighted 
average center of discrete targets, which is the balance 
point of the discrete targets. The equation is as follows:  

 

             (2) 

 

 
Where i is the 

node serial number (1-100); Wi is target node weight, 
whose value is taken as 2, i.e. the energy value of node; 
(Xi, Yi) is the coordinate of the node i; (XG, YG) is the 
coordinate of the center of gravity.  

Using the same computer program, we calculate the 
center of gravity is (49.34, 47.33) according to node 
distribution file 100nodes.txt. 
2)  Simulation and Analysis 

We simulate a large number of protocols by changing 
the location of base station constantly, and analysis 
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comparatively simulation curves of the parameters. Due to 
the length limitations, we select three simulation curves of 
the parameters to elaborate on our analysis in this paper. 
The LEACH protocol and LEACH-C protocol 
performance parameters curves are shown in Figure 3, 
Figure 4 and Figure 5 represent the network base station 
location at A (49,175), B (49,225) and C (215,47) (with 

other simulation parameters unchanged) respectively. 
There are three contrast curves in each figure. The d curve 
describes the number of successful transmission packet 
.data. The e curve describes energy consumption .energy. 
The a curve describes numbers of the survival node which 
is changing over time. 

 
Figure.3 Simulation Curves with Sink 

Coordinate (49, 175) 

 
Figure.4 Simulation Curves with Sink 

Coordinate (49, 225) 

 
Figure.5 Simulation Curves with Sink 

Coordinate (215, 47) 
 

Table I  Simulation Results 
Sink coordinate Performance parameters LEACH LEACH-C 

(49，175) 

Survival nodes 20(sec.) 

Network lifetime 

505 350 

(49，195) 480 405 

(49，215) 451 455 

(49，225) 440 470 

(49，245) 390 491 

(49，265) 374 513 

(175，47) 565 498 

(195，47) 549 512 

(215，47) 540 543 

(225，47) 500 557 

(255，47) 470 566 

(275，47) 443 579 

We make a contrast table of two kinds of protocol 
performance parameters with twelve network base station 
locations, as shown in Table I.  

When the BS’s location is at (49,175), as shown in 
Figure 3. Curve a, there are 20 nodes alive when the 
LEACH protocol in 505 seconds, however the LEACH-C 
protocol can only sustain to 350 seconds; curve e, due to 
100 nodes’ total energy is 200J, the LEACH protocol and 
the LEACH-C protocol, exhaust all their power within 515 
seconds and 405 seconds respectively; it is obvious from 
the d curve that, the LEACH-C’s node always transmits 

more data than LEACH before it died. But the LEACH 
network can live longer and ultimately than LEACH-C. 
The total number of successful transmission of data of 
LEACH is still more than LEACH-C with the same total 
power. 

When the base station location is at (49,225), which 
is much far away from the center of simulation region, the 
result is shown in Figure 4. a curve. It can be found that 
both these two protocols’ curve trends have great changes. 
The LEACH protocol around 440 seconds has only 20 
surviving nodes left, and the LEACH-C network lifetime 
is 470 seconds; it is shown that the network live time of 
LEACH-C is longer than LEACH. According to curve e, 
the point of LEACH energy exhausted is early nearly 60 
seconds than LEACH-C. According to curve d, the 
number of successfully transmitted data packets of 
LEACH is much smaller than LEACH-C.  

When the location of base station converted to (215, 
47), it can be found that the two protocols nearly have the 
same network lifetime. But LEACH-C successfully 
transmits more packets than LEACH. 

As shown in Table 1, the BS’s coordinate is 
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(49,175), and the LEACH protocol’s network lifetime is 
longer than LEACH-C. When the location of the BS 
gradually moves from the gravity of distribution area to 
coordinate (49,215), the network lifetime is almost as long 
as the LEACH-C’s. When the BS keeps moving away 
from the center of gravity, the difference becomes larger. 
When the coordinate of the BS changes from (175, 47) to 
(275,47), the life length of LEACH gets shorter while 
LEACH-C’s gets longer. 

After a large number of simulative comparative 
analyses, we have the following conclusions: 1) the 
distance between the location of base station and the 
center of gravity of distribution area of sensor nodes will 
affect the performance of routing protocols--the 
performance of the protocol affected by the distance is, the 
closer, the better. 2) When the distance is greater than a 
certain threshold area, LEACH-C protocol’s performance 
will be superior to LEACH protocol and the threshold area 
betweens 160 to 170.  

IV.             CONCLUSIONS 

In this paper, we have analyzed how the performance 
of LEACH and LEACH-C protocols change with the sink 
location by NS2. The simulation results correspond to the 
node distribution file, i.e., 100nodes.txt. The purpose of 
this paper is to give a computing method and find out an 
affective factor. And the following conclusion is achieved: 
absolutely perfect protocol does not exist and there is no 
optimal routing protocol suitable for any scenarios. 

According to a particular scenario, especially the locations 
of base station (i.e., the distance between the distribution 
area center and the sink location), it is feasible to prolong 
the network life by reasonably choosing between LEACH 
and LEACH-C protocols. Ideas of simulation analysis as 
well as the concepts such as the gravity of distribution area 
and distance in this paper can be extended to other WSN 
routing protocol design and analysis. 
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Abstract-LEACH is one classical protocol in wireless sensor 
network, which is a clustering-based protocol with good 
performance. In this paper, an improved routing algorithm based 
on LEACH protocol will be proposed, which involves cluster 
head choosing, multi-hop routing and the building of its path. 
Simulation in MATLAB, an improved routing algorithm has 
higher energy utilizing rate, and it helps prolong network’s 
lifetime. 

Keywords-LEACH; Routing Protocol; Cluster Head; Multi-hop; 
Simulation; Lifetime 

I. INTRODUCTION 

 Wireless Sensor Network (WSN) is composed by a large 
amount of low-cost micro sensor node distributed in 
monitored area. Through wireless communication, it builds a 
multi-hop and self-organize network system. The purpose of 
building WSN is to collaboratively sense, collect and process 
the information of the objects detected in the monitored area, 
and then sends it to observer.  

From the prospective of network logical structure, the 
routing algorithms in WSN can be divided into two categories: 
plane route and layer route. Layer routing algorithms include 
LEACH[1][2], LEACH-C[3][4], EGASIS[5], TEEN[6][7], etc. 
Plane routing algorithms include Flooding, Gossiping[8],       
Directed Diffusion[9], SPIN[10], GEAR[11], etc. LEACH is 
the earliest cluster-organized routing protocol. Compared to 
ordinary plane multi-hop algorithm, this kind of low energy 
consuming, self-adaptive, cluster-organized algorithm, which 
is specially designed for Wireless Sensor Network, could 
prolong the lifetime of network by 15 percent.  

II. RELATED WORK 

A. LEACH 

LEACH is a kind of self-adaptive cluster-organized 
topological algorithm. Nodes organize themselves into clusters,   
one node in every cluster would acts as cluster head [12][13]. 
The process is executed in periodical manner; every round is 
divided in two phases: cluster building phase and stable data 
communication phase. In the phase of cluster building, close 
nodes make a cluster dynamically, and one certain be selected 

as cluster head randomly;  In the phase of stable data   
communication, nodes in one cluster would send their date to 
the cluster head, then cluster head would fuse the data and 
send it to sink node. Because cluster heads need to fuse the 
data and communicate with sink node, they consume more 
energy than ordinary nodes. LEACH algorithm could 
guarantee that every node in one cluster would be selected as 
cluster head in equal possibility, which makes every node 
consume energy relatively equally. 

    The procedure of selecting cluster head in LEACH is like 
following:  

Every node produces a random number between 0 and 1, 
and if this number is less than threshold value T(n), then it 
pronounce itself as cluster head. In every round, if one node 
has been cluster head before, then T(n) is set to 0, so that this 
node will not be selected again. For the nodes that have not 
been selected once, the possibility of being selected is T(n). As 
the number of nodes which have been cluster head increases, 
T(n) will increase, so the possibility for the rest nodes to be 
selected will increase. When there is only one node left, 
T(n)=1, which means this node will be selected for sure. T(n) 
could be defined as  follows [14]：  

 
,

1 mod 1( )

0,                                otherwise

p
n G

p r pT n

        



 
 

             (1)

 
means the percentage of the number of cluster head in the total 
number of nodes, r means the number of the current round, G 
means the set of nodes  that have not been elected in the past 
1/p rounds of election. 

When one node is selected, it will inform other nodes. No-
cluster-head nodes will choose a cluster to join in, according 
to the distance between them and the cluster heads. When 
cluster heads have received all the messages for joining in, 
they will produce a time message TDMA to inform all the 
nodes in their clusters. To prevent interference from nearby 
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clusters, one cluster head could determine what CDMA code 
will be used in its cluster. This current used CDMA code will 
be sent along with TDMA time message. When every node in 
the cluster received this message, they will send data in their 
time-slice separately. After transmitting data for a period time, 
cluster head collects received data, executes fusing algorithm 
to process the data, then sends the result to collecting node. 

B .  DRAWBACK OF LEACH 

Cluster heads are selected randomly in LEACH, it is 
possible that nodes with less energy would be chosen, which 
could lead to these nodes die too fast. In addition, because in 
LEACH protocol cluster heads communicate with base 
stations in single-hop manner, it is energy consuming and its 
expandability is limited so that it could not adapt to large 
network. In the following, we will discuss how to improve 
LEACH algorithm from two points: the way to choose cluster 
heads and multi-hop routing 

III. AN IMPROVED LEACH ALGORITHM 

A. Choosing cluster head  

In the process of cluster head choosing, we introduce the 
concept of Current Energy. Assume the initiative energy (Einit) 
of every node is equal. In LEACH algorithm, the possibility of 
being cluster head is equal for every node. When a node is 
selected as cluster head, it will broadcast this message,  which 
include the ID of cluster head. Other nodes would decide 
which cluster to join, according to the intensity of received 
signal. Then they send Join-Request message, which contain 
cluster head’s ID and their selves’ ID and Current Energy 
(Ecur). According to other nodes’ current energy, cluster head 
could work out the average energy of the cluster (Eave). Then, 
it will broadcast Eave and TDMA time-slice assigning table to 
every node in the cluster. When selecting cluster head next 
time, if one node’s randomly produced number between 0 and 
1 is less than T(n), it could not be selected as cluster head 
immediately. Only if this node’s current energy (Ecur) is 
greater than average energy (which would be updated every 
round) that it could be selected as cluster head. If Ecur < Eave, 
it demonstrate that this node is in low-energy state, and if it be 
cluster head, it will consume energy faster, which will cause 
death of this node and lead to abruption of the network. 
Moreover, we should allow a node which has been cluster 
node to be selected as cluster head again at the 1/p-1 round 
under certain conditions, although this is not allowed in 
LEACH algorithm. At this time, to be selected as cluster head 
again, the node should meet two conditions as following. 
(Using R to represent the randomly produced number) 

Condition one:      

 
( )

1 mod(1/ )
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R T n
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                         (2) 

 

Condition two: 

Ecur Eave                                            (3)  

 
The cluster will be formed after the cluster head is selected 

and this message is broadcasted, which is showed  in Fig. 1 
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Figure 1. Cluster formation 

B.  Choosing inter-cluster multi-hop route 

According to wireless communication energy model, if 
sending 1 bit data in distance of d, the energy will be 
consumed for the sender is: 

( , ) ( ) ( , )Tx Tx elec Tx ampE l d E l E l d  
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(5) 

 
Energy will be consumed for the receiver is: 

( ) ( )Rx Rx elec elecE l E l lE 
 

                                       (6) 

 

elecE  represents the energy consumed in transmitting or 

receiving a bit of data. crossoverd  is threshold value. If d is less 

than crossoverd , use Friss free-space model, else, use multi-path 

attenuation model. Though (5), we know that the nearer of two 
nodes, the less energy will be consumed and the longer of 
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their lifetime. So, compared to single-hop routing in LEACH, 
we propose multi-hop routing. 

In the algorithm of multi-hop routing, not every cluster 
head is connected to base station. One nearest cluster head A 
will be chose to connect base station, and then the nearest 
cluster head to A (for example, B) will be chose to connect to 
A, and so on, until all the clusters are added to this multi-hop 
route. 

We use “head” to represent the set of multi-hop route’s 
cluster heads, and the initial value of “head” is base station, 
that is head={BS}; Assume “path” is the set of route path, and 
its initial value is NULL, that is path={ }; Assume “C” is the 
number of cluster heads in every round; d(i) is the distance 
between cluster head i to base station; d(i,j) is the distance 
between cluster i and j; the initial value of variable “distance” 
is infinity. 

   For(i=1;i<=C;++i) 
  { 

If (d(i)<distance)  
{ 

distance=d(i); 
k=i; 

                } 
  } 

After circulation, “k” indicates the nearest cluster head to 
base station. So, head={BS, k}, path={line(BS,k)}. Then find 
the nearest node to k. 

For(i=1;i<=C && i!=head;++i) 
{ 
      If(d(i,k)<distance) 
         { 
            distance=d(i,k); 
            j=i; 

} 
} 

After this circulation, the nearest node j is added to head 
set, that is head={BS, k, j}, path={line(BS,k), line(k,j)}; After 
k=j is executed, the circulation continues. In the following 
rounds, the nodes in set head should not be counted. In the end, 
head={BS, k, j, …}, including C cluster heads, and BS. And C 
paths is worked out too. Fig. 2 shows the building of clusters 
and paths between clusters. (Base station is not marked) 
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Figure 2. Multi-hop routing path 

IV. SIMULATION  AND ANALYSIS 

To implement above-discussed improved algorithm, we 
use (Ex, Ey, Ecur, Eave) to represent node E. Ex, Ey represent 
the position of E. Ecur is the current energy left. Eave is the 
average energy of the nodes in one cluster. In the process of 
choosing cluster heads, the node’s randomly produced number 
should be less than T(n), and its Ecur greater than Eave. For 
the intensity of received signal has a negative relationship with 
distance, we choose the nodes near the cluster head. The 
distance could be worked out based on the position of node 
(Ex, Ey). After the cluster is built, Eave could be worked out 
based on Ecur, and Ecur and Eave be updated in every round. 
When Ecur is equal to 0, it means the node is dead. 

Simulation condition table for improved LEACH 
algorithm and  LEACH algorithm 

TABLE I. PARAMETERS VALUE 

Condition Value 

elec
E  50nJ/bit 

Simulation Area 100 100m m  
Initial energy per node 0.5J 

Data size 4000bytes 

Nodes 100 
P 0.05 

Data fusion rate 100% 

amp  100pJ/bit. 2m  

Base Station Location (50,125) 

 
We could see from Fig. 3 that in improved algorithm the 

first node died in the 321th round and all the nodes died after 
881 rounds, while the first node died in the 278th   round and all 
the nodes died after 1042 rounds. After the same rounds,  less 
nodes died in improved LEACH algorithm, which 
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demonstrates that improved algorithm prolongs the network’s 
lifetime and the energy is more even among nodes. 

 

Figure 3. Number of alive nodes 

From the Fig. 4, we could see that after the same number of 
rounds, in improved LEACH algorithm the total energy 
consumed is less than in original LEACH algorithm. 
Moreover, the energy is used up after 849 rounds in original 
algorithm and it is after 1000 rounds in improved algorithm. 
So the network’s lifetime is prolonged, and the energy is used 
more effectively 

 

Figure 4. Energy dissipated 

V. CONCLUSION 

In this paper, to overcome the weakness of LEACH 
protocol in cluster head choosing algorithm and single-hop 
routing algorithm, we propose an improved algorithm based 
on LEACH. As proved in simulation in MATLAB, the 
improved algorithm prolongs the lifetime of network and 
raises the energy effectivity. 
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Abstract—As WSN is a resource-constrained network, 

especially the limited energy, so it must maintain smaller 

router information and reduce the energy consumption as 

much as possible. This paper briefly introduces the wireless 

sensor network, and analysis the problems existed in 

LEACH routing protocol. Put forward the improved 

algorithm based on LEACH cluster head multi-hops 

algorithm, and under considering the premise of node 

energy, consider the optimum number of cluster head and 

selecting cluster  node ,and through the use of limiter the 

number of nodes in each cluster to balance the energy 

depletion of each node. It could balance energy 

consumption and prolong the lifetime of sensor network 

through the use of algorithm. Emulation result indicates it 

is effective. 

Key words—Wireless Sensor Network(WSN); routing 

protocol; LEACH protocol ;cluster head 

           
I. INTRODUCTION 

Wireless sensor network (WSN, Wireless Sensor 
Networks) is a network system, made up by a large 
number of tiny sensor nodes with communicating and 
computing power densely planted in unattended 
monitoring region, which can self-constituted to 
complete the assigned task of "smart" self-monitoring 
and control network system according to environment. 
It can be widely used in military reconnaissance, 
environmental monitoring, agriculture, aquaculture 
and other commercial areas, as well as space 
exploration, and disaster rescue and other special areas. 
Being as a new information accessed method and 
processing model, wireless sensor networks have 
become a research hotspot at home and abroad.  

Wireless sensor networks have the following 
characteristics: 1) The node distribution is extremely  

 
dense. To every node, maintaining all the information 
is not practical. 2) The node’s capacity of processing 
ability, electrical power and storage is very limited. 3) 
In the network, nodes are mostly static, and poor 
working conditions will make a high probability of 
node failure. In the network, the data transmission is 
controlled by the management of routing protocols. 
Therefore, to design an excellent network system can 
not be separated from routing protocol research. 
Sensor nodes typically use irreplaceable power with 
the limited capacity, the node’s capacity of computing, 
communicating, and storage is very limited, which 
requires WSN routing protocols need to conserve 
energy as the main objective of maximizing the 
network lifetime.  
 

II. ROURING PROTOCOL FOR WIRELESS    
SENSOR NETWORKS 

A .   Currently wireless sensor network routing 
protocols and classification  

According to the characteristics of wireless sensor 
network, domestic and foreign researchers have 
promoted a variety of routing protocols [1]. Routing 
protocols are divided into flat and hierarchical routing 
protocols. Typical flat routing protocols are: Flooding, 
Gossiping, SPIN (Sensor Protocol for Information via 
Negotiation), SAR (Sequential Assignment Routing), 
Directed Diffusion and so on. 

Hierarchical routing protocols: LEACH (Low 
Energy Adaptive Clustering Hierarchy), TEEN 
(Threshold Sensitive Energy Efficient Sensor Network 
Protocol), PEGASIS (Power - Efficient Gathering in 
Sensor Information System) etc. The design idea of 
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such protocol is that all the nodes are divided into a 
number of clusters, cluster head and cluster members. 
Each cluster elects a cluster head according to certain 
rules. Cluster head is responsible for the information 
collection, integration, and data transmitting.  

B .   LEACH protocol 

LEACH is clustering routing protocol firstly 
proposed by MIT’s Chandrakasan designed for 
wireless sensor network low-energy adaptive 
hierarchical routing algorithm. The algorithm 
randomly selects cluster heads, and the other nodes 
divide into groups depending on strength of the 
received signal from the cluster head. LEACH defines 
a "wheel" (Round) concept, and each wheel is made 
from the two stages of cluster stability and the 
establishment. LEACH protocol via a distributed 
algorithm to form a cluster, each node independently 
decides whether to act as the cluster head node in the 
current round. For each node ‘n’ must be randomly 
generated a random between 0 and 1. If the random 
number is less than threshold T (n), then the node is 
selected as the current round of the cluster head node. 
T (n) is defined as:  

� �
/ (1 ( mod(1/ )))

0
p p r p n G

T n
otherwise

� � ��
� 	



 1

Where p is the expected cluster head node in all 
the percentage of sensor nodes, r is the number of 
rounds that carried out, G is in the last 1 / p rounds are 
not served as a set of cluster head nodes. 

After the cluster head node is selected as cluster 
head nodes, each cluster head broadcast the 
information that it become to cluster head(ADV), 
other non-cluster head node according to signals 
received by the broadcast information to determine the 
cluster to be added, and send a join request to the 
cluster head. When the cluster head node receives 
from the members of the "Registration" message from 
the members, it generate a TDMA time slot table for 
slot allocation of each member based on the number of 
members of the node, thus ensuring there is no conflict 
between the data sources, when each node knows own 
time slot then enter the stable work.  

In a stable stage, the members of the nodes that 

belong to its own time slot send data to the cluster 
head, while the rest of the time the radio module can 
be turned off and enter the sleep state, which is one 
main method to save energy of LEACH. After Cluster 
head node receives data collected by the members of 
the node, it will be fusion the data and send it to the 
sink node.  

C .   The advantage and disadvantage of LEACH  

LEACH algorithm uses the hierarchy, the cluster 
head through the data fusion mechanism to reduce the 
data traffic. LEACH algorithm is randomly selected 
cluster head, through a rotation election that high 
energy consumption will be evenly distributed to all 
nodes on the network. Therefore compared with the 
general multi-hop routing protocols and static 
clustering algorithm, LEACH can extend the network 
life-cycle of 15%. 

The election of cluster head node ignores residual 
energy, geographic location and other information, 
which may easily lead to cluster head node will 
rapidly fail. In addition, LEACH assumes that all 
nodes can be directly with the cluster head node and 
the base station node communication, while the actual 
network of base stations are usually far away from the 
sensing area, so that would make the cluster head, far 
from the base station, is easier to fail. So the expansion 
of the network is not strong. 

 
III. THE IMPROVED OF MULTI-HOP            
(LEACH-M) ROUTING ALGORITHM 

A .  Algorithm proposed 

In wireless communication, the node energy 
consumption applies with the same wireless 
communication model in the literature [2]. The two 
communication models are: free space model and the 
multi-path fading models. When the distance between 
the sending node and receiving node is less than a 
certain threshold value of d0, the free space model is 
applied. The transmission power was attenuated d2; 
otherwise, the transmission power was attenuated d4. 
When send K bit data to the distance d, the recipient 
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can use the following formula to calculate their energy 
consumption: 

2
0

( , ) 4
0

,
,

elec fs
sx k d

elec mp

kE k d d d
E

kE k d d d
�
�

� � �� 	 � ��


Similarly, receiving K bit data consumed energy:

( ) ERxE k k� � elec

made the e gy consumed by data received and send , 

Where means wireless transmission line that elecE  

ner

fs� mp� respectively, show that the two channel model 

In general, cluster-heads consume more energy to
parameters of energy needed to power amplification.

 
ma

 

Based on the above analysis, sensor node capacity 
is v

 following two points: (1) 
For

B .   Algorithm description 

Under the premise of K cluster, the improved 
alg

akes the 
fac

Where 

nage and receive data from nodes within the cluster 
than the other cluster node, as well as data fusion and 
forwarding. A cluster head that contains n nodes as a 
transit node, receiving data and then forwarding out, 
the energy consumption as follows: 

( )E n E k E E� �� � � �( , ) ( , )H k n Rx f sx k d� �

ery limited. If all the nodes communicate with base 
stations directly, that will lead some node far away 
from the base station rapid death. On the contrary, a 
simple multi-hop routing method is not satisfactory, 
because the cluster head node which close to the base 
station will die prematurely for transmitting much data. 
That will lead to the subsequent arrival of data can not 
passed to the base station. 

Improved through the
 low power consumption improvement, its main 

idea is based on monitoring of regional area, the 
number of nodes and the base station location to 
determine the optimal cluster number rather than the 
low-power adaptive algorithm in the fixed value. (2) 
For multi-hop path selection mode, the cluster head 
node close to the base station (BS) commitment to a 
large number of forwarding, energy consumes faster, 
leading to the cluster head from the base station closer 
to premature death. In order to reduce load of the 
cluster head nodes near the base station, a cluster size 
constraint mechanism is present. This paper presents 
the improved algorithm which is based on multi-hop 
LEACH cluster head (LEACH-M) algorithm, and 

considering the optimal number of cluster head 
selection, considering the factor of the energy to select 
the cluster head node, to maintain load balance within 
a cluster. Through constraint the clustering size under 
the multi-hop routing mode, clusters near the base 
station are in small scales but have a large amount, 
clusters far away from the base station are in large 
scale but have a small amount, for achieving the 
purpose of maintaining load balancing. 

orithm also continuously implements the cluster 
reconfiguration process in cycles during operation 
process. Each round is now divided into two phases: 
The establishment phase of the clusters and the stable 
phase of data transmission. Cluster establishment 
process can also be divided into two stages: cluster 
head node selection, clustering process. 
(1) The cluster head node election strategy 

Cluster head node election strategy t
tors of the energy into account, it is defined as: 

� �
( / (1 ( mod(1/ )))) /cur initp p r p E E n G

T n
� � � ��

� 	
 

0 otherwise


curE is to be the node's current energy, 
initE  is to  initial energy of the node. Compared 

 the node consumes more energy, the node 
consumes less energy have the priority of being 
selected as cluster head, which balances energy 
consumption between the nodes within the cluster. 
(2) Clustering process 

be the
with

ch cluster head includes the 
foll

r head node and then broadcast to 
all 

Initialization of ea
owing information:  cluster head number ‘k’ .  

Other cluster head information collection :Head [k], 
the initial value: Head [k]={}; the distance between 
the cluster head and the other cluster head, the 
collection of HeadC [k] [N], the initial value: HeadC 
[k] [N]={};  The distance between cluster head and 
base stations, a collection of HeadBS [k], the initial 
value HeadB [k] = {}, and all node-to-base station 
distance d [i] ={}. 

Selecting cluste
nodes in the network. After the cluster head nodes 

receive broadcasted information from other cluster 
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head nodes, make their number to join a collection of 
cluster head. Head [i] = {1,2, ... i-1 , i +1, ... K}, the 
cluster heads calculate the distance between the other 
cluster head. HeadC [i] [K] ={HeadC [i] [1], HeadC [i] 
[2] ... HeadC [i] [i -1], HeadC [i] [i +1], ... HeadC [i] 
[K]}, besides the cluster heads calculate the distance 
between the base stations HeadB [k ]={....}. This is 
preparing for the following clustering process and data 
transmission. 

According to the literature [4], when p = 5%, the 
ene

head which

6   

where: and  represent the max

 (BS), q i

   7  
 

By formula (6) can be draw ber of nodes 
wit

      

acc

a is to start from the base station 
thro

According lts comparison, this 
pa

          

tion results figure 1 is to test the 
relat

rgy consumption is optimal in the entire network, 
in the cluster head number ( optK ) to be optimal 
circumstances. The average num f nodes within a 
cluster is: / 1optN K � . Through the analysis above, 
the cluster  is close to the base station 
transmit data as many times, resulting in more energy 
consumption. Therefore try to minimize the cluster 
number nodes near the base station within a cluster, 
making cluster-heads consume less energy. When the 
distance from the base station taken into account, and 
the i-node elected as cluster head, the number of nodes 
within a cluster defined as: 

max m[ ( ( , )) / (X q d d i BS d� � �

ber o

ax min)]( / 1)optd N K� �

maxd
 and th

mind
nimum

imum 
distance e mi  the network nodes to the 
base station (BS). ( , )d i B S means distance the node 

i to the base station s a value for the (1,2) of 
the constant. Limited to network size, this article take 
q = 1.5. The formula (6) also has the function of 
limiting the size of the cluster, the maximum and 
minimum number of nodes within a cluster can be 
defined as: 

maxX q� � ( / 1)optN K �  
min ( 1) (1 / optX q p� � � �1)   8

n, the num
hin the cluster and the distance between node and 

the base station (BS) have linearly decreasing 
relationship, making the smaller cluster near the base 
station with larger numbers, and the larger scale of the 
cluster away from the base station in less numbers.       

The other nodes select subordinate cluster head 
 ionship between mortality and time of nodes. Base 

station (BS) location (50,255), when N = 100. In 
accordance with literature [4], the optimal value of the 
number of clusters is 5. As can be seen from the figure, 
the curve of LEACH-R algorithm and LEACH-M 
algorithm is almost a straight line parallel to the 

ording to the signal strength, and send the 
information to inform the cluster head. If the number 
of nodes within a cluster reach to the formula (6) 
required number, the further nodes want to join the 

cluster, the cluster head sends rejected message, 
notifying the nodes join the other clusters. The node 
receipt of rejected messages, select the energy strength 
of sub-weak cluster head node into the cluster, and so 
on to complete the establishment of clusters.  
(3) Data transfer 

The main ide
ugh the entire cluster head node, firstly to find the 

cluster head numbers which have the shortest distance 
from the base station to all the cluster head. That is 
finding out the minimum value from HeadB [k]. 
Assuming that the minimum value is i, denoted by L = 
HeadB [i], then find the shortest distance between the 
number of this cluster and another cluster head, from 
HeadC [k][N] which selects the minimum value, 
denoted by SL = HeadB [i] + HeadC [i ][..]. Based on 
this analogy, it establishes a reverse shortest path (L) 
though the base station. And then starting from the 
available last node in that cluster head, it transfer and 
fusion the data, through multi-hop, and finally arrive 
to the base station. After continuing stabilization for 
some time, the network re-enter the cluster 
establishment phase. The next round of cluster 
reconstruction begins and then constantly circulates. 

IV. SIMULATION EXPERIMENT AND 
ANALYSIS 

 to the simulation resu
per improved algorithm (LEACH-R) and LEACH, 

as well as the LEACH-M [5]. Emulation settings: 
Wireless sensor network consists of 100 wireless 
sensor nodes are distributed in 100 m × 100 m area, 
sending and receiving circuit loss at Eelec = 50 nJ / b, 
data fusion consumption Ef = 5 nJ / b. Magnification 
factor for the Efs = 10 pJ/b/m2 (d <d0), Emp = 
0.0013pJ/b/m4 (d�  d0). According to the literature [6] 
calculate d0 � 86.3 m. In order to simplify the 
experiment, this paper take d0 to 80m, the data packet 
length is 2000b. 

The simula
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horizontal axis in this article. Since these two 
algorithms make the network energy consumption is 
evenly shared to each node, so the dead time of the 
first node and the last one is very close. Compared 
with LEACH, LEACH-M makes the networks lifetime 
increasing by more than 40% (1st node death). 
LEACH-R, compared with the LEACH-M makes the 
network life expectancy increased by nearly 20%. 

The clusters of LEACH-R and LEACH-M ap

V. CONCLUSION 

ply 
multi-hop to transmit the data to base stations, so the 
increased distance between base stations and testing 
the region has little effect on the network. While in the 
LEACH protocol, the distance between base stations 
and testing area is too large, which will lead to the loss 
of energy of some cluster head node consumes too 
quickly, thus affecting the life of the network. Figure 2 
describes the relationship between the network 
location of life and the base station. As can be seen 
from figure 2, with increasing distance from the base 
station network, the speed of net life decay gradually 
becomes slow. Experiments shows that when the base 
station locations from (65,215) to (65,390), the 
network lifetime from 410 round down to 250 round to 
reduce the rate of less than 40%, which is better than 
LEACH and LEACH-M algorithm. 

 

Figure1. the relationship between dead nodes and time 

 

Figure2.  the relationship between sink position and time 

Ba ing protocol 
LE
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Abstract—We address an estimation problem of nonlinear 
dynamic system through a large-scale sensor network. Even 
though much research has been done in data fusion, the 
extension to nonlinear dynamic system is recently focused. The 
main difficulty in data fusion of nonlinear dynamic system 
comes from that effective nonlinear filters do not allow the 
information form. In this paper, two algorithms are 
considered to implement distributed Kalman filtering for a 
large-scale sensor network. Data fusion problem for a large-
scale sensor network is tackled by using Kalman-Consensus 
filter (KCF) whose scalability is suitable for a large-scale 
sensor network with random topology. Based on KCF fusion 
algorithm, Sigma-Point Information filter (SPIF) is proposed 
as a micro-filter of KCF to handle the nonlinear dynamic 
system. Because of its information fusion structure, it is simple 
and intuitive to be combined with the consensus algorithm. 
Newly proposed algorithm called Consensus Sigma-Point 
Information Filter (CSPIF) shows us the improved accuracy 
compared with local estimates. 

Keywords-Kalman filtering; nonlineaer dynamic systems; 
distributed data fusion 

I.  INTRODUCTION 
When a large-scale of sensor network monitors moving 

objects or processes dynamic signals from environment, 
efficient data processing is the most important task [1]. In 
many real-world applications network topology should be 
understood simultaneously with limited bandwidth of each 
sensor because a number of sensors are randomly 
distributed as shown in Figure 1. 

Recently, the understanding of the random network 
topology using algebraic graph theory enables researchers 
to propose a new data fusion algorithm [2]. By this way, the 
distributed Kalman filtering is proposed as a name of 
Kalman-Consensus Filter (KCF) which is the breakthrough 
for the estimation problem in randomly distributed sensor 
network [2, 4]. Unlike decentralized Kalman filtering, 
distributed Kalman filtering can efficiently handle the 
scalability of network with changing topology. Basically in 
KCF, sensors are assumed to be randomly distributed and 
non-fully connected. This consideration is more realistic 
than the decentralized Kalman filtering with no limitation 
of communication bandwidth [5].  

Originally data fusion problem arises to overcome critical 
disadvantages of the centralized fusion. 

Communication issues and computational complexity 
limit the centralized fusion scheme for its use of ubiquitous 
applications. To alleviate these limitations, decentralized 
Kalman filtering is proposed [5, 6]. The parallelization 
property of the information form of Kalman filter allows the 
mathematical equivalence the filter with centralized one 
which is theoretically known as the naive optimal solution. 

In some cases, however, decentralized Kalman filtering 
may not work properly because various kinds of sensors are 
randomly distributed so that some of sensors are distributed 
without their cluster heads. KCF is a reasonable solution in 
such cases because of the scalability of the algorithm. 
Inherently KCF does not require any fusion center instead 
by exchanging messages and considering connectivity 
information of the network by using graph theory, fast 
agreement of nodes enables convergence to the global 
estimate. 

The main contribution of this paper is a new distributed 
Kalman filtering algorithm for the estimation of nonlinear 
dynamic system in a large-scale sensor network. To design 
the algorithm for nonlinear dynamic systems, statistical 
linearization method by using unscented transform (UT) is 
used to obtain the linearized state space model. From the 
linearized state space, we can apply the information fusion 
scheme for nonlinear systems. We adopt the KCF algorithm 
as the main fusion algorithm [2]. Quantitative performance 
evaluation is provided through a numerical example with 
mean square error (MSE) of proposed algorithms. 

Figure 1. Randomly distributed sensor network with 100 nodes 
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II. BACKGROUND AND PRELIMINARIES 
In this section, the problem to solve is defined and some 

preliminaries are given to introduce tools to design the 
proposed work. First, nonlinear dynamic estimation and 
data fusion problem are defined. Afterwards, information 
fusion rule and KCF are introduced in following 
subsections. Based on two ideas, proposed work is 
introduced with SPIF. 
 

A. Data fusion problem 
Consider a general nonlinear dynamic system and 

measurement (sensor node) model. 
Let  

 
( ) ( )( ) ( ) ,    1,..., ,i i iz k h x k v k i L= + =   (1) 

 
be the nonlinear measurement model, where k, i and L 
mean the time instance, the measurement index, and  
number of measurement sensors in the network, 
respectively. The measurement set up to the current time 
instance k from thi  sensor node is denoted by 

( ) ( ){ }1 ,..., ,k
i i iZ z z kΔ ( )iv k   is the white Gaussian 

measurement noise ( ) ( )( )~ 0,i iv k N R k . 

This nonlinear sensor model measures the state of a 
nonlinear dynamic process,  

 
( ) ( )( ) ( )1 ,x k f x k w k= − +    (2) 

 
where the initial state ( ) ( ) ( )( )0 ~ 0 , 0x N x P  and 

( ) ( )( )~ 0,w k N Q k  means the zero mean Gaussian random 

vector, . Here, the main goal of the problem is to fuse 
estimates of the state vector (ex: position of moving object) 
based on the measurements collected from the L randomly 
distributed sensor nodes over the large sensor field.  
 

B. Decentralized information filter 
For the simplicity, before solving the fusion problem of 

nonlinear dynamic system state estimates, let us start to 
explain from the linear system case. In linear system 
estimation cases, information filter is mathematically 
identical to the Kalman filter. The usefulness of the 
information filter is proved to be efficient for the 
decentralized data fusion [5] and robust hierarchical data 
fusion [7]. As assumed in Kalman filtering theory, 
probability density function of the random state vector is 
fully summarized in mean and variance under the linear 
Gaussian problems.  

Consider a linear Gaussian system, 
Initial state:  

( ) ( ) ( )( )0 ~ 0 , 0x N x P     (3) 

 
System model: 

( ) ( ) ( ) ( ) ( )1 ,x k F k x k G k w k= − +    (4) 
 
Measurement model:   

( ) ( ) ( ) ( ) ,Z k H k x k v k= +    (5) 
 
where ( )Z k be the collected measurements from all the 

sensors linked with the center and ( )H k  is the 
measurement matrix of central processor. The process noise 

( )w k  and measurement noise ( )v k  of central processor are 
assumed to be white Gaussian as defined in section A. Here, 
the system and measurement model can be regarded as the 
linearized state-space for nonlinear filtering problem in 
section A. which will be discussed in detail later. The 
Kalman filter has the recursive form of equations to 
construct state estimate with conditional mean 

( ) ( )ˆ kx k E x k Z⎡ ⎤Δ ⎣ ⎦
 and covariance ( ) ( ) ,kP k Var x k Z⎡ ⎤Δ ⎣ ⎦

 

under the noisy measurement and imperfect description of 
the model where ( ) ( ){ }1 ,...,kZ Z Z k= . We call this problem 

as a centralized fusion considering all the measurement and 
use this to obtain Kalman estimate. 

The information filter has prediction and update structure 
as those of the Kalman filter but slightly different form. The 
prediction and update equations for the information filter 
are 
 

Update 
( ) ( ) ( ) ( )1 ,TS k H k R k H k−=  

( ) ( ) ( ) ( )1 ,Ty k H k R k z k−=  

( ) ( ) ( )( ) 11 ,M k P k S k
−−= +  

( ) ( ) ( ) ( ) ( ) ( )ˆ ,x k x k M k y k S k x k⎡ ⎤= + −⎣ ⎦       (6) 

 
Prediction 
( ) ( ) ( )ˆ1 ,x k F k x k+ =  

( ) ( ) ( ) ( ) ( ) ( ) ( )1 ,T TP k F k M k F k G k Q k G k+ = +    (7) 
 
where ( )S k  and ( )y k  represent the contribution terms of 
state and information. 
     Although mathematically simple, the centralized fusion 
suffers from many limitations especially for the large-scale 
network where all the nodes cannot be fully linked each 
other. As an alternative, decentralized fusion is widely used 
due to its efficient data processing. Decentralized fusion 
algorithm is suggested by Durrant-Whyte [5] and other 
researchers by utilizing the information Kalman. Because of 
simple additive update form, the decentralized Kalman 
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filter has been intensively used to solve the data fusion 
problem. 

To briefly explain the decentralized Kalman filter we 
start to consider the measurement system (5) as the 
augmented measurement system. Then the model is divided 
into n sensor nodes as 

 
( ) ( ) ( ) ( ) ,    1,..., ,i i iz k H k x k v k i L= + =   (8) 

 
which is the linearized measurement model for each sensor 
node. The measurement noises are uncorrelated and 
Gaussian defined as (1). The equivalent augmented 
measurement model is given by  

 

( ) ( ) ( ),..., ,
TT T

i LH k H k H k⎡ ⎤= ⎣ ⎦  

( ) ( ) ( )1 ,..., ,
TT T

Lv k v k v k⎡ ⎤= ⎣ ⎦  

( ) ( ) ( ){ }1 ,..., .LR k diag R k R k=    (9) 

 
Contribution terms in (6) can be represented by summation 
of contribution of each sensor as 

 
( ) ( ) ( ) ( )

( ) ( ) ( )
( )

1

1
1

,
i

T

L T
i i ii

U k

S k H k R k H k

H k R k H k

−

−
=

=

=∑                              (10) 

( ) ( ) ( ) ( )
( ) ( ) ( )

( )

-1

-1
1

       ,
i

T

L T
i i ii

u k

y k H k R k z k

H k R k z k
=

=

=∑                 (11) 

 
which means the parallelization of the contribution terms. 
This property enables us to derive the decentralized Kalman 
filter easily. In the data sensor network, one node 
communicates with linked sensor nodes to collect 
contribution terms for data fusion. Only thing needed to be 
done is to collect contribution items from adjacent nodes. 
However, as pointed out in the introduction, the 
decentralized fusion scheme is not realizable in the large-
scale sensor networks. It only can be implemented for the 
fusion for local clusters consist of hierarchical sensor 
networks [7].  
 

C. Kalman-Consensus Filter (KCF) 
Even though the decentralized Kalman filter introduced 

in section B is the basic tool for fusion in sensor network, 
scalability and topology of the network are not considered 
in the algorithm that are critical factors in real situations. To 
satisfy such factors, the consensus algorithm is introduced 
in data fusion algorithm. The implementation of the 
consensus algorithm for data fusion in sensor network has 
been discussed in several articles by Olfati-Saber et al. [2, 

4]. The basic idea of consensus filters for sensor network is 
that each node communicates with its adjacent nodes and 
approach to the average consensus after few times. The 
consensus problem is formulated by differential equation 
form based on the consensus protocol. Several types of 
protocols are proposed and their accuracy and convergence 
analysis are given in [2]. Among them, distributed Kalman 
filter algorithm with an estimator that has a consensus term 
(Algorithm 1 in [2]) is inferred which is called Kalman-
Consensus filter (KCF). The KCF is known for the solution 
of data fusion in P2P network. 

Generally in consensus fusion, individual node 
calculates own estimate by the modified information form 
of Kalman filter given in section B. Suppose we have a 
sensor network with an ad hoc topology described by the 
undirected graph ( ),G V E= and L  nodes. Vertices; 

{ }1,2,...,V L=  stand for the sensor nodes and ,E V V⊂ ×  
edges mean communication link between sensor nodes. The 
KCF serves as a micro-filter of the network which 
communicates its own information with neighbors 

{ }:i i iN J N i= ∪ . The KCF algorithm in [2] is used as the 
main data fusion methodology and provided in the proposed 
algorithm with Algorithm 2 in Section Ⅲ. See the detail 
derivation and analysis in [2]. 

 

D. Sigma-Point Information Filter (SPIF) 
Recently, in [8], authors applied distributed PFs for the 

data fusion with nonlinear fusion rule which is similar to 
the consensus algorithm. However, a critical drawback of 
computational complexity limits its usage in real-time 
processing. Compared with the PF, SPKF has advantages in 
computational complexity and balanced accuracy by 
scarifying certain flexibility. Unfortunately, however, SPKF 
cannot be extended to the KCF because information form 
does not exist. To tackle this limitation, we propose to use 
sigma-point information filter (SPIF) [3] as a micro-filter of 
the KCF. The SPIF has the same information form of the 
Kalman filter which makes it possible to be used in 
decentralized fusion. By applying the statistical 
linearization technique, it successfully overcomes the 
performance degradation from nonlinearity. 

In sigma-point filters, a set of sigma-points is used to 
approximate the nonlinear transformation of Gaussian 
density. This approximation method is called the unscented 
transformation (UT) and it is used for the main tool for 
derivation of sigma-point filters. To apply the sigma-point 
based nonlinear filter for the information fusion, system and 
measurement model is statistically linearized by using UT. 
UT is used to compute the matrices and linearization offset 
with sigma-point approach.  

Let ( )u g= ∗  a nonlinear function to be linearized as 

( )u g x Ax c= ≈ + . To implement SPIF, we need coefficient 
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matrix A  and vector c  for the approximation of nonlinear 
system (1) and measurement (2) model. The detail about the 
procedure to obtain these coefficients, see the reference [23].  

We use augmented state vector which includes state, 
process noise, and measurement noise to be more effective 
against correlated nonlinearity. 
 

( ) ( ) ( ) ( )
( ) ( ) ( )

-1 -1 ,  ,  ,

-1 -1 ,  ,

ab T T T
i

a T T

x k x k w k v k

x k x k w k

⎡ ⎤≡ ⎣ ⎦
⎡ ⎤≡ ⎣ ⎦

( ) ( ) ( )-1 -1 ,  .b T T
ix k x k v k⎡ ⎤≡ ⎣ ⎦    (12) 

 
With augmented states, nonlinear system and measurement 
model is rewritten as 
 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

,

,     1,..., ,

x

z
i i

x k F k x k c k Gw k

z k H k x k c k v k i L

= + +

= + + =
 (13) 

 
where F , H , xc  and zc  are coefficient matrices of 
dynamic system and observation system and off set vector 
respectively.  ( )~ 0,w N Q  and ( )~ 0,iv N R  are the process 
noise and measurement noise with linearization noise. All 
the model parameters are obtained from the statistical 
linearization technique. 
 
Algorithm 1 Sigma-Point Information Filter  
(Decentralized form) 
Given P  and ( )x k  

Obtain the linearized state-space model by using UT: F , 
H , xc , zc , w  and iv  
 

Update 

( ) ( ) ( ) ( )1
1

L T
i i ii

S k H k R k H k−
=

=∑  

( ) ( ) ( ) ( ) ( )1
1

L T z
i i i ii

y k H k R k z k c k−
=

⎡ ⎤= −⎣ ⎦∑  

( ) ( ) ( )( ) 11 ,M k P k S k
−−= +  

( ) ( ) ( ) ( ) ( ) ( )ˆ ,x k x k M k y k S k x k⎡ ⎤= + −⎣ ⎦  

 
Prediction 

( ) ( ) ( ) ( )ˆ1 ,xx k F k x k c k+ = +  

( ) ( ) ( ) ( ) ( ) ( ) ( )1 .T T
iP k F k M k F k G k Q k G k+ = +  

________________________________________________ 
 

III. PROPOSED ALGORITHM 
In real situations, the dynamic of moving object or 

signals of interest are not described in linear models even 
measurement model may be nonlinear. In this paper, we 

propose the Consensus Sigma-Point Information Filter 
(CSPIF) for nonlinear state estimation using distributed 
sensor network. With preliminaries in section Ⅱ, it is 
simple and intuitive to extend the KCF to the nonlinear 
problem by introducing SPIF in standard consensus filter 
structure. Every node in the network calculates contribution 
terms with statistically linearized state space models. Then 
this information including previous estimate of each node 
are spread and exchanged with messages from the adjacent 
nodes. Adjacent nodes can be decided by the 
communication resources of each node and a bunch of the 
inclusive adjacent nodes { }i iJ N i= ∪  create the network 
topology. In the implementation of CSPIF, one node 
exchanges messages with adjacent nodes by P2P network 
link. The distributed data fusion algorithm is needed 
especially in this case because there is no hierarchical 
structure composed of cluster heads and sensing nodes [7]. 

The proposed algorithm, CSPIF is summarized in 
Algorithm 2 as follows. 
 
Algorithm 2 CSPIF of node i  
Given iP  , ix , parameter ε  
1. Obtain the linearized state-space model by using UT: 

F , H , xc , zc , w  and iv  
2. Obtain measurement  

( ) ( )( ) ( ) ,    1,...,i i iz k h x k v k i L= + = . 
3. Compute contribution term of information state and 

matrix 
-1T z

i i i i iu H R z c⎡ ⎤= −⎣ ⎦  

 -1T
i i i iU H R H= . 

4. Broadcast message ( ),  ,  i i i im u U x=  to neighbors in iN . 
5. Collect messages ( ), ,j j j jm u U x=  from neighbors. 
6. Aggregate the information states and matrices of 

neighbors including node i : { }.i iJ N i= ∪  

,    
i i

i j i jj J j J
y u S U

∈ ∈
= =∑ ∑  

7. Compute the Kalman-Consensus estimate 

( )-1-1
i i iM P S= +  

( ) ( )ˆ
1  i

i
i i i i i i j ij J

i

M
x x M y S x x x

M
ε

∈
= + − + −

+ ∑  

8. Update stage 
,

ˆ

T T
i i

x
i i

P FM F GQG

x Fx c

← +

← +
 

________________________________________________ 
 
For the simplicity, we drop the time index ' 'k . And the 
parameter ε  is the update step-seize of discrete-time model. 
The CSPIF iteration has almost the same form as the KCF 
including statistically linearization process to obtain the 
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linearized state-space model. Additionally, in contribution 
terms and update stage, compensations through offset 
vectors xc  and zc  is considered.  

IV. NUMERICAL EXAMPLE 
In this section, a nonlinear example is tested to illustrate 

the effectiveness of the proposed algorithm. We model the 
moving object with sinusoidal stochastic vector composed 
of its x and y position: 
 

( ) ( ) ( )( ) ( )( ) ( )cos 1 1 2sin 1 ,x x y y xp k p k p k p k w k= − − + − +

( ) ( ) ( )( ) ( )( ) ( )( ) ( )sin cos sin .y y x x y yp k p k p k p k p k w k= + +   (14) 

 
The position of object is measured by the sensor network 

of nodes with measurement system: 
 

( ) ( )( ) ( )( ) ( )2 2
,

1,...,100,

x y
i x i y i iz k p k s p k s v k

i

= − + − +

=

      (15) 

 
where x

is  and y
is  are the thi  sensor node location in the 

network. The initial position ( ) ( ) ( )0 0 0
T

x yX p p⎡ ⎤= ⎣ ⎦
 and 

sensor noise ( )iv k  are white Gaussian and its variance is 
proportional to the distance between object and sensor node 
location. For further descriptions of the example refer [8].  

This example is fully nonlinear where standard Kalman 
filter is not useful. Performance of the proposed algorithm 
is compared with the estimate of individual SPIF node 
without communication. In the simulation result from 
Figure 2, selected nodes are compared by pairs, and it 
shows that every sensor node approaches the average 
consensus and its accuracy is significantly improved. The 
result proves that the proposed algorithm handles scalability 
of the network in the estimation of nonlinear dynamic 
system efficiently even without any global fusion center. 
Compared to the result using PF [8], with light 
computational cost nonlinearity of dynamic system state is 
reasonably handled. For more severe nonlinearity or non-
Gaussianity, the CSPIF can be improved using Gaussian 
mixture representation. The further improvement with 
Gaussian mixture is remained as our future work. 

V. CONCLUSION 
A new approach of nonlinear dynamic system 

estimation by randomly distributed sensor network is 
discussed. To efficiently handle the sensor network of 
randomly created topology, KCF is used as a main 
framework. To achieve the nonlinear dynamic system 
estimation via KCF framework, we suggest the SPIF as a 
micro-filter of the KCF. The sigma-point approach is to 
approximate nonlinear dynamic systems. From the 
numerical example, it is proved that CSPIF provides 
superior improved accuracy from the distributed fusion 

strategy and nonlinear filters. From a numerical example 
even in nonlinear dynamic system estimation, we can 
confirm the improved accuracy using CSPIF. 
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Abstract—Wireless multimedia sensor networks (WMSNs)  
models emphasize QoS guarantee. We provide QoS guarantee 
to measure the qualitative performance of QoS routing model, 
such as bandwidth, delay and delay jitter. A path that satisfies 
with the QoS is found by the Directed Diffusion (DD) 
algorithm in this paper, and an incomplete information game 
routing model is presented under this condition. We show that 
the optimal routing architecture is the mixed Bayesian Nash 
equilibrium of the N-player routing game. Computing the 
probability to replace the node with low energy, which may 
maximize benefit of networks and reduce energy consumption, 
prolongs the network lifetime, and finally the result of the 
model is presented. 

Keywords: wireless multimedia sensor networks, game 
theory, routing 

 

Wireless multimedia sensor networks (WMSNs) have 
some special characters different with other wireless 
networks, for example limited resources, highly data 
redundant, and different application need different QoS 
guarantee. The QoS routing for WMSNs has been considered 
as a critical issue [1]. Sensor nodes are battery-powered 
devices, and inconvenience to replace battery in WMSNs. 
When a node’s energy runs out, it will change network 
topology, and even cause network interruption. So it is a 
conflict between the energy consumption of each node and 
the whole benefit of networks. When a node’s energy is 
lower, it may refuse to transmit. Under this potential 
"selfish" behavior, the routing problem of WMSNs is a 
natural fit for game theoretic. The goals of routing algorithm 
with game theory for WMSNs are to maximize benefit of 
networks and to reduce energy consumption. 

I. INTRODUCTION 
The use of game theory has proliferated, with a wide 

range of applications in wireless sensor networks. The 
application about energy and security of the wireless sensor 
networks based on the approach of game theoretic was 
reviewed in reference [2]. A game-theoretic of reliable, 
sensor-centric and energy-constrained routing game model 
was present in reference [3, 4]. In this model, sensors are 
regarded as rational/intelligent agents, they cooperate to find 
optimal routes to maximize their payoffs, and each node try 
to minus individual costs in the routing game. In reference 

[5], a model of length and energy constrained routing using 
game theory are shown. The Nash equilibrium of the routing 
game corresponds to optimal length and energy constrained 
path. A game theory based energy balance routing algorithm 
for wireless sensor networks (WSNs) was proposed in 
reference [6]. This algorithm introduces an arbitration 
mechanism and confidence probability to change incomplete 
information static game into complete information.  

It is well known that the global information of WMSNs 
is very difficult to obtain, so its routing technology usually 
depends on local information. Especially, WMSNs use the 
sleeping mechanism to prolong the network lifetime, 
however, some nodes can not obtain complete information of 
its adjacent nodes. We can design a mechanism to obtain the 
valuation of each node. For example, we suppose that a node 
before entering sleep model has obtained the residual energy 
of its adjacent nodes, when the network works after a period 
of time, it evaluates adjacent node’s residual energy based on 
the law of energy consumption, so we can use incomplete 
information game theory to study the routing problem of 
WMSNs. In this paper, an incomplete information game 
routing model for WMSNs is proposed.  

II. QOS ROUTING GAME MODEL 

A. Networking model  
In some applications of WMSNs, for example, 

environmental monitoring. When an event takes place in the 
interested area, the sensor node senses the event, and sends 
the sensed date to the sink node by multi-hop. This article 
assumes that WMSNs consist of a number of sensors and 
sink nodes. The sensor node can be multimedia or simple 
sensor nodes (such as a temperature sensor). Any node in 
networks has more than one adjacent node. Therefore, 
WMSNs can be shown as ),( EVG =  , where V  denotes the 
set of sensor node and E  is the set of duplex links 
corresponding with nodes. If r  is the communication radius 
of a sensor node. There will be a duplex links if the distance 
between the two nodes is less than r . 

B. QoS routing problem of continuous media in WMSNs 
In WMSNs, different applications demand different QoS 

guarantee. Precisely, it needs to provide the different QoS 
guarantee for real-time application, delay constraint 
application, and loss rate constraint application or not. Some 
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applications require a longer time to provide a continuous 
multimedia data (such as streaming multimedia), while 
others require a short time to provide an event-triggered 
multimedia data (such as snapshots). This paper discusses 
QoS routing problem of continuous media. Clearly, the goals 
of routing are looking for a path to content multiple QoS 
constraints on the basis of rational energy in sensor nodes. 

Definition 1. In WMSNs ),( EVG = , T represents the 
path set from source node Vs ∈ to the sink node Vd ∈ . 

)(tE  is the edge set of Tt ∈ , its QoS parameters can be 
described as follows : 

 (1) ( ) ( )( ) ( ) ( ){ }tE
j

v
i

vjvivebandwidthtbandwidth ∈= ,,,min  

(2) ( ) ( )( )
( ) ( )

∑
∈

=
tEjvive

jvivedelaytdelay
,

,  

(3) ( ) ( )( )( ) ( )
∑

∈
=

tEjvive
jvivejitterdelaytjitterdelay

,
,__  

(4) ( )tdelaytt =)(cos  
The QoS routing problem of WMSN: In WMSNs 

),( EVG =  , we need to find a path Tt ∈*  to satisfy the follow 
QoS constraints and optimal conditions. 

(1) ( ) min
* Btbandwidth ≥  

(2) ( ) max
* Dtdelay ≤  

(3) ( ) max
*_ Jtjitterdelay ≤  

(4) ( )*cos tt is minimum. 
Where minB  is lower limit of bandwidth, maxD is upper 

limit of delay and maxJ  is upper limit of delay-jitter. ( )*cos tt  
is the cost of path, it can be the length of the path or the 
delay.  

In order to definite the game players’ payoff, we provide 
a parameter to evaluate the network’s benefit.  

Definition 2.  The whole benefit of the path 
( ) ( ) ( ) ( )

⎩
⎨
⎧ ≤∧≤∧≥

=
others

JtjitterdelayDtdelayBtbandwidth
tf

,0
_, minmaxminϕ  

Where ϕ  is a constant, and it is greater than zero. The 
definition shows that if a path meets the QoS guarantee to 
transmit, the network will get a benefit ( )tf , and otherwise, 
the benefit is zero. So this path will not be selected in the 
game. 

In WSNs, node’s energy is limited. When one or more 
nodes run out its energy, the network can not supply the 
serves, so we often use the network lifetime to discuss this 
problem. The definition of network lifetime was summarized 
in reference [7]. A kind of definition is n-of-n lifetime. It is 
the most used and easy to calculate, but it is usually used 
without the mobile node condition. It can not reflect the 
network whether to continue using or not, so this definition 
is used to evaluate the performance of the algorithm; another 
definition is k-of-n lifetime, which is the improvement of 
above definition. Namely, the failure time of some nodes in 
WSNs, has the same faults as the above; another definition is 
described on the network coverage and the connection,which 
is closer to the actual requirement. We can use the time of 

 
Figure 1.  The basic idea of game routing 

accessing the interested region to define the network 
lifetime; Another definition depends on the quality of service 
(QoS), which can provide special service time. In this paper, 
we use the n-of-n lifetime to evaluate the algorithm. 

Definition 3. Network lifetime n
nT  is defined as the time 

of the first failure node, namely: 

vVv

n
n TT

∈
= min   

Where vT  is the lifetime of the node v .  
In WMSNs, routing algorithms must consider QoS 

constraints and be designed to prolong the network lifetime.  
C. Routing game model 

In WMSNs applications, it is usually Transaction-
oriented. According to the users’ requirements, internet users 
send data query to a special area of sensor nodes, such as 
environmental monitoring, rare animals monitoring and ward 
patient care. Directed Diffusion (DD) [8] is a typical routing 
protocol for WSNs, and it is based on data query. It is 
different to the traditional routing algorithm, DD is based on 
the center of data. Its basic idea is that the data collected by 
sensor node is defined as attribute value pairs. Sink node 
transmits interests, and requires sensor node to return 
interested data. The DD algorithm is used to select an 
efficient path from source node to sink node. We assume that 
a path that satisfies with the QoS is found by the DD 
algorithm, and the source node transmits the data through it. 
Obviously, the node’s energy will consume after a period of 
time when the data transmit over this path. In order to avoid 
node’s energy over-consumption, adjacency node which has 
higher energy uses game theory to replace the current node, 
this method can balance the energy consumption. Figure.1 is 
illustrated the basic idea of game routing. In Figure.1a, node 
1 transmits data to node 3 through node 2. Node x  and node 
2 both are adjacent nodes of node 1 and node 3, node x  is in 
sleep model. When network works a period of time, node 
x will be aroused. Then node x  will decide whether replace 
node 2 to transmit data with a game routing (Figure.1b 
shows). 

Next, we give the game routing model as following. 
Definition 4. An incomplete information routing game 

model: set node i  is a relay in the path t , its former node is 
1−i  and its latter is 1+i . )(iA  is the adjacent set of node 

i ,so the players of  incomplete information routing game 
model are ( ) ( )11 +∩−= iAiAN ,node Nx ∈ , the type space 

of each player is { }LH EEType ,=  . Where HE  

274



 

denotes that the node has  high energy, while LE denotes that 

 
 

 
Figure 2.  The two players’ payoff matrix of routing game 

the node has low energy. The strategy of the players is 
{ }transmitnottransmitsi 　　　= . The    payoff   function   of the 

player is defined by the whole network and its types. In order 
to discuss the problem conveniently, given two players 
participate in the game. One is node i  in the current path; 
The other node x  is a intruder (it may be replace the node 
i ),  its type is HE , it and has the largest residual energy in 
the set of N . When it enters the path, it knows all the QoS 
parameter value, but it does not know the energy of the 
current node i  expect its type .That is to say, node x  knows 
that node i  in the low energy probability is p . 

As the network routing goal is to search a path that 
satisfies the QoS and the minimal delay, the payoff when a 
node provide the forwarding service must be considered with 
its residual energy, the whole benefit and delay of the 
network. Under the node i  with high energy condition, it is 
defined as follows: 

( ) ( ) ( )( ) ( ) ( ) ( )
⎟
⎠
⎞

⎜
⎝
⎛ −××−=

E
xEiE

E
iEicifiv H  

Where, ( )if  is the whole benefit of the path. ( )ic  is the 
delay of node i , ( )iE  is  the residual energy of  node i  , E  
is maximal energy capacity of the  node. This definition 
shows that the less delay of a path, the more payoff will be 
achieved. The greater residual energy, the more payoff will 

be gained for the node. ⎟
⎠
⎞

⎜
⎝
⎛ −

E
xEiE )()( denotes that the 

intruder’s energy generates the effect for the node’s payoff. 
When intruder’s energy that is greater than current node can 
produce negative influence. In that case, nodes with high 
energy have an opportunity to enter and replace the current 
node. 

 

When the node i ’s energy is low, the network lifetime 
will be reduced, so the payoff will be discount, it is defined 
as follows: 

( ) ( ) ( )( ) ( ) ( ) ( ) 10 <<⎟
⎠
⎞

⎜
⎝
⎛ −××−×= αα 　

E
xEiE

E
iEicifiv L  

To the other player, if the intruder node x  is in sleep model 
without joining in the data forwarding, its payoff is a part of 
the path with node i  producing, it is defined as follows: 

( ) ( ) ( )( ) ( )
E
xEicifx ×−=′v  

When the intruder node x  replaces the node i , its payoff 
is defined as : 

( ) ( ) ( )( ) ( ) ( ) ( )
⎟
⎠
⎞

⎜
⎝
⎛ −××−=″

E
iExE

E
xExcxfxv  

When the intruder node x  replaces the node i , the 
payoff of node i  is: 

( ) ( ) ( )( ) ( )
E
xExcxfiv ×−=  

The payoff matrix of two players of incomplete information 
routing game is shown as Figure 2.  In Figure 2 , when the 
node x  is a intruder,  ( ) ″

Hxv  is the payoff under the nodes 
i  in the high energy, and ( ) ″

Lxv  is the payoff under the nodes 

i  in the low energy. Obviously  ( ) ( ) ″>″
HL xvxv . 

According to the game theory, there must have mixed 
Bayesian Nash equilibrium of incomplete information 
routing game. This game model will be discussed as follows. 

There are two types of the node i  in the path, 
{ }21 , iii ttT = , 1it denotes the high energy ,  2it  denotes the 

low energy, but the node x  has  only one type, { }xx tT = , 
According to the definition 4: 

( ) pttp xi −= 11  
( ) pttp xi =2  
( ) ( ) 121 == ixix ttpttp  

Given the node i  is in the high cost ( ) ( ) ( ){ }1
2

1
1

1 , iiiiii tststS = , 

( )1
1

ii ts  denotes transmit, ( )1
2

ii ts  denotes not transmit. 1k   is 

the probability of pure strategy ( )1
1

ii ts  that the node i  uses. 

While the probability of pure strategy ( )2
1

ii ts  is  11 k−  , 
[ ]1,01 ∈k . When the node i  is in the low cost 

( ) ( ) ( ){ }1
2

1
1

2 , iiiiii tststS = , ( )2
1

ii ts  denotes transmitting, ( )2
2

ii ts  
denotes not transmitting. 2k is the probability of pure 
strategy ( )2

1
ii ts  that the node i  uses., while  the probability 

of pure strategy ( )2
2

ii ts  is 21 k−  , [ ]1,02 ∈k .The node x  has 
only one type, ( ) ( ) ( ){ }xxxxxx tststS 21 ,= , ( )xx ts1  is intruding, 
while ( )xx ts 2  is not intruding. y  is the probability of pure 

strategy ( )xx ts1  that the node x  uses ,  while ( )xx ts2  is the  

probability of pure strategy y−1 . H
iπ is the expected payoff 

of the node in the high energy, and L
iπ  is in the low energy . 

               The type of node i  is LE  
                                Node x  

                      Not replace         Replace 
        Not Transmit    (0，0)         ( ( )iv ， ( ) ″

Lxv )  

Node i  
        Transmit  ( ( )Liv ， ( )′× xvα )     (0，0) 

The type of node i  is HE  
Node x  

Not replace        Replace 
Not Transmit    (0，0)         ( ( )iv ， ( ) ″

Hxv ) 

Node i  

Transmit   ( ( )Hiv ， ( )′xv )     (0，0) 
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xπ is the expected payoff of node x . In term of the static 
Bayesian Nash equilibrium definition: 

( ) ( ) ( ) ( )ivkyivyk HH
i 11 11 −+−=π                  (1) 

( ) ( ) ( ) ( )ivkyivyk LL
i 22 11 −+−=π                   (2) 

( ) ( )( ) ( )
( )( ) ( )

( ) ( )
( ) ( )′×−

+″−

+′−−

+″−−=

xvpky

xvkyp

xvkpy

xvkpyykk

L

Hx

α

π

2

2

1

121

1

1

11

11,,

                (3) 

Given ( ) ( ) ( )( )yykkkk −−− 1,,1,,1, 2211  is mixed strategy based 
on Bayesian Nash equilibrium, According to Bayesian Nash 
equilibrium existence, it is should be satisfied the following 
inequality 

( ) ( )ykyk HH ,,0 1111 ππ ≤=  

( ) ( )ykyk HH ,,1 1111 ππ ≤=  

( ) ( )ykyk LL ,,0 2121 ππ ≤=  

( ) ( )ykyk LL ,,1 2121 ππ ≤=  

( ) ( )ykkykk xx ,,0,, 2121 ππ ≤=  

( ) ( )ykkykk xx ,,1,, 2121 ππ ≤=  
With (1)-(3), six inequalities are precisely shown as: 

( ) ( ) ( )( )( ) 01 ≥+− ivivyivk HH                                 (4) 

( ) ( ) ( )( ) ( )( ) 01 1 ≥−+− HH ivivivyk                                   (5)  

( ) ( ) ( )( )( ) 02 ≥+− ivivyivk LL                                          (6) 

( ) ( ) ( )( ) ( )( ) 01 2 ≥−+− LL ivivivyk                                       (7)  

( )( ) ( ) ( ) ( ) 02111 1 ≥⎟
⎠
⎞⎜

⎝
⎛ ″−+″−− LH xvkpxvkpy                            (8) 

( ) ( )( ) ( ) ( ) ( ) 01111 21 ≤⎟
⎠
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⎝
⎛ ″−+″−−− LH xvkpxvkpy      (9) 

The equivalence between (4) and (5) is shown as:             
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The equivalence between (6) and (7) is shown as:   
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Assume that the intruder node x  evaluates that node i ’s 
probability of the low energy  is 

3
2=p , then they play with 

the game, given as: 
 ( ) ( )′+″= xvxvA H  

( ) ( )′×+″= xvxvB L α  

( ) ( ) ″+″= LH xvxvC 2  

y

k1

1

1

D

C/A
 

Figure 3.  The solution of routing game 

The equivalence between (8) and (9) is shown as:   

⎪
⎩

⎪
⎨

⎧

≤−+=
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02,1
02,10

02,0
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                (12) 

When the node i  is low energy, set 
( ) ( ) 0<− xEiE .According to (11), we get  02 =k , and it  is 

used in (12): 

⎪
⎩
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Given ( )
( ) ( )iviv

ivD H

H

+
=  

Based on the analysis method of Bayesian Nash 
equilibrium, we can get 

( ) ( ) ( ){ }0,1,1,0,1,0                             (14) 
and 

( ) ( )
⎭
⎬
⎫

⎩
⎨
⎧

−⎟
⎠
⎞

⎜
⎝
⎛ − DD

A
C

A
C 1,,1,0,1,

                        (15) 

(14) is not fit to the principle of routing. (15) is shown 
that node x  will intrude with  probability of D and transmit 
when the node i  is the low energy. 

III. CONCLUSION 
Routing game model has drawn the attention of the 

research community, an incomplete information game 
routing model based on WMSNs’ characters is shown in this 
paper. Its basic idea is that the node satisfies with the QoS in 
the path, if its energy consumption is greater, its adjacent 
node will enter via the game, and replacing it, generating a 
new path. Obviously, game routing will be able to avoid 
node’s energy over-consumption in the network, and to 
prolong the network lifetime. The next goal is to design and 
simulate a routing protocol, which depends on the 
incomplete information game routing model. 
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Abstract—The remote sensing data processing system is a typical 
distributed computing system, which concerns the parallel 
computing, spatial database, image processing and a series of 
computer technology. With remote sensing technology and the 
level of the continuous development, its data processing systems 
are becoming increasingly complex, management and 
maintenance costs continue to rise. Autonomic computing 
systems can effectively reduce system complexity, lower 
maintenance costs. Based on the characteristics of remote 
sensing data processing system, with the concept of autonomic 
computing, the knowledge model and mathematical model using 
in different scenarios are described in this paper. 

Keywords-Remote Sensing; Data Processing; Autonomic 
Computing 

I. INTRODUCTION  
The development of remote sensing satellite data 

processing technology has always been inextricably linked to 
computer technology. And by the rapid development of 
remote sensing, the remote sensing satellite data processing 
system coming from using single computer to distributed 
computing. With the hardware and software systems 
increasingly large, the system management and maintenance 
costs growing higher. In order to solve the problem of 
system complexity, the concept of autonomic computing 
provides us with a research orientation. Autonomic 
computing is self-configuration, self-optimizing, self-
healing, self-protection features of the distributed computing 
system. This paper analyzes the characteristics of remote 
sensing data processing system, using knowledge model 
combination with mathematical models to design the system 
in specific scenarios. 

 

II. THE DEVELOPMENT OF REMOTE SENSING DATA 
PROCESSING SYSTEM  

 
With the development of remote sensing, a variety of 

data sources, multiple data types, a variety of approaches and 
levels of data processing are made more and more demands 
to data processing system. In the beginning of earth 
observation system, the main processing object is visible 
lighting image. The computer technology, data storage 
technology was in relatively primitive circumstances. The 
super computer and tape storage system were used to process 

image data. For example, the pre-processing system of 
Landsat-5 satellite was consisting of VAX and HDDT tape 
drive. It spends about 4 hours to process one scene of 
Landsat-5 data. The storage capacity of HDDT tape is only 
10GB. 

Then the high performance micro-computer and 
workstation were used in the processing system. Typical is 
the use of SGI server for data processing. To storage the 
remote sensing data, DLT tapes were used with the storage 
capacity about 40GB.  

With the micro-computer and low-cost computer using as 
the computing nodes as a parallel data processing system 
was developed, by adding the parallel computing nodes can 
easily upgrade the system operation, reduce data processing 
time. Also as the development of magnetic random access 
memory technology used for data storage method, 
effectively improve the data access and storage time. 

Storage technologies, including the disk array 
technology, RAID technology, storage area network 
technology take a big convenience to data storage. And the 
prices of storage capacity keep declining. That makes it 
possible for use hard disk to storage remote sensing data 
without tape storage. 

At the beginning, the systems are highly targeted system, 
and cannot meet the changing of business needs.  Storage 
technology, database and parallel computing technology 
combined in remote sensing data processing system to 
promote a new way for system design. Meanwhile, how to 
make the hardware and software architecture can achieve 
high efficiency and flexible data processing capabilities, is 
the key research direction in remote sensing data processing 
system R&D. 

However, due to the development of remote sensing 
technology and the increasing of data types, it’s very 
important to increase the capacity of processing system. And 
the new requirements of algorithm flexibility, workflow 
reconfigure appear. That making the system more and more 
hugeness, software more and more surge in the amount of 
code. The management disposition difficulty increases, 
system's maintenance cost is getting higher and higher. 

In order to solve the problem of system complexity, the 
concept of autonomic computing provides us with a research 
orientation. 
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III. AUTONOMIC COMPUTING AND AUTONOMIC MODEL 
Autonomic computing system is a distributed computing 

system with self-configuration, self-optimizing, self-healing, 
self-protection features. Autonomic computing is inspired by 
the human body complex autonomous nervous system. It is 
the same way the demand forecasting system and clears the 
fault - without manual intervention to run smart. Autonomic 
computing can resolve the problems about the increasingly 
complex computing environments faced by management and 
cost. The difference between autonomic computing system 
and human body autonomous nervous system is human body 
make decisions is not self-conscious and autonomic 
computing system make decisions follow people’s 
commands. Autonomic computing is also different from 
Artificial Intelligence, although the latter has in some 
respects its reference. Autonomic computing is not to imitate 
human thinking as the main target, but to adapt to dynamic 
environment with self-management capabilities. Autonomic 
computing enables a computer system with self-management 
capabilities, including the following four parts. 

Self-configuration: The system according to the 
components of the change or changes in traffic dynamically 
self-reconfiguration, in order to always maintain a strong and 
efficient structure; 

Self-optimizing: The system according to user’s different 
needs at different times or traffic re-deploys resources to 
ensure the best quality of service； 

Self-healing: The system can detect errors in operation, 
and automatically correcting errors without prevent system 
operation, which improve system availability; 

Self-protection: To ensure that when they are not 
authorized intrusion, virus attacks and other hostile acts 
happened, system can discover and protect itself. 

Autonomic computing system is composed of autonomic 
elements. It work follow the MAPE (Monitor-Analyze-Plan-
Execute) loop for system planning and implementation. 
Throughout the MAPE loop, the autonomic element must 
first perceive the outside environment, and then the decision 
can be determined by policy-based response program and be 
implemented. In addition, the autonomic elements in 
autonomic computing systems should organize with each 
other through the certain method. And only through effective 
collaboration in autonomic elements can support the 
autonomy capabilities in system-level. Through policy-based 
management, service-oriented technology, intelligent agent 
technology, adaptive control theory, machine learning, 
optimization theory and other means, can be achieved or 
partially achieved the autonomic characteristics of autonomic 
system. These theories and methods can be divided into 
knowledge models, and mathematical models. 

 

IV. THE AUTONOMIC MODEL IN REMOTE SENSING 
SATELLITE DATA PROCESSING SYSTEM 

In the design progress of remote sensing data processing 
system, introduce the concept of autonomic computing, that 
makes the system have autonomic characters. And can 
reduce the complexity of system maintenance, can also 

makes the system has ability to adapt to environmental 
change. About the architecture of remote sensing data 
processing system, we mainly focus on the self-
configuration, self-optimizing and self-healing properties. 
Requires system have the ability to configure and optimize 
of the process workflow by itself and in the event of 
hardware and software failure the self-repair capacity was 
needed. As the remote sensing data processing systems are 
generally designed to be closed system. It has little 
communication with outside network or even with no 
connects to internet. Less requirements in self-protection 
feature of the system. Namely that the system has low 
probability of unauthorized access and attack. At the same 
time, only to consider the situation self-discovery such as 
system overload etc. 

Remote sensing data processing system generally can be 
divided into pre-processing system and post-processing 
system. Pre-processing system include the steps of 
interpretation of satellite downlink data, data framing, 
radiometric and geometric correction. Post-process usually 
start after the geometric correction. It includes precise 
geometric correction, orthorectification, information 
extraction, thematic map generation and other steps. In 
addition the system also includes servers, workstations, 
databases, high-speed data storage and other infrastructure 
facilities and services.  

In general, remote sensing data processing system 
including the database server to provide basic data support 
services, which may also include database for spatial data 
management. A server functions to provide public 
infrastructure services, such as Message Queuing 
service. There are multiple servers to provide core 
computing functions, catalog browsing, data sharing in 
remote sensing data processing system. In order to provide 
various services like core calculation, image processing, 
spatial data management, the system increased dramatically 
the amount of code. As the autonomic system with the self-
configuration, self-optimizing, self-healing, self-protection 
feature, used in remote sensing data processing system can 
effectively reduce system complexity and maintenance costs. 

In the remote sensing data processing system, to make 
the system has some autonomic characteristics, there are two 
main problems to be solved: 

First, according to the user's needs, how to plan system 
work flow, that use what components work together to meet 
business needs. This problem can be solved by autonomic 
computing technology using knowledge model. "Knowledge 
model is the model using artificial intelligence or knowledge 
engineering methods and techniques, such as models 
established by knowledge representation methods 
(production rules, semantic networks, frames, etc.), 
knowledge acquisition techniques (artificial transplant, 
machine perception, machine learning) ". With the 
knowledge modeling approach to establish autonomous 
computing system, the decision-making in MAPE loop is 
based on the knowledge-based analysis and knowledge-
based logical reasoning. The knowledge includes status 
determine knowledge, strategic knowledge and problem 
solving knowledge. Currently, to support knowledge-based 
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model of autonomic system, the technology mainly includes 
agent technology, web services and semantic web 
technologies. 

Making remote sensing data processing, the user's needs 
often differ. In geometric correction, the requirement of 
image data pixel accuracy may be different. In autonomic 
system, system can change the work flow automatically to 
use different accuracy DEM data. So that can reduce the time 
of data import and calculation, achieve the purpose of 
improving resource utilization. 

The second is when set the system work flow, how to 
select the system services and resources that work together to 
achieve the maximum utilization of system resources. 
Although knowledge model can be used in the system to 
analysis system conditions and working progress, making 
logical reasoning. But in situations that need to describe 
system working progress quantitative, such as system 
response time, CPU load, memory utilization and so on, the 
mathematical model is more applicable. The mathematical 
model established by using operational research and 
cybernetics can adjustment the system configuration and 
parameters by itself automatically when keep changing of 
system resource and environment status. The establishment 
of autonomic systems using mathematical models are mainly 
two ways, based on (adaptive) control theory and based on 
utility function. When using control theory approach, usually 
treat the system performance as a feedback control problem, 
and through the establishment of a feedback control system 
to achieve the self-management of system. The way based on 
the utility function is to use the utility function of each 
possible state of system and mapped to a real number for 
system performance instruction (such as reaction time, delay, 
throughput, etc.). The number is the basis of system adjusts 
and optimize. 

In the remote sensing data process, the resample of big 
image is frequently used. With mathematical model in the 
system, the status of CPU loaded and the number of tasks in 
queue of every compute node was gathered. And for 
example the new task of resample image will be distributed 
to the nodes that CPU load less than 50% and the task 
number in queue less than 5. Otherwise the task will not be 
distributed until the appropriate node is selected. 

 
 

V. CONCLUSION 
In this particular scenario of remote sensing data 

processing system, the introduction of the concept of 
autonomic computing, make system has a certain autonomic 
characteristics. While the user’s need keep changing, the 
self-configuration features and advantages of knowledge 
model was highlighted. The self-configuration was achieved 
through the collaboration of different strategies and system 
work flow re-combined. While High-density calculation 
happened, the mathematic model was used to rational 
distribute and use of system resources to achieved the system 
self-optimizing.  
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Abstract—This paper presents some analysis the new control 
technique of Web service composition of QoS,  how to monitor 
the process during run-time. The model based currently the 
development of Web service composition technique. The paper 
discusses some key problems of composing technique about 
dependencies between services that we must consider .At the 
same time. In the end, it put forward to the model of a web 
service composition, for promoting the technology of Web service 
composition.  

Keywords- QOS; Web Service; Web Services Composition 

I.  INTRODUCTION  

Quality of Service (QoS), is a qualitative agreement 
about information transmission and sharing between 
networks and users, as well as among users engaged in 
network communication, for instance, granted transmission 
delay, minimum distortion of transmission image, 
synchronization of audio and video, etc. Under an ordinary 
circumstance, it does not take QoS into consideration 
supposing the network is only used for specific applications 
without time limit. Generally speaking, based on Store and 
Forward mechanism, Internet (IPV4 standard) dose only 
provide users with a “best-effort” service, rather than 
guarantee real-time, integrity and sequentiality of arrival of 
data packet transmission, as well as QoS. Therefore, Internet 
(IPV4 standard) is mainly used in file transfer and e-mail 
services. However, QoS is very essential for some critical 
applications and multimedia applications. When overload or 
congestion occurs in the network, QoS can ensure that 
important traffic is not delayed or discarded, while ensuring 
the efficient operation of the network. 

Undoubtedly, how to implement QoS controlling in the 
Web Services Composition will be an important research 
direction both at present and in the coming future. 

  

II. CRITICAL FACTORS IN WEB SERVICES COMPOSITION  

Web Service Composition is the process in which a 
corporation provides its users with value-added web service 
by integrating the basic web services. The new service after 
this integration is called Composite Service, and the sub-
services constituting the Composite Service are called 
Component Services. Generally, Web Services Composition 
can be divided into two types: Static Composition and 
Dynamic Composition. Static Composition is the 
composition which requires the defining of the composition 
method of Composite Service specification in its design 

phase. Conversely, Dynamic Composition is characterized 
by the composition method in which the needed services are 
selected and invoked only at run-time. 

Then, what kind of services should be selected when 
processing a Web Services Composition? As for this 
question, the critical factor whether QoS of each service can 
meet the needs of users should be taken into account strictly. 
With the extensive development of Web services, QoS will 
become an essential factor judging whether a service 
provider can work effectively. QoS determines the 
availability and effectiveness of services, both of which will 
affect the popularity of the service. 

Due to the dynamic of external Web Services, a number 
of systemic issues must be taken into consideration as 
integrating Web services into a business process. For 
instance, there are different methods to construct the 
business process; the performance of the business process 
must be tested in accordance with end to end QoS that 
satisfies users’ needs. Taking into account all of these 
problems, the composition of service must be automatic and 
efficient. 

III.  DRIVING FORCES BEHIND QOS STUDY  

There are three main driving forces behind the study of 
quality of service (QoS) in Network: 
· The emergence of some business with strict 

requirements of QoS, such as Interactive real-time 
multimedia services, BP Tel and so forth. 
· the possibility of improving network efficiency and 

cutting network cost through QoS study. 
·QoS mechanism, coupled with the consideration of 

individual requirements of QoS, enables service providers to 
offer wide-ranging services, thus enhancing user satisfaction 
and boosting service providers’ profits at the same time.  
Therefore, how to improve the capacity of Network to 
guarantee QoS is the focus of QoS study，the ultimate goal 
of which is to ensure that QoS is up to users’ requirements. 
 
 

IV.  WEB SERVICES COMPOSITION LANGUAGE 

Because of the existence of different technologies and 
functions, integrating different applications is always a 
difficult task. The latest development of application 
integration derives from the Service Oriented Architecture 
(SOA) and Web services technology. From the SOA 
perspective, different application systems launch their 
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service functions in the form of Web services. Thus, a 
unified standard way (via Web Services) is used to access 
legacy systems and functions of a newly released application. 

Not only do we develop Web services and release these 
functions, but also we need an approach that can combine 
these functions in a correct order. That’s to say, we should 
define the business process that uses these Web services. 
Obviously, a simple and direct approach to define these 
business processes is urgently needed. Especially with regard 
to most business processes, they are volatile and require 
quick change in the processes. That is why BPEL (Business 
Process Execution Language for Web Service, also known as 
WS-BPEL or BPEL4WS) is so important nowadays. BPEL 
is applied to the combination of these Web services, so it can 
be regarded as a kind of SOA implementations. 
     Web services technologies, such as UDDI (Universal 
Description, Discovery and Integration)[1], SOAP (Simple 
Object Access Protocol)[2] and WSDL(Web Service 
Description Language)[3], are all used to describe, publish, 
discover and invoke the basic standards of Web services. 
Nowadays, WSFL (Web Services Flow Language)[4] from 
IBM, XLANG(Exchange Language)[5] from Microsoft and 
BPEL4WS (Business Process Execution Language for Web 
Services)[6] all support multiple service requests. 

V. WEB SERVICES COMPOSITION IN QOS MODEL 

A. QoS attributes 

Web Service Composition must meet certain 
requirements, which have also become research challenges. 
They are as follows: (1) able to discover the services meeting 
the demand dynamically; (2) able to implement composition 
services successfully; (3) able to transact composition 
services. A highly dynamic business environments request 
that Web Service Composition should be equipped with high 
availability, reliability and adaptability [7]. 

Four quality metrics of Web services: 
(1) Response Time (TS)：the time difference between 

invoking the service and completing the service;. 
(2) Service cost (CS)：the cost of invoking the service as 

the service requests to pay; 
(3) Availability (AI)：the probability of the service is 

still available within a certain time; 
(4) Reliability (RI)：the probability of the request being 

responded within the expected time. 
Generally speaking, response time of Web services is not 

always the same, but fluctuates in a certain range. Service 
providers may provide the worst response time (Tmax) and 
the average response time (Tavg, Tavg <Tmax). In most 
cases, the response time is closer to Tavg. Service providers 
define service response time (TS) and service cost (CS) 
matching their own service level (SLA) and provide agents 
with expected availability and reliability, then agents update 
values based on actual feedback values. 

B. Composition model 

Web Service Composition can be modeled in various 
ways, among which diagraph, state chart and Petri-Net are 
the three most commonly used workflow modeling methods. 

Diagraph has been widely used in business process 
modeling. It represents a composition service through 
activity node, control link, and data link these three elements. 
Activity node represents the various sub-tasks of a 
composition service; control link defines the dependency 
relationship among various services of different components; 
data flow is built on control flow and describe how business 
documents  flow among components’ services. 

State chart focuses on describing the system state 
changes. It has the semantics that are necessary for analyzing 
composition services. In the existent workflow specification 
languages, state chart provides the most extensive control-
flow structure (branching, concurrent, structured cycles, etc.). 

Petri-Net is a graphical language and has a formal 
semantic definition. A Petri-Net model with corresponding 
semantics will be able to describe a business process. As the 
behavior of Web services is basically a partially ordered set 
of operations, web services can be directly mapped to a 
Petri-Net. An operation corresponds to a transition element. 
A service status corresponds to a place element (also called 
library in some journals).A directed arc (called connection) 
between a transition element and a place element is used to 
define the causal relationship between the two elements. 

In the thesis, state chart is selected for modeling. Now 
look at the relationship among QoS s of individual web 
services in different composition models. QoS attributes in a 
business flow are determined by Qos attributes of each 
individual service. There are four main types to integrate 
each individual service into a business flow: sequential type, 
parallel type, condition type and cycle type. As the following 
figure shows, Web Service Composition is based on such a 
model[7]. 

Sequential ：              
 
 

 
Parallel ： 

 
 
 
 
 

 

CONDITION ：        

                                           P1 

 

                                            P3 

 

L1 Ln … 
 

L3 
 

L1 

L2 

Ln 
… 
 

L1 

L2 

L3 

Ln 
… 
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p1+p2+…+pn-1=1(0<p1,p2, …pn-1<1)  

Cycle ： 

 

 

Figure 1.  Composition flow model 

Sequential model is the most basic one, while other 
models can be converted into a sequence type. With regard a 
business flow composed of different services, its 
performance is determined by the quality of end to end, 
rather than each individual service. Here's the formula to 
calculate QoS attributes of a sequence type business flow, 
given the number of web Services is N. 

TABLE I.  QOS AGGREGATE FORMULA FOR THE SEQUENTIAL MODEL 

QoS parameters     values after composition 

Response time (Ts)        T= ∑
=

+
n

i

TniTsi
1

)(  

Availability (AI)             A=∏
=

n

i

Ai
1

 

Reliability (RI)              R=∏
=

n

i

Ri
1

 

Average execution time (M I)  M=∑
=

n

i

mi
1

 

C. The correlation of composition 

If there exists correlation among different web services, it 
is essential to consider the correlation when calculating 
values after composition according to QoS parameters in 
order to obtain more accurate values. For instance, parameter 
“Availability” in QoS is not only related to a single service, 
but the whole interrelated services. Thus, correlation 
becomes particularly important under the circumstance. The 
following figure shows a example of correlation. Suppose 
the five services from three computers are integrated into a 
composition, there are three models: the first one composed 
of L2, L6 and L7 these three services; the second one 
composed of L3 and L4; the rest composed of surroundings 
containing the former two. 

 
 
 
 
 
 
 
 
 
 

Figure 2.  Example constellation of dependency domains 

Assuming that the maximum ceiling of parameter 
“Availability” of each relevant area is set to 0.8, the 
maximum ceiling of parameter “Availability” of the whole 
composition will be 0.83, approximate 0.512. If calculated in 
a micro method, it will be 0.85=0.32768 and worse than the 
actual value. Therefore, correlation should be consider 
carefully for the sake of more accurate values. 

VI. CRITICAL POINTS IN WEB SERVICES COMPOSITION 

A. Service Algorithm Selection 

Now suppose there is only one QoS parameter restriction 
for users: : service response time, then two methods can be 
used to select the corresponding services: one is combination 
method; the other is chart method. Although combination 
method is a effective algorithm (also known as Pisinger's 
algorithm), it is only suitable for the situation in which there 
is only one execution path at the same time. In fact, it goes 
wrong during the execution of individual services so that the 
execution engine of business flow (like BPEL) needs to 
switch to the backup path to continue execution. Meanwhile, 
the execution engine also need to adopt the backup path for 
the new business flow and then notify agents so that agents 
can update the corresponding QoS parameter values (such as 
Reliability, Availability, Response time, etc.). Through the 
modeling approach (also known as CSP algorithm), chart 
method can deal with all the execution plan at the same time. 

 In the simulation study, it is found that Pisinger's 
algorithm is faster than CSP algorithm, especially when the 
system is very large. However, the former cannot properly 
handle the network transmission delay. Thus, it is 
recommended to use the second one. 

B. Surveillance of dynamic composition 

Compared with the static service composition, dynamic 
service composition has a higher complexity. Dynamic 
service composition depends on whether the process of 
discovering service can work automatically. Automatically-
discovered web services not only need to meet the 
requirements of functions, but also they are likely to take 
into account a number of other special service elements, such 
as costs, expenses, run time, response time, etc[8]. 

 When the service request has to meet certain 
requirements, user and service provider must reach a 
consensus. For instance, service providers should ensure that 
the implementation of composite services would be 
completed before the deadline, and among various business 
documents (data flow), only those who meet the conditions 
is correct. However, problem occurs when service providers 
distribute part of his services to a third party. Service 
providers must ensure that their agents can also complete the 
implementation of composite services within a specified time, 
but in fact it is hard to give such a guarantee. Currently, such 
methods as eFlow and AgFlow are widely used. EFlow[9] is 
an e-commerce services composition system developed in 
HP laboratory. Its’ dynamic service discovery agent (broker) 
has the ability to detect new launched services. If a new 
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launched service is more suitable for ever-running service 
process than the original one, eFlow engine will be able to 
insert the service. This mechanism makes composite service 
more self-adaptive. AgGlow[10][11]is a system designed for 
agent-based services discovery. If component service is 
running longer than estimated, it can complete the remaining 
parts of the mission through real-time updating service 
provider. 

The idea of another dynamic service discovery is resorted 
to semantic markup language to unify the description of 
heterogeneous service. 

All the service providers publish their service 
expectations, including Availability, Reliability, Average 
Response Time, Service Cost and so on. Agents will update 
and record the values based on the actual situation feedback 
from users. 

VII.  CONCLUSION 

We have introduced a Web Service Composition model 
and explained how to obtain more accurate results through 
monitoring of agent-based composition at run-time. Next ,we 
will assess the impact of composition environment and they 
will be applied to the software to implement our composition 
model. 
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Abstract—The mathematical model of comprehensive 
evaluation method is simple and easy to grasp. It is suitable for 
the evaluation of multi-factor and multi-level complex issues. 
Comprehensive evaluation as a specific application method in 
Fuzzy Mathematics, in the evaluation process of business, has 
been widely used. This paper describes the fuzzy 
comprehensive evaluation algorithm established based on the 
principles of Fuzzy Mathematics, designs and implements 
based on Internet a software platform can evaluate the 
business on the network. 

Keywords-fuzzy mathematics; comprehensive evaluation; 
ADO; ASP 

I.  INTRODUCTION  
The issues related to business objects are mostly multi-

factor and multi-objective. It is necessary to consider not 
only the object itself a variety of factors but also all the 
related factors. If only rely on evaluators’ qualitative analysis 
and logic judgment, lack of quantitative analysis to evaluate 
the object’s advantages and disadvantages, is obviously very 
difficult. It is requires the evaluation and selection should 
have the comprehensive and systematic approach, the fuzzy 
mathematics method is one of the simple and effective 
comprehensive evaluation method. 

II. DESCRIPTION OF THE ALGORITHM 
The evaluators evaluate some project of T, the number of 

attendance evaluators is Gk, k=1, 2, 3…s, namely, there are s 
evaluators. This project has m items of evaluation factors uj, 
j=1, 2…m. Each evaluation factor has R qualitative 
evaluation ratings Vi, i=1, 2 …n. These ratings according to 
evaluation requirements can be specifically divided into “A”, 
“B”, “C”, "D"… Each evaluator ek identifies a rating in R 
evaluation ratings of evaluation factor uj of T that is denoted 
as Rnm, so get an evaluation form as shown in Table 1. 

Table 1 reflects the relationship between the evaluation 
factors and ratings, this relationship represented by grade of 
membership that is called fuzzy relation. Rij in each table 
represents that evaluate item j of evaluation factor u of 
evaluation object T as evaluator’s number of rating Vi. Each 
value of R divided by s then get rij, which is the proportion of 
evaluator evaluated as rating i in item j factor evaluation by 
evaluators to total number of evaluators, expressed as a fuzzy 
matrix R. 

TABLE I.  EVALUATION TABLE 

LEVEL 
FACTORS

V1 V2 … Vi … Vn 

u1 R11 R12 … Ri1 … Rn1

u2 R12 R22 … Ri2 … Rn2

… … … … … … … 

uj R1j R2j … Rij … Rnj

… … … … … … … 

um R1m R2m … Rim … Rnm
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As the status of each indicators of evaluation factor in 
some project evaluation is different, therefore must give 
weights to the evaluation factor which sum is 1 and is 
denoted by Matrix A. 
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If evaluation matrix of Evaluation object T is B then B = 
A • R. 
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 A and R is two fuzzy matrixes, the multiplication of which 
is to combine each row of matrix A with each column of 
matrix R as the element of product. The rule of their 
combination is: compare a1 of matrix A with r11 of the first 
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column of matrix R and get the smaller, compare a2 of matrix 
A with r12 of the first column of matrix R and get the 
smaller, …, compare am of matrix A with r1m of the first 
column of matrix R and get the smaller, thus we get a group 
of sequences set: y1 y2 … ym, and then take the largest as the 
element of the combination product of the first row of matrix 
A and the first column of matrix B. This process can be 
written as （（a1∧r11）∨（a2 r∧ 12） …∨ ∨（an r∧ 1m））
= （y1 y∨ 2 … y∨ ∨ m）, Symbol  means get the smaller of ∧
two, Symbol  means get ∨ greater of two. The rest may be 
deduced by analogy and we can get: 

) III,......,,()(),...,(),(( 2112111 rnjj

m

jjj

m

jjj

m

j
bbbrararaB =∧∨∧∨∧∨=

===
 

Matrix B represents the level of T in some evaluation 
project belongs to grade V1 is b1, the level belongs to grade 
V2 is b2 … and so on; the rest may be deduced by analogy. 

Evaluation of T generally contains multiple projects, so 
all the individual results of evaluation can also form a new 
fuzzy matrix R '. Since the levels and factors each project 
contains may be different, therefore the number of each 
row’s elements may be different too, and then need to fill the 
matrix with 0. 
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As the status of each project in comprehensive evaluation 
is different, therefore must give weights to each project 
which sum is 1 and is denoted by Matrix A’. 
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The comprehensive evaluation matrix of evaluation 
object T is matrix B ', then B' = A '• R', the calculation 
method of B’ is completely the same with B. 

In order to quantify the evaluation, assign each rating; 
such as the assignment of V1 is 95 points, the assignment of 
V2 is 85 points, and so on and the rest may be deduced by 
analogy. Let the matrix obtained after assignment is V’, then 

get: 
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Thus the quantitative result of comprehensive evaluation 
is:  ‘VBL ⋅=

Value L is the evaluation scores that the object 
evaluated obtains finally.   
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The above is a process to conduct a project evaluation, in 
the real evaluation process the evaluation of T contains 
multiple projects. Therefore, the above algorithm can be 
repeated use. 

. IMPLEMENTATION OF  THE NETWORK EVALUATION 
SYSTEM 

The Algorithm is implemented by ASP, as the program 
must calculate a variety of evaluation (evaluation project, the 
elements of project and the grade of project all has many 
types), so the defined database is used to store all kinds of 
information of evaluation project (database relations is as 
shown in Figure 1). When a new project needs evaluation, 
we only need add the project name (Project_Name), the 
project factor (Project_Factor) and the project level 
(Project_Level) to the database, the evaluation program will 
be able to identify automatically and then be able to 
implement the evaluation for a variety of projects. 

 
project  

 
 Project_Namet 
 
 
 
 
 
 
 
 

Figure 1.  Evaluation Factor and Level table 

ASP uses two-dimensional array to store the data of 
matrix and the subscript of columns and rows to identify the 
location of elements in the matrix. The matrix R and A of 
different evaluation projects is different, the matrix R and 
A’s number of columns and rows must be determined before 
making matrix operations. Matrix R’s number of rows is 
determined by the factors the project included, means from 
the table level read the records number of the different 
factors (Project_Level) contained in the same project name 
(Project_Name). Matrix R’s number of columns is 
determined by the levels the project included, means from 
the table factor read the records number of the different 
levels (Project_Factor) contained in the same project name 
(Project_Name). Matrix A only has one line, which number 
of columns is same as the number of rows of matrix R. 
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A. initialization of the rows and columns of matrix R 
Matrix R is the original matrix of data collection, this 

evaluation system is a platform can make the multi-project 
evaluation, so the number of rows and columns of matrix 
need get from the related table of database; the specific 
procedure is as follows. 

<% 
Q1_Sql=”select Project_Level   
 from level where Project_Name=”+Project_G 
Set Rs = conn .execute(Q1_Sql) 
Col=Rs. RecordCount 
Rs.close 
Set Rs=nothing 
Conn.close 
Set conn=nothing 
%> 

 
<% 
Q2_Sql=” select Project_Factor 
 from factor  where Project_Name”+Project_I 
Set Rs = conn .execute(Q2_Sql) 
Row=Rs. RecordCount 
Rs.close 
Set Rs=nothing 
Conn.close 
Set conn=nothing 
%> 

 
<% 
Dim StringGrid1(Row ,Col) 
%> 

B. the number of columns of matrix A 
the status of the indicators of evaluation factors in some 

project evaluation is different, therefore must give weights to 
evaluation factors which sum is 1 and is denoted by Matrix 
A’. Matrix A only has one line, which number of columns is 
same as the number of rows of matrix R. 

<% 
Dim StringGrid2(Row) 
%> 

C. initialization of the rows and columns of matrix B 
A and R is two fuzzy matrixes; its multiplication is to 

combine each rows of matrix A with each columns of matrix 
R as the elements of product. Matrix B is the result of 
multiplication of matrix A and matrix R, which calculation 
process is as follows: 

<% 
for j=1 to n 
for I = 1 to Col 
for ( J = 1 to Row 
StringGrid1[I][J]= StringGrid1[I][J])/Temp  
for I = 1 to Col 
    for J = 1 to Row 
        {  if  StringGrid1 [I][J]> StringGrid2 [J][0] 
                StringGrid1[I][J]=StringGrid2 [J][0] 
        } 
for I = 1 to Col 

{    Max=0 
for J = 1 to Row 
        {  if  StringGrid1 [I][ J]>=Max 
                Max= StringGrid1 [I][J] 
        } 
StringGrid3[I][0]= Max 
} 
%> 

D. initialization of the rows and columns of matrix R’ 
The evaluation of an object contains multiple projects so 

the set of matrix B forms a new matrix R’. The generation 
process of R’ is as follows: from the algorithm, we can see 
matrix B only has one row and its number of columns is 
same as matrix B. Matrix R’ is formed by row of matrix B, 
but the number of columns of matrix B of different projects 
is different. we must compare the calculated number of 
columns of current matrix B with the number of columns of   
former matrix B, and get the greater as the columns of matrix 
R’, the number of rows of matrix R’ is same as the number 
of the evaluation project. When calculate a matrix B, matrix 
R’ will increase a row. 

The generation process of R’ is as follows: (StringGrid3 
denotes matrix R’, each rows of StringGrid3 is a matrix B. C 
is a rows counter, Col +1 is the number of columns of the 
current matrix B) 

<% 
StringGrid3.RowCount=C+1 
If (Col+1)>StringGrid3.ColCount 
StringGrid3.ColCount=Col+1 
StringGrid3.RowCount=C+1 
StringGrid3.Cells[0][C]=ComBox3.Text 
C=C+1 
%> 

E. Using method 
The network evaluation system based on comprehensive 

evaluation is an open evaluation system. It can evaluate a 
variety of business activities or the business objects. Before 
the evaluation needs initialize the system database (that is 
add data to each table of database). The first step is to 
determine evaluation project, and then add the project name 
to the table project. The second step is to determine the 
evaluation factors, and then add them to the table factor. The 
third step is to sort each evaluation factors by grade, and then 
add it to the table level. The fourth step is to capture the 
evaluator’s evaluation results through the front page, 
eventually form the matrix R, at the same time determine the 
number of columns of matrix A through the number of rows 
of matrix R, and give weights to matrix A. Finally, the 
programs on server calculate the evaluation results. 
 

IV. CONCLUSION 
Evaluation will be carried out frequently in the 

commercial activities; a network evaluation system based on 
fuzzy mathematical model has the following main 
advantages. 
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Scientific: Fuzzy mathematical methods quantize the 
projects needing evaluation and seriously consider the 
inherent relationship between every evaluation index and the 
ambiguity of evaluation system. The obtained quantitative 
value to some extent be able to truly reflect the level of this 
project, therefore, this method has some scientific. 
Reliability: Fuzzy mathematical model itself is rigorous in 
the theoretical system, the evaluation index system of the 
project is also an objective, the evaluators involved in 
evaluation also have some representation, on this basis the 
evaluation results get obviously have comparative reliability. 
Feasibility: the model building is accurate, the algorithm 
steps are clear, determination is simple, and the realization of 
algorithm is easier, network-based operating environment 
can be very convenient for data collection.  

To sum up, the common evaluation system built with 
fuzzy mathematics theory overcomes the arbitrariness of 
traditional evaluation, makes the target more define and the 
steps more clear. It integrates quantitative and qualitative 
better together and shows the advantages other methods 
cannot compared. 
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Abstract: The embedded multi-media terminal was designed 
and developed, which using SAMSUNG Corporation's 
S3C2410 chip as core processor. Firstly, an embedded Linux 
operating platform has been built in the UP-NETARM2410-S 
target machine according to system requirements, which 
includes boot-loader, kernel, file system, and related device 
drivers. Then the upper computer equipped Qt/Embedded as 
SDK(Software Development Kits) to call FFMPEG library to 
realize picture browser, audio and video player, calendar clock 
and other GUI interface. Finally, the object code after being 
cross compiled was embedded into the target machine to run. 
The experiment results demonstrated that the embedded 
multi-media terminal constructed by the solution had a proper 
design, run stably, and achieved the prospective design aim. 

Keywords-ARM; Qt; Multimedia Terminal; Linux  

I.  INTRODUCTION 
With the rapid development of embedded chip 

technology, embedded system is becoming high-powered, 
multifunctional and all-purpose, which has had a significant 
impact on changing people's lifestyle and improving quality 
of life [1]. In the field of embedded system applications, 
consumer electronics products are more potential, especially 
portable consumer electronics products. Based on 
researching embedded systems development technology, and 
on this basis, a set of low-cost Embedded Multimedia 
Terminal's solution has been proposed, which uses the most 
widespread and high capability/price ratio ARM9 chip as 
processor, and the solution can browse the popular format 
pictures, play popular format audio and video files. Through 
analyzing the functional requirements of system, we choose 
UP-NETARM2410-S embedded development platform 
based on ARM9 processor as hardware development 
platform, ARM-Linux and Qt4 as software development 
tools. 

II. RELATED TECHNIQUES 
Embedded systems is the dedicated computer system,  

which concentrates on application and bases on computer 
technology, hardware and software can be cut as needed, 
applies to applications which have strict requirements about 
functionality, reliability, cost, size, power consumption. The 
development of embedded technology has experienced four 
stages roughly. The first stage is programmable controller 
system with the core of single-chip; the second stage is 
embedded system with the basis of embedded CPU and the 
core of simple operating system; the third stage is embedded 
system marked by embedded operating system; the forth 
stage is embedded system marked by Internet [2].  

There are a little of differences on function and 
technology between embedded multi-media terminal and PC, 
but embedded multi-media terminal is embedded and in 
special environment, it has some of its own unique characters. 

a) From the whole, embedded multi-media terminal have 
diversification. 

The diversity of embedded devices determines the 
diversity of the system, which is equivalent to determine the 
diversity of embedded multimedia terminal. Thus, according 
to the needs of specific application, customizing embedded 
multimedia terminal is necessary. 

b) From the system, embedded multi-media terminal 
always runs in special circumstance. 

In order to save hardware costs, embedded systems 
usually use a lower frequency of the CPU. Therefore, 
Multimedia terminal applications must have a good 
efficiency, in order to achieve faster response speed and 
better playback. 

The development language of embedded multi-media 
terminal is Qt[3,4]. Qt is one of the most used programming 
languages that is used to develop GUI applications in 
embedded development platform. Qt is a symbol product of 
Trolltech, the latest version is Qt4.5, which makes a lot of 
improvement on high-efficiently and easy-to-use template 
container, advanced model/view function, fast and flexible 
framework for two-dimensional drawing and editing classes, 
and has rich features. In addition to the desktop version of Qt, 
Trolltech has also offered embedded version, that is 
Qt/Embedded, which is a customized C++ tools development 
kit for a graphical interface and application development 
offered from embedded devices, and which provides a 
component programming mechanism of signal and slot, and 
many classes about a wide variety of graphic design, event 
handling, process control, and when the runtime requires 
very little system resources for running. Qt/Embedded 
applications can also be written directly to the kernel frame 
buffer [5]. Qt is particularly suitable for a graphics 
application system development platform under ARM-Linux 
by cutting to greatly reduce memory consumption. 

III. FUNCTION DESIGN 
Multimedia Terminal System block diagram is illustrated 

in Figure 1. 
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Figure 1.   Block diagram of the multimedia terminal system 

The bottom is the system layer, includes many drivers of 
all kinds of interface unit, achieves the corresponding 
functions and provides services for upper application layer 
by calling ARM-Linux OS. 

Embedded GUI in the middle of system is interface layer, 
and adopts Qt4/Embedded as user GUI interface library. 
Qt4/Embedded is a kind of middleware for user interface 
design [6] based on the server-client, and provides a wealth 
of function space and elegant interface design features; you 
can easily design a feast for the eyes of the function modules. 

The top of the system is a direct user-oriented application 
layer. It is designed by using Qt4, and offers elegant software 
interface to user. Users can call software's relative functions 
through touching screen conveniently. This layer mainly 
consists mainly of several functional modules as follows: 

� Picture browser function modules: decode pictures 
that are stored in mobile storage devices or 
presupposed path; browse manually single picture in 
the form of full screen or minimum; browse multiple 
pictures in the form of slide; browse picture showed 
in JPG, PNG and other common format image files. 

� Video playback function module: call MPlayer 
player to access system memory, or access the media 
files in the mobile storage devices through the USB 
interface or SD card slot, and decode them for 
playing; Video files can be played in the form of full 
screen or minimum, and also be paused, replayed, 
stopped, dragged etc al. 

� Calendar clock function module: it can display 
date/time and updates automatically. 

� Audio playback function module: call FFMPEG 
decoding library to decode and play the audio files 
that is stored in mobile storage devices or default 
directory; show the current playback time for audio 
files, and set playback time-point; play audio files in 
the form of foreground or background, and MP3, 
WAV and other common audio format files can be 
played in this module. 

IV. DESIGN AND IMPLEMENTATION 

A. System Hardware Design  
ARM-Linux multimedia terminal hardware design is 

shown in Figure 2: 

 
Figure 2.  ARM-Linux multimedia terminal hardware design 

CPU is Samsung S3C2410 adopts ARM920T-fabric chip, 
and up to 203MHZ frequency; LCD is Sharp's 8-inch 16bit 
true color TFT with the resolution of 640*480; Audio 
controller adopts IIS bus, and decoder chip is UDA1341; 
FLASH is SAMSUNG K9F1208 and reaches the capacity of 
64M. 

B. System Software Design  
This section of system software mainly consists of two 

parts that are ARM-Linux system construct and drivers 
programming. The former includes building an embedded 
cross-environment; design and implementation of boot-
loader, transplanting embedded Linux kernel, and 
implementation of the root file system, etc. The design of 
drivers programming includes keyboard driver, touch screen 
driver, LCD driver, audio driver, USB driver and other 
drivers. 

1) Transplanting ARM-Linux Operating System 
The system adopts Bochuang's UP-NETARM2410-S as 

target machine, and establishes cross-compiling environment 
by connecting target machine with host machine. Embedded 
cross-compiling environment usually was built on personal 
computer based on X86 Linux/X86 Windows. In comparison 
with Windows CE, Linux has many advantages as follows: 
support multi-tasking system of various processors, opens 
source, a small core easy to cut, strong transplanting. 
According to the above characteristics, we use ARM-Linux 
as a system software development platform. 

After building cross-compiling environment, it is 
necessary to transplant booting program boot-loader. Boot-
loader is closely related to hardware architecture, also is a 
short program which runs before loading operating kernel 
and application running, and completes the system's start-up 
and load. Boot-loader has two different operational modes: 
the first is boot-loader mode that is autonomous mode; the 
second is downloading mode. Under the second mode, the 
boot-loader on target machine downloads files from host 
machine through serial interface, network or other 
communication means. The files downloaded from host, at 
first, usually are saved to target machine RAM by boot-
loader, and then write to target machine's flash class solid-
state storage device by boot-loader [7]. Here, the first model 
is mainly used to initialize the hardware devices and 
establish the memory space of the mapping table, further 
establish the appropriate hardware and software environment 
to prepare for calling to operating system kernel. 
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The next step is to transplant Linux kernel. The kernel 
downloaded from the official website can not run directly in 
hardware platform. In order to transplant Linux, you need to 
re-cut and compile kernel and program corresponding 
hardware-related code. 

The root file system is an important component of the 
Linux system, providing necessary library files, device files, 
system configuration files, etc. for Linux kernel's running. 
The system uses YAFFS2 file system according to the 
characteristics of embedded Linux system and hardware 
platform selected by the system. 

2) Driver 
System call is the interface between operating system 

kernel and applications and device driver is the interface 
between operating system kernel and machine hardware. 
Device driver is a part of the kernel. Linux source is open 
and rich in the Linux world, so Linux kernel source tree has 
already provided support for this type of device driver. 
Therefore, we can do some necessary porting task on the 
basis of source [8].  

C. Application Design  
Multi-terminal's graphical interface is designed in Qt 

Designer window environment, using Qt/Embedded 4.4.0 as 
underlying graphics library for generating the user interface, 
TSLlib 1.4 as touch-screen library. Qt is a cross-platform 
C++ graphical user interface library. Qt/Embedded is a 
version oriented to the embedded system version, and its 
most important feature is to make the signals and slots for 
communication between objects. Qt's widgets have many 
predefined signals and slots are a signal that can be invoked 
to handle specific functions. Qt's widgets have many 
predefined slot. A signal is fired when a particular event 
occurs, then the corresponding interested slot will call the 
corresponding response function. Multi-media terminal 
mainly consists of four parts that are photo browse module, 
video playback module, the calendar module and audio 
playback module. Multi-media play is the focus of this 
system, so player is very important. This paper will focuses 
on picture browsing module design, video playing module 
design and audio playback module design. 

1) Pictures Browse Module 
Photo browse module development involves the 2D 

drawing system in Qt4, which is mainly supported by three 
classes: QPainter, QPaintDevice and QPainterEngine. 
QPainter is used to implement specific graphics-related 
operations. QPaintDevice is a drawing graphics device for 
drawing. QPainterEngine provids interfaces for different 
types of devices, and it is not opaque for programmer, so it 
choices the function between QPainter and QPaintDevice. 

Qt provides four classes dealing with images: QImage, 
QPixmap, QBitmap and QPicture. They have their own 
characteristics. QImage optimized I/O operations, and can 
directly access and operate vertical pixel data; QPixmap is 
mainly used to display images on the screen; QBitmap 
inherited from the QPixmap can only express two kinds of 
colors; QPicture can draw pictures through recording and 
playing QPixmap drawing devices. QPixmap mainly 
completes the screen back buffing drawing [9]. 

This program of image drawing is mainly achieved 
through function of ImageWidget: painterEvent 
(QpaintEvent *event). Slot functions prev() and next() 
achieve separately the picture forward loop function and 
backward loop function, with connect function associating. 
By getting information on picture path, the former picture or 
the next one can be achieved to read and shown. Slot 
functions zoomIn() and zoomOut() achieve separately 
reducing and enlarging images function, with connect 
function associating. First, slot functions zoomIn() and 
zoomOrt() are used to set up the picture scaling, and then 
picture zoom is realized by scale() in Qpainter which is 
ImageWidget:  painterEvent (QpaintEvent *event) class. 

2) Video Player Module 
The system achieves playback of the video through 

transplanting MPlayer. MPlayer is one of the best players on 
Linux, which can use many codes and support many kinds of 
output devices. MPlayer can play almost audio and video 
formats on the markets. This system chooses it as player and 
optimizes and transplants it. The optimizations is as follows: 
correct MPlayer's run-time aberration; achieve the 
normalization of keyboard events when running; adopt 
FFMPEG decoder developed under Linux system instead of 
MPlayer's MP3Lib floating-point audio decoding library 
because MP3Lib decoding is so inefficient and unsmooth 
when playing audio; pass control messages from GUI to 
back-end process through FIFO by using MPlayer's input 
option. After optimization, cross-compile and transplant 
MPlayer, then you can smoothly playback MPEG-1, MPEG-
2, AVI and other video format files. 

3) Audio Player Module 
The system's Audio Player Module is designed by using 

open source FFMPEG [10] and Qt4. QfileDialog class in Qt4 
provides dialog box to allow user to select file or directory. 
Through inheriting this class and calling its 
getOpenFileName function, the dialog box for opening the 
audio files and selecting files is established: 

Qstring fileName = QfileDialog:: getOpenFileName (".", 
fileFiters, this); 

In this function file filters means file filters, the files can 
be read out only when they meet the setup in file filters. This 
function will return the selected audio file name and path to 
filename. The selected audio file selected is decoded and 
played by calling the open source FFMPEG decoder. 

V. SYSTEM TESTING 
The system's testing environment is as follows: CPU: 

Intel Pentium 4 2.60G; Memory: 512M DDR ; network 
card: 10/100M self-adaptive Ethernet; serial port: RS232; 
host operating system: Red Flag's Asianux workstation 3. 
When video player plays test files, first define a “desktop 
file(TextV.desktop)” which includes the description of the 
procedure for the application, procedure icon and the name 
of the different languages. Save the executable sequencing as 
$QPEDIR/bin, and put the icon into 
$QPEDIR/apps/Applications/ directory. Then restart the 
Linux operating system in the target board, and start the 
player, the test video player running result is shown in 

291



Figure2, the test video player interface is shown in Figure3, 
Figure2 shows that the video files can decoding and playing 
successful. The video player's operation method is the same 
with the normal player, with the menu bar, display, control 
buttons, as well as play, pause, stop and other functions. 

[2] Xie Huacheng. Research and Implementation of Embedded Remote 
Monitoring System [D]. Chengdu: Southwest Jiaotong University, 
2006. 

[3] Trolltech. Qt Reference Documentation [EB/OL].                     
http://doc.trolltech.com/2.3/index.html.2004. 

[4] Trolltech.Qt/Embedded whitepaper[EB/OL]. 
http://www.trolltech.com/index.html.2006. 

[5] Blanchette J ,Summerfield M. C++ GUI Programming with Qt4, 
Second Edition[M]. USA: Prentice Hall, 2006. 

[6] Zhi-Ming Cai, Lu Chuan-fu, Li-Xia and so on. Versed in QT4 
programming [M]. Beijing: Electronic Industry Press, 2008. 

[7] Zhao Mingxin. Linux kernel cutting and transplantation on the ARM 
[J]. Computer and Digital Engineering, 2009,(7):81-84. 

[8] Liao Rikun. ARM Embedded Application Developer Platinum 
Manual [M]. Beijing: China Electric Power Press, 2005. 
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Figure 3.  Video player running result 

 

 

 

 

 

Figure 4.   Video player testing interface  

 VI. CONCLUSIONS 
Using the economical ARM9 series S3C2410 processing 

chip, Asianux workstation 3 operating system and 
Qt/Embedded multimedia terminal embedded GUI has 
achieved an overall system design of multimedia terminal; 
display many pictures in the form of slide; Using FFMPEG 
library to decode and play audio and video files, supporting 
pictures in the form of such PNG, BMP, JPG format images, 
etc, audios in the form of such WAV MP3, etc., videos in 
the form of such MPEG-1, MPEG-2, AVI, and can 
automatically identify SD card or USB and other mobile 
equipment, and realize automatically playing back. 

 
 

 

 

 

 

ACKNOWLEDGMENT  
This research is supported by the key technology R&D 

program of Gansu, under Grant  090GKCA040.  
 
 REFERENCES 
 [1] Wang Zheng, Lin Xiaochuan, Zhou Yun-Lian, Ouyang Tianli. Design 

and Implementation of Multi-media Player System Based on QT4 & 
Linux [J]. Journal of Guizhou University (Natural Science Edition), 
2009,(1):60-64. 

 
 
 
 

 

292



Research on TCP Fairness Improvement Over Wireless Ad Hoc Networks 

Linfang Dong, Shang Liu 
Department of computer science and technology 

Tianjin University of Finance and Economics 
Tianjin, China 

donglinfang@gmail.com 
liushangw@yahoo.com.cn 

 
 

Abstract— Nodes in wireless Ad Hoc networks often encounter 
spatially-correlated contention, where multiple nodes in the 
same neighborhood all sense an event they need to transmit 
information about. The IEEE 802.11 DCF protocol can lead to 
severe unfairness, i.e., some nodes seize the whole channel 
capacity while others are starved. It is found that the main 
reason lies in the unfairness of MAC (media access and 
control) protocol, while the TCP timeout mechanism makes the 
unfairness more severe.  This paper proposes a non-uniform 
backoff algorithm with packet related initial contention 
window. Each node dynamically adjusts the initial contention 
window according to the TCP packet length. But unlike DCF 
scheme, the proposed algorithm does not use a time-varying 
contention window from which a node randomly picks a 
transmission slot. The proposed algorithm uses a fixed-size 
contention window once it was chosen and a non-uniform 
probability distribution of transmitting in each slot within the 
window. 

Keywords- wireless Ad Hoc networks;Tcp fairness; MAC 
protocl; non-uniform backoff algorithm 

I.  INTRODUCTION 
There has been a wealth of wireless MAC research 

focusing on the design and evaluation of multiple access 
wireless MAC protocols, and their fairness properties. In [1], 
the authors proposed a systematic approach for translating a 
given fairness model into a corresponding contention 
resolution algorithm. [2] and [3] proposed a connection-
based backoff algorithm and a measurement-based backoff 
algorithm, respectively, to replace the widely used binary 
exponential backoff (BEB) algorithm. [4] modified the 
algorithm that manages the contention window size in order 
not to favor the node that has just won the contention for the 
subsequent transmission. [5] proposed a fair MAC protocol 
based on the DCF: by listening to packets sent on the 
medium, each node is able to determine if it accesses the 
medium more often than its neighbors or vice versa. With 
this knowledge, the nodes can adapt their contention window 
size in order to limit or increase their throughput. [6~8] tried 
to apply fair queueing-scheduling algorithms in the MAC 
layer to achieve fairness. In [9], the authors show that RED 

does not solve TCP’s unfairness in wireless Ad Hoc 
networks. The authors proposed a network layer solution by 
extending RED to the distributed neighborhood queue 
(NRED). By counting the size of the distributed 
“neighborhood queue” and calculating proper drop 
probability at each node, NRED enhances the TCP fairness 
in Ad Hoc networks.  

In this paper, a non-uniform backoff algorithm is 
proposed propose, which dynamically adjusts the initial 
contention window according to the TCP packet length. But 
unlike DCF scheme, the proposed algorithm does not use a 
time-varying contention window from which a node 
randomly picks a transmission slot. The proposed algorithm 
uses a fixed-size contention window once it was chosen and 
a non-uniform probability distribution of transmitting in each 
slot within the window. 

The remainder of this paper is organized as follows. In 
Section II, we discuss the factors caused the TCP unfairness 
in wireless Ad Hoc networks. In Section III, we propose the 
non-uniform backoff algorithm, and determine optimal 
values for the parameters (initial contention window, backoff 
counter). In Section IV we evaluate the performance of the 
proposed algorithm and report the results of the simulation. 
Finally, in Section V, we present our conclusions. 

II. FAIRNESS ISSUE IN WIRELESS AD HOC NETWORKS 
 In this paper, we are interested in improving the TCP 

fairness in wireless Ad Hoc networks, which uses the DCF 
(Distributed Coordination Function) scheme as a MAC 
protocol. It is identified that the IEEE 802.11 DCF protocol 
can lead to severe unfairness, i.e., some nodes seize the 
whole channel capacity while others are starved. At the same 
time, the TCP timeout mechanism makes the unfairness 
more severe. The nature of shared wireless channels prevents 
us from reusing the wealth of fairness techniques that have 
been developed for wireline and packet cellular 
environments. That shared channel wireless networks have 
four unique characteristics that make it very difficult to 
achieve the TCP fairness in wireless Ad Hoc networks: 

A. Binary Exponential Backoff (BEB) of  MAC Layer 
The IEEE 802.11 MAC adopts DCF mechanism wherein 

the backoff window size of a node is doubled upon every 
contention loss, while reset to the initial value upon a 
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successful transmission. The BEB algorithm caused the 
fairness problem among TCP flows because it naturally 
favors the latest successful nodes. 

B. Hidden and exposed terminal problem. 
Generally, there are three types of hidden and exposed 

terminal problems which can cause serious TCP unfairness, 
or even capture. We illustrated them in the three scenarios 
of Fig.1. DCF uses a binary exponential backoff algorithm 
to avoid the collision. The binary exponential backoff 
algorithm is implemented on each node by means of a 
parameter, named backoff counter, which maintains the 
number of empty slots the tagging node must observe on the 
channel before performing its own transmission attempt. 
When the tagging node needs to schedule a new 
transmission, it randomly selects a particular slot among 
those of the initial contention window (CWmin). After each 
unsuccessful transmission, the node doubles the contention 
window size until it reaches a maximum value (CWmax). The 
increasing of the contention window size will make the 
failure station more difficult to access to the channel. Thus 
the transmission which first captures the channel will trigger 
unfair share of the channel. Moreover, when the packet size 
is large, the success station will more apt to capture the 
channel. We start TCP flows from node n1 to n2, and n4 to n3 
in the first scenario as shown in Fig.1. Table I lists the 
parameter values used for simulation. The Simulation result 
is illustrated in Fig.2, and proved the existence of the 
relationship between the packet size and TCP unfairness. 

 

 

 

 

Figure 1.  Hidden and exposed terminal problems 

TABLE I.  SIMULATIONS PARAMETERS 

Applications 
TCP variant 
CWmin 
CWmax 
Transmission range 
Carrier sensing range 
MAC header 
PHY header 
ACK length 
RTS payload 
CTS payload 

Generic/FTP 
New Reno 
32 
1024 
250m 
500m 
34 bytes 
16 bytes 
14 bytes 
20 bytes 
14 bytes 

Channel bit Rate 
Slot Time 
SIFS 
DIFS 

1Mbps 
20 μs 
28 μs 
128 μs 
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Figure 2.  TCP unfairness 

C. Location-dependent contention for the wireless 
channel. 
Transmission of a packet involves contention over all 

neighborhoods that sending or receiving packet 
simultaneously. The level of contention for the shared 
wireless channel is spatially dependent on the number of 
contending nodes in the region. Nodes with fewer 
competitors will get higher throughput, but nodes in the 
location with more competitors may suffer lower throughput 
and longer packet delay. 

D. TCP contention control effect on fairness. 
Because of the three reasons as noted above, the 

throughput of the TCP flows on the suppressed node must be 
decreased. In this case, after timeout the congestion control 
mechanism of TCP decreases its window size, which 
deteriorates the condition further. To illustrate the effect of 
TCP contention control, we conducted simulations in the 
scenario as illustrated in Fig.3.  It can be seen in Fig.4 that 
throughput of TCP2 on the suppressed node 5 is almost zero. 

 
Figure 3.  Simulation topology 
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Figure 4.  Average throughput of TCP flows  
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III. FAIRNESS IMPROVEMENT  IN WIRELESS AD HOC 
NETWORKS  

 On the basis of the above research, we had the following 
intuitions. Firstly, increasing the initial contention window 
(CW) of the successful transmission station can improve the 
fairness effectively. Secondly, a fixed-size contention 
window ensures that the failure station get more chance to 
send its packet. Our protocol is based on these intuitions.  

The proposed algorithm determines the initial contention 
window according to the packet size. But unlike DCF 
scheme, our algorithm does not use a time-varying 
contention window from which a node randomly picks a 
transmission slot. The proposed algorithm uses a fixed-size 
contention window once it was chosen and a non-uniform 
probability distribution of transmitting in each slot within the 
window. The reason of chose a non-uniform probability is 
considering the fact that nodes may have the same packet 
size, and then they will have the same initial contention 
window.  A uniform probability distribution of transmission 
in the same contention window will trigger high conflict.  

When a node has a packet to send, it firstly calculates the 
contention window according to the packet size. In order to 
get a higher total throughput, we let the backoff counter 
begin with zero, i.e. the node can transmit the packet 
immediately when the channel is sensed idle. Each node 
maintains a counter N for the number of successfully 
transmitted packet. After the node successfully transmitted a 
packet, the initial backoff counter value increased by one. If 
the previous transmission failed, the value keeps zero, and 
then the node has more chance to access to the channel. The 
previously success node has less chance to win the 
competition this time. Ideally, the nodes can access to the 
channel in turn.  

The details can be seen in Algorithm 1. 

Algorithm 1. NON-UNIFORM BACKOFF ALGORITHM WITH 
PACKET RELATED INITIAL CONTENTION WINDOW. 

 CWmin = f (PacketSize); 
if ( previous packet is successfully transmitted )  

{    N = N+1;   } 
Else  

{    N=0;     } 
BackoffCounter = MIN ( CWmin, N ); 
While ( BackoffCounter != 0 ) 

{    BackoffCounter – –;    } 
send a packet;   

We now discuss the relationship between CWmin and 
packet size. In order to reduce the calculation time in 
wireless node, the function should be easy and the 
parameters should be simple.  

We determine the function as: CWmin = k * PacketSize. 
But contention window is measured by slot instead of byte. 
Since the channel bit rate is 1Mbps and slot time is 20μs, the 
packet with n bytes equals to n/20 slots. We will find the 

optimal value of parameter k through simulation in the first 
scenario illustrated in Fig.1. The simulation parameters are 
the same as listed in Table I.  

Firstly, we keep the packet size as 1024 bytes. The value 
of k is 0.1, 0.3, 0.5, 0.7, 0.9, 1 and 2. The simulation results 
are shown in Fig.5. As it is illustrated, when the k≧0.7, the 
TCP fairness is really good, but the total throughput 
decreases when k become larger. When k becomes smaller, 
the total throughput increases, but the fairness degree 
decreases. When the k value is nearby 0.7, the algorithm 
provides a good compromise between total throughput and 
fairness. Therefore, we select 0.7 as the optimal value of k.  
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Figure 5.  Throughput at different value of k 

We also repeat the above simulation with different packet 
size, such as 128, 256 and 512 bytes. The results are quite 
similar.  

IV. PERFORMANCE EVALUATION 
In order to validate the performance of the proposed 

algorithm, we compare the throughput of the TCP flows 
running with the standard DCF and the proposed algorithm. 
As illustrated in Fig. 6. 
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Figure 6.  Performance Comparison 

We can see from Fig. 6, the proposed algorithm has a 
good fairness with different packet size. When the TCP 
packet size increases, the total throughput increases. Total 

T1 

T2 
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throughput T1 with standard DCF is higher than T2 with the 
proposed algorithm. The differences between the T1 and T2 
are the overhead of our algorithm. 

We will go on validate the non-uniform backoff 
algorithm in other scenarios. Fig. 7 shows three common 
network topologies: string topology, cross topology and grid 
topology. TCP packet size is 512 bytes. Simulation time is 
100s.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.  Performance validate topologies 
 

The simulation results are illustrated in Fig. 8. It can be 
see that, the proposed algorithm can achieve good fairness 
both in string topology and cross topology. In the grid 
topology, the non-uniform backoff scheme can increase the 
fairness when compared with the standard DCF backoff. 

V. CONCLUSIONS 
In this paper, we firstly analyze the TCP fairness problem 

and identify the main causes leading to unfairness. We then 
propose a non-uniform backoff algorithm with packet related 
initial contention window. We give the parameters in the 
algorithm and simulation results show the proposed 
algorithm can improve the TCP fairness in various network 
topologies. 
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  Abstract—Base on the characteristics of IPTV(Internet 
Protocol television) Bearer Network, this paper discusses two 
core technologies of IPTV —— IP Multicast technology and CDN 
（Content Delivery Network）, pointing out the advantages and 
shortcomings of them， then  makes an analysis on several 
update improvement strategies of IPTV, including Controllable 
IP Multicast technology, P2P technology, DRM and QoE. 
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I.    INTRODUCTION 

 
 Internet Protocol television (IPTV) is a system through which 

digital television service is delivered using the architecture and 
networking methods of the Internet Protocol Suite over a 
packet-switched network infrastructure. Compared with the 
traditional TV, the best feature of IPTV is the ability to provide 
Internet access, TV broadcasting service, data exchange 
service, video on demand (VOD) service and other normal 
telecommunication business. Generally speaking, The IPTV 
services integrate the contents provided by content providers or 
service providers such as the TV media, film studios, the news 
media and Distance Education institutions, using the general 
inter-affair platform of IPTV,  which finally sent to the 
customer Terminal equipments like PC, Digital STB TV, and 
Multimedia cell phone, making users fully enjoy the 
multimedia services. 

IPTV is a new web service based on IP network technology 
and has a higher demand than the traditional network. Most of 
the existing IP bearer network is on base of Best-effort and 
Opening principle, which makes more problems in the existing 
network of IPTV special video services compared with the 
traditional data service. The existing bandwidth can not totally 
afford the IPTV services required end-to-end QoS for the 
customers; the existing switches and BAS can not support IP 
Multicast technology in a whole network; the original network 
lack of QoS(Quality of Service)guarantee is difficult to meet 
the requirements of video service; the poor service 
management makes the information content conveyed in 
Internet more uncontrollable; the time for changing channels is 
too long for users to enjoy the experience same as cable TV. 
All of these problems will ensure better progress in IPTV 
business. [1] 

In order to ensure that users can enjoy high quality services of 
the VOD, the digital TV program and visit the Internet through 
the real-time interacting between the TV terminal and the 
servers, IPTV Bearer Network should offer the guarantee of 
service quality (QoS), high bandwidth and channel zapping 
time in service, which is becoming the bottleneck of the 
development of IPTV.  The key technology of IPTV is IP 

Multicast technology and CDN (Content Delivery Network) 
and will be discussed as following. 
 

 
II.   KEY TECHNOLOGY OF IPTV 

 
There are two transmission modes of IPTV video stream—

video on demand and video broadcast. The former provides 
users with more personalized choices and with the 
characteristics of on-line and real-time interaction. The 
broadcast provides various contents for user to choose, the 
concrete features are different channels. In technology, the 
broadcast requires IP Multicast technology, while the video on 
demand service requires the CDN technology to deliver video 
stream. 

 

2.1  IP Multicast Technology in IPTV system 
The audiences of a TV program in IPTV system watch the 

same content, that is to say, the IPTV television services need 
sending the source node of data stream to multiple destination 
nodes. And the best method to settle this problem is IP 
Multicast technology, which decreases link bandwidth 
overhead, network resource consumption and source host 
burden. With the growth of network broadband users and the 
next generation internet, the daily-increasing demand for 
multimedia-related services such as IPTV has activated the 
popularization and development of IP multicast technology, 
which has become an essential key technology of the next 
generation networks. 

Multicast is a communication approach on one source node 
sending the same message to multiple destination nodes in the 
manner of Best-effort principle. The basic thought of IP 
Multicast technology is one source data and many copies in 
destination, therefore, If different users want receive the same 
multicast stream, the server only need to send one and network 
users copy it from the branch points, which dramatically save 
network band resource and improve the efficiency of data 
transmission. In the IPTV architecture, each channel of the 
program will be assigned a multicast address as a multicast 
group. Users can join the multicast group to watch the 
programs, while the process of channel switching means 
leaving/joining the multicast group. [2] 

IP multicast includes such four sections as multi -cast 
addressing, IP multi -group management protocol, IP multi - 
cast routing protocol and IP multi - cast security, which deal 
with the four problems in Internet respectively: definition of a 
group, entrance into or exit from a group, delivery of a message 
to each of the group members at possible low cost and security. 
The system manages the group membership by IGMP protocol, 
which gives the multicast routers information about the 
membership status of hosts connected to the network. It has 
three types of messages: the query, the membership report, and 
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the leave report. A multicast router connected to a network has 
a list of multicast addresses of the groups with at least one 
loyal member in that network. For each group, there is one 
router that has the duty of distributing the multicast packets 
destined for that group. When a host wants join a new multicast 
group, the host should send an IGMP packet to the multicast 
group address showing to be a member in the group. The local 
routers will forward the new membership to others using 
Multicast Routing protocol, such as RIP (Routing Information 
Protocol), OSPF (Open Shortest Path First) and BGP (Border 
Gateway protocol). 

Undoubtedly, the research of IP Multicast technology has 
very important meaning about the implement of IPTV service, 
but there are still a lot of questions in application of multicast 
technology, such as user management and security 
maintenance. First, the protocol can not support user 
authentication and license management. Users are free to join a 
multicast group or leave, while the source nodes never know 
all of this. So the system can not determine the exact user who 
is receiving the multicast stream at one time, besides, the 
source can not effectively control the transmission direction 
and scope. Secondly, the protocol makes any user has the 
ability to send data stream on Internet, What leads to this is that 
IP Multicast technology lacks security control while providing 
simplicity and openness: users can join a multicast group and  
send data to a group at will, which makes it hardly useful in 
commercial environment. [8] 
 

2.2 Content Distribution Network in IPTV 
CDN (Content Distribution Network) is a new network 

structure established on the IP network. IPTV system can 
provides users with contents of VOD using CDN, and 
distributes the contents to the nearby nodes, which provides a 
method to solve the bottle-neck problem in data transmission 
process caused by excessive user access and uneven 
distribution of servers. Above all, CDN provides the End-to-
End Quality of Service (QoS) guarantee for the Differentiated 
Services and its multicast environment, amplifying the scope of 
accessible streaming media files, reducing the shock of IPTV 
business on Backbone Network and increasing the response 
speed of the whole network. The actual result showed that the 
technology provides highly advantageous condition for VOD 
(Video on Demand) service. 

. The CDN is usually made up of three parts as content 
management platform, content router system and network of 
cache nodes. The content management platform is responsible 
for the management of the whole system, such as contents 
publishing, contents delivery, contents checking and servicing; 
The content router system is responsible for scheduling users’ 
requests to balance the loads on Web server cluster, which is 
the key of CDN; The network of cache nodes are the providers 
of CDN business and the equipments facing end-users. [9] 
 There are two technical systems for CDN system. One is 

based on the file copy, and the other is based on the media 
exchange. The unit of file copy mechanism is file, which will 
be delivered, scheduled and serviced file by file. However, 
there will be different programs in each server, if one of the 
servers has some more popular programs, most users will 
choose this channel, which will reach a stipulated limit of these 

servers while others have a relatively small load. The likeliest 
outcome would be an unbalanced load between different 
servers, which not only cause tremendous waste of resources 
but also cause breakdown of system owing to congestion of 
individual nodes. If the popular programs were also copied to 
other servers to share the load, the low usage of system 
definitely will cause serious waste of the resources. On the 
other hand, it will be unacceptable that the channel zapping 
time and delay much longer than the cable TV. Obviously, this 
mechanism is difficult to satisfy the requirements of IPTV 
services. The basic principle of the mechanism based on the 
media exchange is dividing a huge video file into several equal 
small parts and the operations will be changed from file to 
video slice. The media exchange technology has been 
developed from the copying technology, so it certainly has the 
same functions and features as CDN. A video file will be 
replaced by slices and borne by the appropriate servers, which 
use the Network Load Balance (NLB) technology to effectively 
balance the workload in the cluster, and use the Media 
Technology to accomplish the stream media management.  
   

Ⅲ.   IMPROVEMENT OF IPTV 
 

  Based on the demand of IPTV bearer network, the current 
main stream IPTV bearer network solutions improve the 
technical feasibility and operating reliability through 
introducing controllable IP Multicast technology, P2P 
technology, DRM and QoE in IPTV system. 
 

3.1 Controllable IP Multicast Technology 
User administration has been the key in network information 

systems, while the traditional  IP multicast technology does not 
consider this, having a characteristic of poor authentication 
(lacking authentication function in IP multicast technology, so 
that the user are free to join or leave)，difficult to account 
(lacking accounting function in IP multicast technology, so that 
the system is unable to know when and who is leaving or 
joining), unmanageable(lacking effective measures to control 
the transmission direction and scope). [3] Based on the needs 
of commercial operation, information distribution in the IPTV 
system must be manageable, operated and controlled. But the 
inherent openness of IP multicast technology makes it very 
weak in the security management and commercial operation. In 
allusion to this instance, Huawei Company puts forward an 
actual solution—Controllable IP Multicast Technology, aiming 
to solve the problem of multicast source and user control, 
scalable accounting implementation and network connection 
monitoring.[5] 

To achieve controllable multicast, first should determine the 
access control privileges and control point position, which 
directly determines the difficulty of multicast service 
management and business security. In general, there are mainly 
three options: At initial experimental stage, the system can 
takes BAS as the Service Control Points and Service Copy 
Points, copying the IP packet to signal connection according 
the user privilege. Its advantage is having no special 
requirements to the second layer protocol and equipment, while 
its disadvantage is taking up enormous BAS ports and band 
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resources of converting multicast packet to unicast message. At 
the period of small-scale development, the system can takes 
BAS as the Service Control Points and DSLAM/L2 as Service 
Copy Points, behaving the same function with experimental 
stage. However, the most outstanding advantages are less-
consumption of BAS ports and band resources and with its 
disadvantages that the Service Control Points and Copy Points 
are in different levels and there is no standard protocol on 
communication between BRAS and DSLAM/L2. The result is 
that it will cause IPTV business embezzlement during the 
process of multicast forwarding. Finally, at the large-scale 
stage, the system directly uses the DSLAM/L2 connecting 
users. Compared with the first two solutions, this plan 
overcomes the referred shortcomings and be widely used in the 
implementation of controllable multicast. 

Once completed the multicast replication and control point 
selection, the next step is how to effectively guarantee the 
channel zapping time and security management. The process of 
users’ switching channels means leaving or joining a multicast 
group, which always be comparable with the cable TV. Huawei 
Company adopts the static multicast communication group 
technology to reduce the zapping time and delay. For a 
particular channel, whether there exists user joining or not, the 
BRAS and DSL/L2 should join the multicast group in advance. 
When no user, the system will abandon the message to increase 
speed. Actually, this is trading bandwidth for time to ensure 
user experience. While the security control is the multicast 
source filtering and multicast program TTL control. If the 
filtering results show that the message is unauthorized, the 
system can refuse to receive. On the other hand, the system 
limits the packet’s TTL value in router, only transmitting the 
valid TTL, which effectively limit the spread to unauthorized 
areas. 
 

3.2 IPTV System Based on P2P and DRM 
The traditional IPTV system provides unicast and video on 

demand business based on Client/Server mode. Furthermore, 
Because of “bottle-neck” of the input and output devices in 
server, each server only can support limited concurrent 
flowing. In order to solve the problems of millions of users to 
watch at the same time, we need not only many servers, but 
also a wide network bandwidth. Now we usually use multicast 
to provide broadcast, and use content delivery network (CDN) 
technology to alleviate the network load, which will put the 
servers as closely as possible to the customs. In multicast 
communication, the server only sends a copy data to the 
multicast address of subnet in need when the user requests a 
service to join a multicast group. We can see that the multicast 
is very useful for reducing the server burden, but it asks a high 
request for hardware, and needs the lower network of data 
source and receiver supporting the multicast protocol. Besides, 
the user cannot transmit the received data to other relevant 
users in the multicast communication. So the traditional C/S 
mode cannot realize the P2P connection. 

P2P technology breaks the traditional model of Client / Server 
and establishes a mechanism for Internet client-to-client 
communications security. In P2P network, each node acts as 
both a client and a server to others. In a sense, each node is in 
the same position. P2P is a new peer-to-peer network 
architecture; it is a distributed computing mode which evolves 

from the traditional centralized system and distributes the 
traditional server burden to each node, so that each node can 
undertake limited storage and computing tasks. That means the 
more nodes in the network, the more resources the node can 
contribute, so does the quality service of the network. The most 
important is that the IPTV system based the P2P network 
technology hardly has the requirements of the underlying 
hardware, just needed changes in the application layer. [4] As 
the characteristics of real-time in IPTV system, network nodes 
do not need to save the relevant content of resources 
information. Each node can only provide one service of 
resources at a given moment, which could totally not be 
considered. Besides, IPTV system must have a good user 
authentication fees collecting management subsystem and the 
value-added professional services, therefore, the system must 
have a reliable user management mechanism and allow the 
users not be free to join the network. [7] 

The IPTV system based on peer-to-peer network should have 
a few central servers, which can save not only the resources of 
the program contents, but also the message of current programs 
and client on line. When a user requests to watch a program, 
the server will return the users on line. And the server can 
selects the most closed user’s message on line and return the 
message according to the routing information of the request 
source. When the user receives the address message from the 
server, it can connect with other users on line to get the content 
of the program. 

Although the IPTV based P2P system has many advantages, 
there are still some shortcomings. The biggest problem is the 
network security. Because the program sources are not limited 
to the servers, so the users may be required fewer constraints 
than the traditional methods, what may lead to is that the 
unauthorized users can connect directly to the client without 
applying for the resources from the server. As the client must 
maintain a current list of users to maintain a connection with 
these users and add new connections in time according to the 
buffer state, the unauthorized users can also obtain this list after 
access to a legitimate user. Therefore, they can initiate a 
connection instantly and achieve watching the program without 
communicating with the server. The IPTV system must have a 
reliable accounting management system, and has some 
expansibility to provide more value-added services. To solve 
these problems we can introduce the digital rights management 
technology (DRM) to encrypt the content fundamentally. So 
even the unauthorized users obtain the content, they can not 
watch the program because of lacking permission. 

In the IPTV system, each receiver will create an ID number 
which is related with hardware and can uniquely identify the 
user. A simple mode is the MAC address of the network card, 
which can be used to enhance system security. Encrypting the 
information before the content distribution and decrypting 
them use the same encryption key, which will be stored 
separately from the content. When a user performs a specific 
action, it will be connected to the user authentication server 
which will be identified the legality and decrypted the media 
using the unique ID, then the system will send a special permit 
to the user and return the resources and user list. Once the user 
receives the media, they can use the permit together with the 
hardware ID to decrypt the original password to decrypt the 
content for watching. As the permit is encrypted based on the 
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user's ID, so even others access the permit illegally, they can 
not decrypt the original password to watch programs without 
the supporting of corresponding hardware. 

3.3  Methodology of Introducting QoE  into IPTV System 
IPTV is a kind of media service related to telecommunication 

and television, the interactivity with users is an important 
feature of IPTV services. To maintain a good QoS together 
with interactive capability at the same time, a series of higher 
and stricter requirements are settled on the deployment of 
IPTV service. The traditional QoS of broadband focused on the 
evaluation of data link layer and network layer, which could 
not reflect the users’ subjective feelings of IPTV service 
directly or meet the requirements of IPTV quality monitoring, 
so currently the industry always adopt QoE to describe the 
quality of service oriented the application of end-users. QoE is 
usually defined as "the end-users’ level of overall subjective 
acceptability to application or service use, This fact enhances a 
major topic, denoted by Quality of Experience (QoE), reflects 
the collective effect of service performances that determines 
the degree of satisfaction of the end user. So QoE emphasis 
more on end-users’ feelings on the use of service compared to 
QoS. [6] 

QoE of IPTV should include two parts, subjective evaluation 
of quality and objective evaluation of quality. The former is to 
evaluate the video quality according to human visual system 
and to assess the quality of experience by subjective feelings. 
The latter can use the corresponding test tools for 
measurements by defining a variety of objective indicators. For 
the IPTV system, the users’ quality of experience on video and 
channel switching performance are important indicators of 
QoE. 

The demand of IPTV to network bandwidth is high, but the 
tolerance of delay, jitter and packet loss is low, which requires 
network equipment with high load capacity. In order to 
evaluate the support capability of the network equipment to 
IPTV service, QoE adopt MDI at the network level to measure 
the expected quality of video experience of users. MDI use two 
indicators—jitter and packet loss rate, to measure the network 
quality of high-quality video. Meanwhile, the channel 
switching performance of IPTV is also one of the most 
important capabilities of QoE. In the traditional wired TV 
networks, the video terminal receives all channels’ signals at 
the same time, which makes the channel switching is 
immediate. However, IPTV is limited by the bandwidth of 
connecting networks at a great extent; the terminals can’t 
receive all the channels at the same time. What’s more, the 
process of channel switching needs complicated network 
signaling alternation, includes multicast communication’s enter 
and outer process , forward delivering process. The greater 
delay caused by channel switch is the reason why the 
customers are dissatisfied. 
The switching time is mainly determined by hardware device 

performance and network message alternation delay. The 
former primarily includes Set-Top Box (STB), routers and 
switchboards .For the STB, the switch command, MPEG 
decryption and video suffering can all cause anorexia. The 
delay of network message is brought by multi-broadcasting 
protocol system, because the protocol’s complexity determines 
the complexity of channel switch of IPTV, limiting the 

capability of channel switching. Multibroadcasting Listener 
Discovery (MLD) nowadays is used to analyze the influence 
caused by network delay on channel switching of IPTV system. 
MLD needs to startup the timer before sending the report of 
entering the multicast. When receiving a leaving report, the 
multicast router also startup the answering timer to wait. IPTV 
system should reduce time to ensure receiving of response, 
decrease the waste of bandwidth at the same time. On this 
basis, It is adopted that setting the time of timer to 0 directly, 
updating the store-and-forward table immediately once the 
multicast router receives a leaving report and cutting off the 
throughput of relevant port to realize the fast channel switch. 

 
IV.   CONCLUSION 

 
IPTV is a highly promising business mode and the application 

keeps developing, but to be adopted by more and more people 
or institutions still need the support of a rational IPTV Bearer 
Network. This paper discussed the key technologies of IPTV 
and makes an analysis on several popular improvement 
strategies of IPTV. However, we must be soberly aware that 
there is still a long way ahead of IPTV, Its business 
Characteristics and Management of developmental direction is 
not mature, need to be standardized. The development of IPTV 
Bearer Network technology is facing further readjusted and 
improved. 
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Abstract—Aiming at the problem of ZigBee tree routing 

algorithm in which the solution may not be optimal and some 

nodes may exhaust the energy as a result of heavy 

transmissions, an optimized ZigBee tree routing algorithm 

based on the energy-balance. The optimized algorithm imports 

neighbor-table and the depth of nodes to make sure the 

routing local optimal in routing hops. This paper also 

considers the residual energy of nodes to avoid selecting nodes 

with low residual energy in routing selection. The simulation 

result indicates that this improved algorithm can reduce the 

energy consumption efficiently, maximize the lifetime of the 

whole network. 

Keywords-ZigBee network; tree routing; neighbor table; 

depth; residual energy; OMNET++ simulation 

1.Introduction
ZigBee[1] is a kind of close range, low complexity, low 

power consumption, low data rate and inexpensive two-way 
wireless communication technology, which is mainly 
appropriate for use in the field of auto control and remote 
control, it can be embedded in all kinds of equipment and in 
the meantime, it supports geographic location. ZigBee fills 
the vacancy of inexpensive, low power consumption and 
low rate wireless communications market, the key of its 
success lies in rich and convenient application. ZigBee is 
based on the IEEE 802.15.4 [2]standard; it coordinates among 
thousands of small sensor so as to implement 
communication. These sensors need little energy, by using 
radio wave, data will be transmitted from one sensor to 
another in the mode of relay, so their communication 
efficiency are quite high[3].

Now, ZigBee technology is developing rapidly, but 
many companies which make ZigBee products do not 

follow ZigBee specification completely, and so there still 
has tremendous research space about its related 
optimization. This paper is based on ZigBee tree routing 
algorithm[4][5]; by introducing routing table, taking node 
depth and node residual energy into account, analyzing 
related parameters, and selecting better path, the paper is to 
balance network energy consumption and load on the whole. 
All simulation data of this paper is obtained from 
OMNET++ simulation testing. 

2.ZigBee tree routing algorithm 

2.1 ZigBee tree routing network topological 
structure[6]

ZigBee network layer mainly supports three kinds of 
network topological structure: Star, Mesh, and Cluster-Tree. 
According to their capability, nodes are also divided into 
two classes, which are Full Function Device (FFD) and 
Reduced Function Device (RFD). FFD has routing function; 
RFD doesn't have routing function, but it can hibernate 
regularly. 

Node communication in tree structure can use 
Cluster-Tree routing to transmit data and control information, 
leaf node generally are RFD, leaf nodes are controlled by 
coordination points which are in the region where leaf nodes 
located in, and these coordination points are controlled by 
the root node of ZigBee tree structure, coordination points 
are FFD, But general ZigBee root nodes have very large 
storage space and processing capability. Tree structure has 
large network coverage and stable topology, but with the 
growing of coverage and the increasing of nodes, the 
problem of synchronous, delay, and the load as well as 
power consumption of high level nodes are more obvious. 
To these situations, the paper makes an improvement to tree 
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routing algorithm, introduces routing table, takes depth and 
node residual energy into account, consequently, reduces 
overall energy consumption of network, and prolongs 
network life span. 
2.2 ZigBee tree routing address assigning 
mechanism[1][7][8]

Every node in ZigBee network has a 16-bit network 
short address and a 64-bit IEEE extended address. 16-bit 
network address of which is allocated dynamically by its 
parent node when node are added in network, this address is 
only used for routing mechanism and data transmitting in the 
network, which is similar to the using of IP address in 
Internet; 64-bit address is similar to MAC address, which is 
a unique identification of every node. 

According to the related process provided by 
IEEE802.15.4 MAC layer, nodes of ZigBee network 
constitute a logic tree. When a node in the network allows a 
new node to use it in order to join in the network, they will 
form a parent child relation. Every node which joins in the 
network will obtain a unique 16-bit network address which 
is allocated by its parent node, allocation mechanism is as 
follow: 

Let every parent node at most can be connected with Cm

child nodes, node in these child nodes at most can have Rm

routing nodes, maximum depth of network is Lm, Cskip(d) is 
offset between addresses of child nodes which are allocated 
by their parent node whose network depth is d, its value can 
be computed by formula as follow:  

1

1 1 , 1
( ) 1 ,

1

m

m m m

L d
m m m m

m

C L d R
Cskip d C R C R

otherwise
R

(1)

When the Cskip(d) of a routing node is 0, it doesn't have 
the ability to allocate address for child nodes, i.e., it cannot 
let other nodes join in the network; If the Cskip(d) of a 
routing node is bigger than 0, then it can accept other nodes 
as its child nodes, and allocate network address for them. It 
will allocate an address for the first node which is related to 
it first, the address will be increased by one; the offset of 
addresses of routing nodes which are related to it later is 
Cskip(d). Every parent node can allocate Rm addresses of 

such type at most. Allocating addresses for terminal nodes 
and Allocating addresses for routing nodes are different, let 
address of parent node is Aparent, then the terminal node 
address of nth node which is related to it is An:

,1 ( )n parent m m mA A Cskip R n n C R (2)

Figure 1 is a routing tree which is designed according to 
address allocating mechanism above of this paper, Cm=6
Rm=6 Lm=7, number beside node stands for allocated 
address of this node. 

Figure 1

2.3 ZigBee tree addressing routing[7][8]

If RFD node wants to send data packet to other nodes in 
the network, then it sends this data packet to its parent node 
directly, and parent node will send it. 

If a router FFD node wants to send data packet to 
destination node whose network address is D, the network 
address and depth of this router node are A and d, then the 
router node will judge whether destination node is its 
descendant node or not according to the following 
expression: A<D<A+Cskip(d-1).

If destination node is its descendant node, then next hop 
node address is: 

D, if destination node is its child node 
N=                                      (3) 

                         , otherwise 

Otherwise, if destination node is not its descendant 

Sink FFD

)(*
)(
)1(1 dCskip

dCskip
AD

A
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node, then next hop node is parent node of the node. 

2.4 Disadvantage of ZigBee tree routing algorithm 

Data is transmitted according to simple parent child 
node relationship in ZigBee tree routing algorithm, 
neighbor nodes are not considered. When source node and 
destination node are adjacent, data packet are transmitted to 
destination node on the basis of topological structure of tree 
yet. If this happens then battery energy of transmitting node 
will be exhausted soon, especially, the smaller of the 
distance between transmitting node and root node, the 
sooner energy will be exhausted, and this leads to network 
partition. 

As illustrated in Figure 1, if source node 48 wants to 
send data to destination node 43, according to original tree 
routing algorithm, data packets will be transmitted to 
central coordinator node 0 from node 48 by its parent node 
step by step, and then central coordinator will send data 
packets to node 43. By this means, 9 hops are needed when 
data packets are transmitted from source node to target node. 
In the entire network, transmitting nodes such as node 1 and 
node 2 etc. which are closer to root node will exhaust 
energy soon because of frequently data transmitting. 
Because node 43 is in one hop communication scope of 
node 48, thus if node 43 can send data packets to 
destination node 48 directly, then just one hop is needed. In 
this way, energy consumption of other nodes is avoided, 
accordingly, energy is saved. Therefore, by introducing 
neighbor table, and taking depth and residual energy of 
nodes into account. 

3.Improved algorithm designing 

3.1 Neighbor table[9] definition 

In ZigBee network, nodes which can communicate 
directly in one hop scope are called neighbor nodes. 
Because storage capability of RFD device of wireless 
sensor network usually is small, so we let FFD device to 
store its neighbor list nb-list, to record the adjacent 
relationship of this node with other nodes. 

Neighbor list items are as follow: 

ADD DT Epower D 
In neighbor list nb-list, there are four items: 
ADD: address of neighbor node.
DT: device type of neighbor node, 1 means this 

neighbor node is FFD device (have routing function); 0 
means this neighbor node is RFD device (don’t have 
routing function, just sending and receiving data). 

Epower: residual energy value of neighbor node. 
D: node depth. 

3.2 Node depth 

In ZigBee network, the smaller of the distance between 
nodes and central coordinator, the larger of the data size 
they need to transmit, to be reflected in ZigBee tree 
structure, the smaller of the node depth, the larger of the 
data size they need to transmit, so the minimum residual 
energy of nodes have something to do with node depth, 
small depth nodes should have more reserved minimum 
residual energy value, in this way, we can guarantee 
network will not be split up or even paralyze because of 
node disable. 

3.3 Set node residual energy value dynamically 

We set an energy threshold value Elimit, on the basis of 
residual energy state[10][11] of the sensor node, when node 
residual energy is greater than energy threshold value Elimit,
it means the battery energy of this node is sufficient, it can 
transmit data; when node residual energy is smaller than 
energy threshold value Elimit, it means the battery energy of 
this node is not sufficient, in the process of data 
transmitting, this node should be avoided. 

If node initial energy is E0, node depth is D; Elimit can be 
defined as follow: 

0
1(lg )

( ) 1

numb

limit
eE E
f x D

(4)

numbe is a specific coefficient (e=2.718), its role is to 

slow down the speed of Elimit decreasing. f(x) is a function, 
its value will be changed with x, f(x) can be defined as 
follow:
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Ntotal is the total number of nodes in the network, it's a 
constant. E0 is initial energy of every node, E* is a once 
energy consumption of every node. x is a variable which 
will be defined in detail in the following text. 

Serialize f(x) of 1 x<Ntotal, first of all, compute derived 
function of f(x): 
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Compute derived function of f(x) :
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Because E0 is the total energy of every node, E*x is 
dissipation energy of every node, so, E0-E*x>0 as a result 
formula above is greater than 0. 

Because of f(x) >0, we know that f(x) is an increasing 
function at 1 x<Ntotal, f(x) grows bigger with x, when x 
approaches to Ntotal f(x) is infinitely great, and because of 
f(x) >0, the increasing degree of f(x) is becoming bigger 
and bigger. 

Because Elimit has an inverse ratio relationship with f(x),
we can infer that Elimit is a decreasing function of x, Elimit

decreases when x grows bigger, when Elimit decreases to 
some level, warning energy value will be computed again, 
so as to reuse some nodes whose residual energy are smaller 
than warning energy value. When x approaches to Ntotal , 

Elimit approaches to 0, at this time, we can treat those nodes 
whose value are smaller than Elimit as disable nodes, and the 
decreasing degree of Elimit is becoming smaller and smaller. 
Setting like this is in accordance with the practical situation 
of network node energy, at the beginning, node energy is 
sufficient; the decreasing speed of Elimit could be fast, but 
when the node energy are low generally, the decreasing 
speed of Elimit should be slow. 

Set internal counter N1 and N2 in central coordinator. If 
the residual energy of node is less than Elimit, then the node 
will send a warning message to central coordinator. When 
central coordinator receives the message, counter N1 will 
be added by 1. Central coordinator uses counter N1 to count 
the ratio P of warning nodes in the network, we set a 
threshold T (0<T<1, we set T as 0.2 in our simulation 
testing). When P < T, counter N2 is added by 1, and in 
formula 4 and formula 5, x is the value of counter N2, so, 
the value of x which is added by 1 is changed, as a result, 
the value of Elimit is updated, then set the value of counter 
N1 as 0, count the number of warning nodes again, counter 
N2 still preserve original record, continuously accumulate 
the update times of Elimit, the value of x is the update times 
of Elimit. When node sends data, it can determine its 
transmitting mechanism according to the region and 
residual energy of node, try to avoid nodes whose residual 
energy are insufficient, so as to balance the network energy. 

3.4 Improved routing algorithm 

3.4.1 Initial state 

At the time of initializing, central coordinator of ZigBee 
network allocates every node a unique network address on 
the basis of tree routing address allocating mechanism. FFD 
nodes in network initialize its neighbor list nb-list, and 
record all neighbor nodes message. Every FFD node will 
compare its residual energy value with energy critical value 
Elimit of that time, to decide whether the node has enough 
residual energy, consequently, to decide whether it will join 
in the transmission of data. When FFD node of sufficient 
energy receives a data packet, it will look up neighbor list to 
find all FFD nodes with sufficient energy, and choose a 
neighbor of minimum routing hops as next hop node. 
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3.4.2 Routing strategy 

If next hop node is not destination node, then all 
transmitting nodes in the routing process will execute 
improved search next hop algorithm FindNextHop(S,D), S 
is the address of the transmitting node, and D is the address 
of destination node. 

Concrete routing algorithm is as follow: 
(1) Initialize next hop node as next hop node nk which is 

computed by traditional tree routing, and initialize the 
number of residual routing hops, every node computes 
current warning energy value. 

(2) If the residual energy of current node S is greater 
than warning energy Elimit, then still use traditional tree 
routing algorithm. 

(3) If the residual energy of current node S is smaller 
than warning energy Elimit, then switch to energy 
optimization algorithm, decide destination nodes contained 
in neighbor list. 

(4) If next hop node is destination node D, then send 
data directly. 

(5) Otherwise, in neighbor list, find a node whose value 
is greater than current Elimit, and DT=1, i.e., FFD node. 

(6) If nk is greater than current Elimit, then compute the 
residual routing hop number of selected nodes in (4), 
compare it to nk, and choose a minimum as next hop node. 

(7) If nk is greater than current Elimit, then compute the 
residual routing hop number of selected nodes in (4), 
choose a minimum as next hop node. 

(8) Attach the address of next hop node to the data 
packet, send data, and modify its residual energy value, 
send message to its neighbor node to modify the 
transmission information of the transmitting node in 
neighbor list. 

The paper uses tree routing method to compute residual 
routing hop number[4][12]. First of all, we search root node of 
common sub tree which contains neighbor node and 
destination node. In these common sub trees, take common 
sub tree root node which has maximum depth as reference 
point of computing residual routing hop number. First, we 
need to compute the depth of neighbor node and destination 
node, and we need to compute the depth of deep-most 

common sub tree root node. 

4.Algorithm analysis and simulation testing 
result 

4.1 Algorithm analysis 

In improved algorithm, because neighbor list and node 
depth are considered, data is sent to destination node by 
shortest path, in the process of transmission, nodes whose 
residual energy is smaller than Elimit should be avoided on 
the basis of network overall situation, try to avoid partial 
nodes consume energy exceedingly, improved algorithm 
use formula (4) to update the value Elimit of continuously, 
with the running of network, some node whose energy 
value are less than Elimit will be used again, to reach overall 
load balance. Because FFD nodes in improved algorithm 
are only responsible for maintaining one-hop neighbor node 
information, so the spending is small. Suppose the neighbor 
nodes of intermediate node or source node are n, we can 
infer that the time complexity of improved algorithm is 
O(n), algorithm can be finished in polynomial time. 

4.2 Simulation testing result 

Simulation testing uses Omnet++3.2p1 emulator, 
network coverage area is 600×600m, the smallest distance 
to convergent point is about 40m, the largest distance is 
about 300m. Network node number is set as 66, they are all 
FFD type. Tree structure scene is show by Figure 2, red 
node is convergent point, yellow nodes are data 
transmission data, white nodes data source node, 
relationship between data source node and data packet 
number is shown in table 1. Set maximum transmission 
distance of node R=100m, data packet length is 512 bit; 
control packet length is 64 bit. Channel bandwidth is 
3Mbps; initial energy of all nodes is 100 J, and transmitting 
data clustering costs 2 J. we set Cm=6 Rm=6 Lm=7. 
Table 1 Relationship between data source node and data 
packet number 

ID 10 16 22 27 40 53 54 62 65

Num 13 9 7 5 6 14 12 7 10
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Figure 2 Tree structure scene 

4.3 Simulation result analysis 

Simulation testing results are shown in Figure 3 and 4. 

 Figure 3 Change curve of network overall energy 
consumption varies with time 

In Figure 3, curve 1 show traditional routing algorithm 
overall energy consumption of network when running, 
curve 2 show the improved algorithm of the paper overall 
energy consumption of network when running. At the 
preliminary stage of network running, two algorithms both 
use tree routing method to transmit data clustering, so, at 
the first 8 seconds, the energy consumption of two 
algorithms is the same. But with the increasing of 
simulation time, some node consume too much energy 
because of frequently transmitting data clustering, when 
residual energy is less than warning energy value, switch to 

energy optimization algorithm of this paper, change routing 
strategy, let data packets choose nodes whose residual 
energy are greater than Elimit in neighbor list, in the process 
of routing, take routing hop number and node residual 
energy into account, try to choose path with local optimum 
routing hop number to transmit data, and try to avoid to 
transmit data to low energy nodes, so energy is saved. 
Simulation results show that the improved algorithm in the 
overall network energy consumption than the traditional 
algorithm. 

 Figure 4 Change curve of death node number in network 
varies with time 

In Figure 4, curve 1 shows traditional tree routing 
algorithm death node number of network when running, 
curve 2 shows improved algorithm of the paper death node 
number of network when running. At preliminary stage, 
every node has sufficient energy, and no death node will be 
generated, with the running time growing of network, some 
node will consume huge energy because of frequently 
transmitting data, traditional tree routing algorithm doesn’t 
consider residual energy value of network, so the 
occurrence of death node is earlier than algorithm of this 
paper. Because the improved algorithm of this paper keeps 
away from low residual energy nodes, chooses high energy 
nodes to transmit data, therefore, early individual node 
death is avoided, network load is balanced, and network life 
time is maximized. 

According to the comparison of simulation results, 
traditional tree routing algorithm will induce more death 
nodes in same transmission task. The improved algorithm 
can reduce the number of death nodes effectively, therefore, 
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the improved algorithm is superior to the traditional 
algorithm in reducing the number of death nodes. 

5.Conclusions 
The paper propose an optimized ZigBee tree routing 

algorithm compared to traditional ZigBee tree routing, 
improved algorithm introduces neighbor list on the basis of 
traditional routing algorithm, in the process of data 
transmitting, node depth and node residual energy are taken 
into account, and critical value Elimit is adjusted in time, try 
to balance energy consumption of all nodes in the network. 
Simulation result shows that algorithm can effectively avoid 
low energy node in the process of network running, transmit 
data more optimized, and avoid exhaustion of some nodes, 
prolong network life span. The base of the optimized 
algorithm design is fixed nodes, mobile nodes are not 
considered, next step is to research ZigBee network 
optimization in the situation of mobile nodes. 
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Abstract—Wireless multimedia sensor networks are often used 
to transfer large amount of data such as audio, video and 
image, and to process complicated tasks. In recent years ,the 
interest in  WMSNs are growing dramatically. An algorithm of 
multicast routing based on genetic algorithm(GA) is presented 
in this paper.This algorithm provides multiple QoS guarantee, 
such as bandwidth, delay and delay jitter. The selection 
operation of GA is defined as a Select Game. The payoff 
function of the select game is defined by node’s energy and the 
select operation is based on the Nash Equilibrium solution of 
the Select Game.The simulations indicate our routing 
algorithm based on GA is convergent and it can improve the 
networks’ lifetime . 

Keywords: wireless multimedia sensor networks;QoS 
multicast routing algorithm;  game theory;  genetic algorithm 

 

I. INTRODUCTION 
Wireless multimedia sensor network as a special form 

of wireless sensor network has been paid attention by 
researchers[1-3]. WMSN transmits real-time images, audio, 
video and other multimedia information, which needs to 
provide a certain degree of  QoS guarantees[4].QoS-sensitive 
is an important key technology of WMSN .QoS routing 
technology needs to be solved in the study of WMSN 
application .QoS routing technology mainly requires to find 
a multi-constrained condition and optimized method. It has 
been proved that the multi-constrained QoS routing problem 
is an NP-complete problem[5],the common solution to this 
problem is using genetic algorithm and other heuristic 
algorithm. 
 

A wireless sensor network energy-known routing 
algorithm based on genetic algorithm was proposed in 
Ref.[6]. The disadvantage of this algorithm is that there are 
invalid paths in its child. A energy-known routing protocol 
for Wireless Sensor Networks was proposed in Ref.[7] .This 
protocol depending on the GA provides delay and energy 
constraint of QoS guarantees, its encoding is based on node-
set ,and its probability of cross operation depended on the 
fitness of chromosome.This paper we proposes a QoS 
mulicast routing algorithm based on GA. Its selection 
operator based on the Nash equilibrium solution of select 

game instead of simply rouletle selection.The payoff 
function of select game is defined as node’s residal energy. 
The simulations show that our GA is convergent and it can 
improve the network lifetime . 

II. DESCRIPTION OF NETWORK MODEL AND ROUTING 
PROBLEM 

This paper assumes that WMSN consists of a sink node 
and a number of sensor nodes. Sensor nodes could be 
multimedia sensor nodes or simple sensor node ( such as 
temperature sensor etc ).Any node in network has at least 
more than one neighbor node. That is to say, WMSN can be 
expressed as ),( EVG = , where V is the set of sensor nodes 
and E  is the set of duplex links corresponding with nodes. If 
r is the communication radius of sensor node, ( )21 , vvd  is the 
distance between the two nodes ( 1 2,v v V∈ ) , when 

( ) rvvd ≤21 , ,there is a duplex link between 21 , vv , which is 
expressed as  ( ) Evve ∈21, . The information required for 
genetic routing algorithm is collected by the sink node.The 
routing algorithm is running in sink node,when the optimal 
path is found,the sink node sends the paths to all 
corresponding nodes. 

Different applications have different QoS guarantees in 
WMSNs.The goals of QoS multicast routing problem 
discussed in this paper is to find an optimal multicast tree to 
satisfy multiple QoS constraints in WMSN. 

Definition 1:Given a graph ),( EVG = ,a sink node 
VS ∈  and a set of source nodes VR ⊂ , Given a multicast 

tree Tt ∈ , ( ) tvve ji ∈,  is an edge of multicast tree t ,then we 
define the QoS parameter of Multicast tree as following: 
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(2) ( ) ( )( )
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Definition 2: Network lifetime n
nT  is defined as the 

time of the first failure node,the n
nT is : 

vVv

n
n TT

∈
= min  
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Where VT is the lifetime of node v [8] . 
Based on the above definition, the Multi-constrained 
QoS multicast routing problem for WMSN can be 
defined as : 

Given a graph ),( EVG = , a sink node VS ∈  and a 
set of source node VR ⊂ ,defined SRR ∪=' ,we need to 
find a multicast tree t to satisfy the following 
conditions. 

 
(1) 'Rt ⊇  
(2) min)( Btbandwidth ≥  
(3) max)( Dtdelay ≤  
(4) max)( Ltloss ≤  
(5) )(cos tt  is minimum 
Condition(1) , 'Rt ⊇  is a multicast tree; 
Conditions(2-4) satisfy the QoS constraints; 
Condition(5) is the optimization objective; minB is the 

bandwidth restrain , maxD is delay restrain and maxL is the loss 

rate restrain.  
 

III. A QOS MULTICAST ROUTING BASED ON GENETIC 
ALGORITHM OF GAME SELECTION 

Genetic algorithm is founded by University of 
Michigan’s researchers. It is an optimized search 
algorithm,which is constructed by imitating the mechanism 
of selection and inheritance in the process of biological 
evolution. The normal operation process of it is mainly 
composed of coding, initial population generation,fitness 
function definition, selection rules, crossover and mutation 
rules. 

The fitness function of a multicast tree is defined as : 
 

( ) ( ) ( ) ( )
⎪⎩

⎪
⎨
⎧ ≤∧≤∧≥=

others

LtlDtdBtb
ttfitness

,0

,
cos

1
maxmaxmin

              (1)            

 
Where, )(tb  is the  lower limit bandwidth of  the 

multicast tree, )(td is the delay of the multicast tree, )(tl  is 
the packet lost rate.The cost is defined as the average delay, 
that is, the average delay of all the source node to the sink 
node is : 

( ) ( )∑
∈

=
Rr

i
i

srdelay
n

tt ,1cos                                     (2) 

The code in algorithm uses edge-set encoding and the 
algorithm generates the multicast tree with random walk 
.From the source node,we select an adjacent node with the 
current node in every step at random and constitute an edge 
with the current node in the multicast tree until all the aimed 
nodes entered into the multicast tree.Crossover operation 
uses parent genes to produce filial generation. First, join two 
parents edge set to generate a graph ji ttG ∪=' ,then find two 
multicast trees as filial generation by random walking in 

graph 'G .In mutation operation,we firstly select a non-leaf 
node in multicast tree randomly,then delete the edge 
connected to the node,record the previous node 1v  and 
successor node 2v ,at last find two adjacent node sets 1a  and 

2a  seperately.If 2v  is the adjacent node of 1v , add an edge 
( 21,vv ) in multicast tree ; or select a node v  in 21 aa ∩   
randomly , add two edges ( )vv ,1  and ( )2,vv  in multicast tree. 
 

A. Game selection algorithm 
The roulette algorithm is widely used as a selection 

algorithm in the genetic algorithm. In this algorithm , the 
fitness of individual is used to calculate the probability of 
each individual’s choice. This paper uses game theory to 
improve the selection algorithm of genetic algorithm, in 
order  to improve the selective probability for individual with 
higher residual energy , to balance the energy expenses and 
prolong the lifetime of network. 
Definition 3: selection game, },,{ USNG =  is a selecting 
game for N player,which are N players in population,if 

2≥N .Define the set of  pure strategy of each participator as 
}1,0{=iS .We supposed that 1=iS , player i  is selected, 

while 0=iS  , means player i  is failed , and only one player 
can be selected in the game.The payoff  function is defined 
as follows: 
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Where aE  is  the probability of net lifetime decreased 

by the node energy consuming.Namely,  

( ) ∏
∈

=
Tv

v

i

i

E
E

iE
max

α  

 
ivE is the residual energy of node iv , maxE  is  the initial 

energy of node, )(ic  is the sum of energy consumption by all 
the node on multicast tree.Then the whole payoff of network 
those multicast contribute is defined as: 
 

( ) ( ) ( ) ( )
⎩
⎨
⎧ ≤∧≤∧≥

=
others

JtjitterdelayDtdelayBtbandwidth
tf

,0
_, minmaxminϕ  (5) 

 
Where ϕ  is a constant ,it is greater than zero,while the 

path can provide the QoS guarantee, network would get a 
payoff )(tf ,otherwise the payoff would be zero.In the 
selection game, the path which can’t provide the QoS 
guarantee will not be selected. 

Obviously,there is Nash equilibrium in selection game. 
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Suppose ( )221 ,,, pppp ⋅⋅⋅= is a combination of strategy 
,when it is adopted, the combination of a pure strategy 

( )nssss ⋅⋅⋅= ,, 21 has been adopted for the corresponding 
probability of each side's mixed strategy game of pure 
strategy assigned to it by the probability of the produc,it 

is ( ) ∏
=

=
n

k
ksk

psp
1

, then the mixed strategy 

( )221 ,,, pppp ⋅⋅⋅= will bring to the expectations of payoff 
returns as follows:  

( ) ( ) ( )∑
∈

=
Ss

kk ssppv μ . 

Each player has two pure strategy :choose or do not 
choose,there is { } NkssS kkk ∈= ,, 21 .Suppose the probability 
of choosing 1ks  is 1kp  ,and then 2ks  is 11 kp−  . 

According to the definition of payoff function,the 
expected return is : 
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The Nash equilibrium is used as reference in roulette 
choice. 

 
 

B. Algorithm Description 
The flow of QoS multicast routing algorithm based on 

the genetic algorithm of selection game is as following. 
Step1:Generating the initial population with the random 

walk method. 
Step2:Calculating the fitness value of initial population. 
Step3:Copying the initial population as a child 

population. 
Step4:set gen=1. 
Step5:while(termination condition is not satisfied) do 

{ 
Retaining the best individuals to new populations. 
Using game selection algorithm to select other 
individual of a new population. 

      Crossover operating on the new population. 
      Implement mutating  on the new population. 
      Set gen=gen+1. 
} 
gen is a  iteration counter of genetic algorithm. 

IV. SIMULATIONS 
In order to evaluate and measure the performance of our 

QoS routing ,some definitions  are given as followed: 
Definition 4: The average fitness of the population:the 

average of all the individual fitness in population. 
Definition 5: The best fitness value of the 

population :the maximum of all the individual fitness in 
population. 

The network topology which the simulation used is 
based on the method provided by waxman[9].107 nodes are 
placed randomly in the range of 100*100, while the intensity 
factor of poisson process is defined as 0.01,the 
communication distance of nodes is defined as r=20,the 
degree of node equals 2,the ceiling capacity is defined as 

1000 =E .Then an adjacency matrix would be generated by 
adjacent nodes ,which is calculated by the assumption of 
r=20,then the available bandwidth of each node,the lag time 
of each edge and packet lost rate are generated at 
random,while the span of bandwidth,lag time and packed 
lost rate are separately integer in [1,10],integer in [10,30],and 
decimal in [0.01,0.1]. 

The topology used in simulation is illustrated in Fig.1, 
we select a source node and three destination nodes, trial and 
error, the algorithm gets better performance .When the 
crossover probability is greater than 70%, mutation 
probability is about 1%, the initial population is 50 ,and  the 
maximum number of genetic is 50. 

The best fitness and average fitness curve is illustrated 
in Fig.2, from which we can see that the algorithm is 
convergent. 

In order to study the network lifetime of different 
algorithms,we use an algorithm with no energy based on the 
basic genetic path-based QoS routing algorithm,which uses a 
single-point crossover, roulette wheel selection and fixed 
crossover probability.In the experiment, we select different 
networks with diffent number of nodes from 50 to 100 and 
keep sink node unchanged,let the source nodes generate 
randomly,genetic selection based on game theory and the 
basic genetic algorithm for QoS routing algorithm is used 
repeatedly. We assume that the initial energy of nodes is 100 
players, and the energy is consumed 0.1 every time. When 
the first node energy is consumed,we record the number of 
times.Figure 3 shows the experimental results,we can easily 
see the conclusion that genetic selection based on game 
theory QoS routing algorithm can effectively improve the 
network lifetime. 
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Fig.1. The network topology 
 

Fig.2. the best fitness and average fitness curve 

Fig.3. Network lifetime comparison between basic and game selection 
genetic algorithm for QoS routing 

 

V. CONCLUSION 
An algorithm of multicast routing based on genetic 

algorithm(GA) is presented in this paper.This algorithm 
provides multiple QoS guarantee, such as bandwidth, delay 

and delay jitter. The selection operation of GA is defined as a 
Select Game. The payoff function of the select game is 
defined by node’s energy and the select operation is based on 
the Nash Equilibrium solution of the Select Game.The 
simulations indicate our routing algorithm based on GA is 
convergent and it can improve the networks’ lifetime . 
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Abstract—Mobile ad hoc networks are typically characterized 
by high mobility and frequent link failures, so routing protocol 
is crucially important. Multipath routing can be utilized so that 
alternate paths are available to reduce link failure. A node-
disjoint multipath routing protocol based on AODV was 
proposed in the paper. The main goal is to discover multiple 
node-disjoint paths with a low routing overhead during a route 
discovery. We also pay attention to residuary energy of nodes. 
Simulation results show that the proposed protocol results in 
significant performance improvement. 

Keywords-mobile ad hoc networks, multipath routing 
protocol, AODV 

I. INTRODUCTION 
Ad hoc networks are characterized by dynamic topology, 

high node mobility, low channel bandwidth and limited 
battery power. In these scenarios, it is essential to perform 
routing with maximal throughput and, at the same time, with 
minimal control overhead. Routing in MANETs has received 
tremendous interest from the networking research 
community [1]. 

Routing protocols may be classified as either unipath or 
multipath based on the number of routes between the source 
and destination. Intuitively, multipath routing can better 
utilize network resources and it can offer performance 
improvements over unipath routing [2]. Current there are 
many research on multipath routing protocols for ad hoc 
networks [3-5]. 

Multipath routing has been regarded as an attractive 
alternative for ad hoc networking because it is able to 
provide fault tolerance and balance load. But the existing 
multipath routing protocols have some faults as larger 
routing overhead, less multipath route and more difficult in 
search for maximum irrelevant path.  

In ad hoc networks mobile nodes are basically small-
sized terminals depending on battery operated. Energy is also 
a critical issue for battery-powered mobile devices in ad hoc 
networks and routing based on energy related parameters is 
used to extend the network lifetime [6]. 

II.  AODV PROTOCOL ANALYSIS 
On-demand routing protocols are widely used because 

they use much lower routing load. Ad Hoc on-demand 

Distance Vector (AODV) [7] and Dynamic Source Routing 
(DSR)[8] are the two most widely studied on-demand ad hoc 
routing protocols.  

AODV uses hop-by-hop routing. Every node forwards 
data packets towards a destination node according to its 
routing table. The routes in the AODV routing table are kept 
up to date as long as they are needed by the source.  

In AODV, the source broadcasts a Route Request 
(RREQ) packet in the network to search for a route to the 
destination. When a RREQ reaches either the destination or 
an intermediate node that knows a route to the destination, a 
Route Reply (RREP) packet is sent back to the source. This 
establishes a path between the source and the destination. 
Data is transferred along this path until one of the links in the 
path breaks due to node mobility.  

AODV is a very simple, efficient, and effective routing 
protocol for Mobile Ad-hoc Networks. However, because a 
route discovery could only establish one path, all packets 
transmit along this path. Ad hoc network topology 
dynamically changes, once the links breaks, it has to find a 
new route. Moreover, in the network there are a large 
number of RREQ message which accounts for 
approximately 90% of the total number of control message. 
Hence, AODV protocol also has to balance load, improve 
fault tolerance, reasonably use the limited bandwidth and 
reduce delay and so on. 

Moreover, the initial energy of each node in network is 
different and in the course of working the consumption rate 
of energy is also different, so it must pay attention to the 
energy left of node in selecting various routing. 

According to the above analysis we present a node-
disjoint multipath routing protocol based on AODV, 
NDM_AODV protocol, in order to reduce overhead and 
ensure multiple paths disjointedness and sufficiency. 
Simultaneously in selecting node-disjoint path, the protocol 
takes also into account the energy of nodes in the path and 
hops to prolong the life time of inks and reduce the frequent 
of route discovery.  

III. NDM_AODV PROTOCOL 
Besides to meet general requirement of routing protocol 

in ad hoc network, NDM_AODV PROTOCOL should 
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ensure to reduce overhead and load and to look for 
maximum node disjoint paths. 

A.  Source routing mechanism 
After a source node broadcasted RREQ message, each 

intermediate node received RREQ message will attach itself 
node address to relevant field in RREQ message and 
continue to broadcast the RREQ message to its neighbor 
nodes. When RREQ message arrive the destination node, all 
intermediate nodes of RREQ messages passed establish a 
path from the source node to destination node. The 
destination node needs to determine if this path is a node-
disjoint path. If is disjoint, will build a routing response 
RREP message and sent it to source node along this path. 
The RREP message also includes the entire path node 
address list. Every intermediate node received the RREP 
message will be able to obtain the necessary information and 
record in the routing table and then forward then message. 
When first RREP message reaches the source node, source 
node may send data. Because only destination node can 
choice node-disjoint path, intermediate nodes are prohibited 
to response RREQ message.  

B. Route request message forwarding mechanism 
In order to find more node-disjoint paths and reduce 

routing overhead, intermediate nodes can neither simply 
discard nor forward duplicate RREQ messages. The shortest 
reverse routing hops and loop-free paths method is adopted 
in NDM_AODV protocol. 

If a intermediate nodes first receive repeated RREQ 
message, it first check the node's addresses sequence in 
RREQ message and calculate the reverse routing hops from 
the source node to the node, and then the hops are as 
minimum hops of node's reverse routing hops. If a node 
received repeated RREQ message later, calculate and 
compare if reverse routing hop count is greater than the 
minimum hops. If is, the node discards the repeated RREQ 
message. Contrariwise the node attaches itself IP address to 
the node address sequence in the RREQ message, and then 
broadcasts the message. We can see that using short hops 
scheme it may discard some RREQ packets, so the protocol 
can reduce routing overhead and simultaneously avoids 
routing loop. And the biggest advantage of this method is to 
increase the probability of seeking node-disjoint paths. 

C.  Routing Selection Mechanism 
In the protocol the destination is responsible for selecting 

and recording multiple node-disjoint route paths. Not all 
paths of arrival destination node are the node-disjoint paths, 
so destination node needs appropriate method. It is require to 
increasing a node-disjoint path table in destination node for 
recording all node-disjoint paths from the same source node 
to the same destination. When destination node receives first 
RREQ message, it will replicate node address sequence in 
the message to the node-disjoint path table as first node-
disjoint path, and then sent routing response RREP message 
to the source node. The RREP message still includes the 

node address sequence, and the sequence is reversed order of 
source route sequence in RREQ message. If the destination 
node receives repeated RREQ message, it will compare the 
node address sequence in RREQ message with all path 
records in the local node-disjoint path table. If no public 
node (besides source node and destination node), it 
demonstrated that the route recorded in RREQ Message is a 
new node-disjoint route, or else the route is discarded. 

In order to reduce the routing overhead, we limit that the 
maximum number of node-disjoint multipath routing is 3. 
When the number of node-disjoint multipath routing is 
greater than 3, the protocol will calculate the total remaining 
energy of all nodes in the path and then select the path with 
the maximum total remaining energy. In the circumstances 
of the remaining energy level is equivalent the protocol will 
select the minimum hop count node-disjoint routing between 
the source node and destination node to replace the path with 
minimum remaining energy in the local node-disjoint path 
table. 

IV. NDM _ AODV PROTOCOL REALIZATION 

A.  Important data structures 
The main goal of NDM-AODV protocol is to establish 

node-disjoint paths in case of ensuring lower routing 
overhead. Each RREQ message of arrival destination node 
must carry node addresses of entire path, in this way 
destination node is able to select correctly node-disjoint path 
from all candidate paths. Thereby it is necessary to modify 
some data structures of AODV protocol. 

(1) The structure of routing request packet and route 
response packet 

Route request message RREQ added a node address 
sequence domain and a node's remaining energy (RE) 
domain. The address sequence domain recorded the address 
of all middle nodes between the source node and the 
destination node. The value of the RE domain need be 
unceasingly maintained by intermediate nodes in the process 
of routing requests. 

The route response packet RREP adds the destination 
route node address sequence domain.  

(2) The structure of routing table  

The structure of NDM_AODV routing table adds the 
following aspects contents on the basis of AODV protocol. 

Source node added node-disjoint forward path list TS, 
which use to record the next hop and lifetime and hops of 
each node-disjoint path that reach the same destination node.  

The routing request table TD of destination node not only 
contains relevant information of received RREQ packet, but 
for each same RREQ packet, records no more than three 
node-disjoint paths from the source to the destination node. 
Every path in the TD must include each hop address and 
lifetime and the total remaining energy (TRE) and hops of 
the path in addition to source node and destination node 
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(3) The initial value of variables MAX_NDM_ AODV is 
3. Destination node used it to judge whether the number of 
node-disjoint paths is more than 3 

B.  Route Discovery 
In NDM_AODV protocol when the source node needs to 

communicate with a destination node, it first lookup in its 
routing table if exists a route to reach the destination node. If 
exists and the route is effective, the source node immediately 
uses this route to send packets, otherwise, it will place the 
packet to the sending buffer and start the route discovery 
process. 

First the source node sends a route request message 
RREQ. All nodes within the source node wireless coverage 
will receive this routing request.  

When intermediate nodes received the RREQ packet, 
they will carry out the processing as below.  

(1) If the node is first received the message, the node will 
take the hop count in the RREQ message as the minimum 
hops of reverse routing from the source node to the node, be 
denoted by Hop_min, or else turn to (2). 

(2) Compare Hop_min with the reverse routing hops Hop 
in the RREQ message from the source node to the node. If 
Hop>Hop_min, discard the RREQ message, or else turn to 
(3). 

(3) Establish or update reverse path according to the 
RREQ message content, and add its own address to "source 
routing node address sequence" domain and its  residual 
energy to RE domain in the RREQ message. Then the node 
broadcasts the RREQ message to its neighbor nodes. 

When destination node received RREQ messages, the 
source routing nodes sequence constitutes the candidate 
routing from the source node to a destination node. 
Destination node performs the following procedure. 

(1) If the node first received the RREQ messages, it will 
copy the source routing node address sequence in the RREQ 
message to the corresponding field in the TD table. The 
source routing node address sequence will be taken as first 
node-disjoint paths from the same source nodes to the 
destination. The value of the MAX_NDM_AODV is minus 1. 
Then the node forms a RREP message, and copy the 
reversed order of paths sequence to "the destination routing 
node address sequence" domain in the. The RREP message 
is sent to the source node along reverse path. Or else turn to 
(2). 

(2) Comparing the source routing node address sequence 
in the RREQ message and the node address sequence of all 
paths saved in the TD table from the same source node. If 
having common node, the destination node will directly 
discard the RREQ message, or else turn to (3). 

(3) If MAX_NDM_AODV≥0, copy the source routing 
node address sequence to TD table as a new node disjoint 
paths and MAX_NDM_AODV minus 1.  

If MAX_NDM_AODV<0, which indicates the number of 
node-disjoint paths amounts to 3, the node calculate the total 
residual energy of nodes TREnew in new path. If TREnew is 
greater than TRE of other path in TD, the node will substitute 
new path for the old path in TD. If TREnew is equal to TRE of 
other path in TD, the node will get path with the minimum 
hops, or else discard the RREQ message. 

After received a RREP message, an intermediate node 
judges if the RREP message is repeated. If is, directly 
discards it, or else according to destination routing node 
address sequence in the messages, establishes the forward 
routing from the node to the destination node, that is, 
determines the destination node that initiated RREP message 
and the next hop that send RREP message to the node, and 
establishes the reverse routing from the node to the source 
node, that is, determines the destination node that the RREP 
message finally should reach to and the next hop that the 
RREP message will next be send to. 

After received a RREP message, the source node 
establishes the reverse routing from it to the destination node 
include the next hop, lifetime, hops and so on. When first 
received a RREP message the source node may perform data 
transmission. 

C.  Route Maintenance 
Due to node random mobile and the network topology 

rapid change, link interruption may occur frequently in 
mobile ad hoc network. Need to consider the route 
maintenance problems. NDM_AODV protocol uses HELLO 
message to maintain local connectivity. 

If has not received the HELLO message of any other 
neighbor node in a HELLO period, a node will consider that 
the link may be broken. When found a link broke, the node 
will send a RERR message to the source node. When 
intermediate nodes received the RERR message it will mark 
the routing of reaching the destination node as invalid in the 
routing table, then continue send the RERR message to its 
upstream nodes. When source node received RERR 
message, it first marks corresponding routes as invalid in the 
routing table and finds whether there are effective node-
disjoint route to reach same destination node. If have, it will 
use this backup routing to continue transmit data. If all 
backup routings are failure, it will perform the route 
discovery again. 

V.  SIMULATION ANALYSIS 
To show the correctness and effectiveness of the 

algorithm, we performed simulation on NDM_AODV 
protocol using the network simulation tool NS2 [9] and 
compared with AODV and DSR protocol. 

A. Simulation environment 
Assume physical layer is a bi-directional link and 

channel transmission rate is 2Mbps. Wireless propagation 
model uses TwoRayGround model. Radio wave transmission 
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distance is 250 m and interference distance is 550 m. IEEE 
802.11 DCF is used as the MAC layer protocol. 

50 mobile nodes randomly distributed in a rectangular 
region of 1000m×800m. We used the random waypoint 
model[10] and node stay time is 20s. Maximum speed is 
respectively 0m/s, 5m/s, 10m/s, 15m/s, 20m/s, 25m/s and 
30m/s. Constant Bit Rate (CBR) source is as the data source 
for each node. The maximum number of connections is 25. 
Each source node transmitted packets at the rate of four 
packets per sec, with a packet size of 512 bytes. The initial 
energy of each battery set to 45J. 

B.  Performance Metrics 
Packet Delivery Fraction is obtained by dividing the 

number of the received data packets by the destinations by 
the number of data packets originated by the sources. 

Average End to End Delay describes the mean time (in 
seconds) taken by the data packets to reach their destinations. 
Delays due to route discovery, link repair, multihop 
forwarding, queuing and retransmissions and so on are 
included in the delay metric.  

Normalized Routing Load per Packet describes the 
number of control packets required by each data packet, so 
also called control packet overhead. Normalized routing load 
reflects the efficiency of routing protocols and indirectly 
reflects the stability of path in the dynamic environment. The 
smaller overhead is, the stronger the stability of path is. 

C.  Simulation Results Analysis 
According to speed the simulation experiment divide into 

7 different scenarios. We run each simulation for 500 sec. 
Meanwhile in order to ensure the reliability of the data, in 
same scenario each protocol is tested 5 times respectively to 
get performance metrics using different pause time and then 
take their average as final experiment result of performance 
metrics. 

(1)Packet Delivery Fraction 

Figure 1 shows comparison for packet delivery fraction 
of NDM_AODV and AODV and DSR under different node 
movement speed. 

 
Figure 1.  Packet Delivery Fraction 

We can see that the packet delivery fraction of 
NDM_AODV protocol is apparently higher than that of 
AODV and DSR. This attributes to effectiveness of node-
disjoint paths algorithm used in NDM_AODV.  

When network topology change speed up, the success 
rate of the local repair declined in AODV protocol and lead 
to cache data packet loss. The backup paths in DSR protocol 
is intersecting and the broken place is likely to be public 
node of two paths, thus this lead to larger failure probability 
of the backup path restoration and further cause higher loss 
probability of data packet. But NDM_AODV protocol can 
quickly find alternate paths to arrive the same destination 
node, so the probability of packet discarded is small. At the 
time of the discovery link broken, NDM_AODV protocol 
can find alternate paths of non-existent public node. Further 
because of considering the maximum residual energy of each 
node in selecting path, the chance of path broke is smaller, so 
the packet delivery fraction increased. 

(2)Average End to End Delay 

Figure 2 shows comparison for average end to end delay 
of three protocols under different node movement speed. It 
can be see that with the acceleration of the network topology 
changing the average end to end delay of three protocols all 
increased, but the average end to end delay of NDM_AODV 
is lower and smoother than that of AODV and DSR.  

 

Figure 2.  End to End Delay 

In particular, with the network topology change 
intensified the differences between NDM_ODV protocol and 
AODV and DSR is growing wider. When a node maximum 
movement speed is to 20 m/s, the delay of NDM_AODV 
protocol is low to nearly 60% than that of AODV protocol 
and lower compared with the DSR protocol. This is mainly 
because NDM_AODV protocol can use alternate routing in 
link broke so then reduced the delay of source node re-
routing. Moreover NDM_AODV protocol adopts minimum 
hops path in selecting node-disjoint path to be great 
influence on end-to-end delay.  

 (3)Normalized Routing Load 

Figure 3 shows comparison for normalized routing load 
per packet of three protocols.  

For AODV protocol, the route request message RREQ 
takes up 90% of the total number of control messages. When 
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link is broken, whether local restoration or re-route discovery 
of source node, all will lead to transmit a lot of RREQ 
message in network. Therefore, the overhead will 
significantly increase with the network topology drastic 
change. But in the course of a route discovery, NDM_AODV 
protocol can get more node-disjoint multipath routing. In the 
case of link break source node can quickly find a node-
disjoint route as backup path continue to transfer data, thus 
not need to perform route discovery, as a result significantly 
reduce the number of control message. 

 

Figure 3.  Normalized Routing Load per Packet 

Although DSR Protocol saved backup paths in source 
node, backup paths are not node-disjoint paths and broke 
link is likely to be common point of several paths. So in the 
case of network topology drastic changes the route discovery 
frequency is still greater thereby bring large overhead.  

In addition in the course of a route discovery for 
NDM_AODV protocol, only when reverse path hops are 
smaller than the minimum jumping stored in reverse routing 
table, intermediate node forwards repeated RREQ message, 
which greatly reduces the number of RREQ retransmission.  

VI.  CONCLUSION 
In this paper we proposed a node-disjoint multipath 

routing protocol to overcome the shortcomings of on-

demand unipath routing protocols like AODV and DSR. We 
performed a simulation study and compared with AODV and 
DSR protocol. Simulation results show that NDM_AODV 
can improve packet delivery fraction and reduce normalized 
routing load and average end to end delay and so can be 
better suited for ad hoc network. 
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Abstract: With the development of storage technology, storage 
system capacity has been rapidly growing, so rapid that storage 
I/O performance has become one of the most critical issues in large 
complex systems. This article combines the latest research in 
object-based storage with replica technology to share I/O in the 
object storage system, and to maintain high and stable I/O 
response rate. Theoretical derivation and simulation experiment 
results are both examined, which show the prominent role that 
replicas can play in improving system performance and maintain 
stable I/O response rate. 

Key words: Object storage, Replica, I/O response rate 

I. INTRODUCTION

To meet the enormous data storage demand of the next 
generation Internet, object storage is being regarded as a 
promising storage model, which features multi-user, multi user 
type, complex network environment and multiple storage object 
types, that sets higher requirements for the sustained, stable and 
high-performance storage service. In order to ensure that the 
system can provide such service, this paper applies the 
replication technology to the object storage system. In order to 
reduce access latency, save network bandwidth and improve 
performance of the system, we create object replicas and use 
some certain algorithm to place the replicas in the appropriate 
storage nodes to fulfill I/O request by the nearest node and 
parallel response. This paper also analyzes the stability of I/O 
response rate in the duplicate-based object storage system.  

The rest of the paper is organized as follows. Section 2 
presents related work. And the I/O response rate analysis in the 
duplicate-based object storage system is shown in the section 3. 
Section 4 details the simulation test to the system I/O response 
time, which is effected by the stability of the I/O response rate in 
the duplicate-based object storage system. A conclusion follows 
in section 5. 

II. RELATED WORK

To improve the I/O response rate of the mass storage system, 
the current study involves the cache technology buffer 
technology I/O flow technology, pre-fetch technology and so 
on. For example, there is paper that it introduces the design of 
mass storage system in the Jefferson National Laboratory, and 
the study in availability of the Storage systems and storage 
data[1]. Some bibliographys introduce the study in improving 
storage system availability, such as fault detection and diagnosis, 

data reconstruction and recovery mechanisms, fault isolation, 
etc[2]-[4]. The other bibliography constructed the structure of 
Web-based RAID network storage systems, analyzed its 
structure and the data processing flow, established a closed 
queuing network model CQNM (closed queuing networks 
model), and proposed a quantitative analysis model based on the 
queuing theory[14]. Using this model, people can make a quick 
analysis of the performance boundary of I/O response time in the 
Network RAID Storage System.  

In order to improve the performance of storage systems, the 
researchers have done a lot of work in the file system. In addition 
to research in storage file system (Lustre, TankFS, NFS, PVFS, 
etc.), Bibliography also introduces how to detect and deal with 
the disk failures[5]; Bibliography constructs a formal model of 
file system to verify the logical correctness[6]; Bibliography does 
the research in how to improve reliability of the commercial 
system, the self-managing mechanism and so on[7]. Bibliography 
presents a self-managing mechanism which is based on 
speculation and machine learning[8]; Bibliography presents 
self-managing mechanism based on adaptive Feedback 
mechanism[9]. In area of storage QoS, the paper presents QoS in 
the view of different data types in a scalable shared storage 
architecture[10]. In intelligent Storage System, that it describes 
how to understand the upper formation software's behavior 
semantics[11]. In data organization and layout optimization of the 
system, we can realize layout optimization through efficient data 
migration to improve system performance[10] while the other 
paper discusses the security issues which is non-trivial in 
network Storage[12]. In all, various researches have been done in 
the field of storage system performance, but few researches have 
focused on stability of storage system I/O performance. This 
article features the object storage system, and deepens the 
research in the stability enhancement of the replication-based 
system I/O response rate. The research has indicated that the 
effectiveness of replicas in a storage system in contributing to a 
more stable I/O response rate. 

III. THE ANALYSIS OF I/O RESPONSE RATE

In an object storage system with no replication, all requests 
for an object need to wait for the specific object to respond. 
When the object access frequency is high, the access of the 
object (I/O) would locate in the response state or the waiting 
state. Hence, the response model can be abstracted as a two-state 
model. At a certain moment, for an I/O request, the state is 
always in one of the two states, either waiting or responding, and 
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the state is always flipping between them. From the analysis, the 
probability is the response rate of I/O in the particular moment 
that it is allowable. Thus we can give a formal definition of the 
response of a object or the replica of the object in: 

Definiton 1: If Avail(t) donates the state that the object is at 
the moment t, with 1 donating the effective (response in a timely 
manner) state and 0 donating the waiting (can’t response in a 
timely manner) state, then an object’s instant response Instant(t)
donate the probability of the response of the object at a specific 
moment t: 

tan ( ) { ( )| ( ) 1}Ins t t P Avail t Avail t� �

Generally speaking, we can make the following assumptions: 
(1) When the time interval is adequately small, the 

probability of the failure response in time is proportional to the 
time interval: 

{ ( ) 0| ( ) 1}lim
0

P Avail t t Avail t
tt

��� � �
�

�� �

(2) When the time interval is adequately small, the 
probability that the state from the failure response in time to the 
response in time is proportional to the time interval: 

{ ( ) 1| ( ) 0}lim
0

P Avail t t Avail t
tt

��� � �
�

�� �

(3) At any time interval, the probability of the failure or the 
availability of the repair has nothing to do with the previous 
history states. 

� � donate the probability of the failure (can’t respond in a 
timely manner) and repair (from not able to respond in a timely 
manner to respond in a timely manner) of the object in the unit 
time interval, thus accordingly we can establish a two state 
transition model of the object, as shown in Figure 1. 

t��

t��

( ) 1A va il t � ( ) 0A va il t � 1 t�� �1 t�� �

Figure 1 The two state transition model of the object
Formal description of the model is :   

{ ( ) 0 | ( ) 1} ( )

{ ( ) 1| ( ) 1} 1 ( )

{ ( ) 1| ( ) 0} ( )

{ ( ) 0 | ( ) 0} 1 (

P Avail t t Avail t t t

P Avail t t Avail t t t

P Avail t t Avail t t t

)P Avail t t Avail t t t

� 	

� 	

� 	

� 	

� � � � � 
 � � �

�� � � � � 
� � �

�� � � � 
� � �

� � � � � � 
 � � �

Theorem 1: For an object, � donates the probability of the 
access of the object need to wait in the unit time interval, � 
donates the probability of the access of the object can restore to 
the normal way, thus the instant response of the object can be 
expressed as: 

( )tan ( )

( )tan ( )

tIns t t etrue

tIns t t efalse

� � � �
� � � �

� � � �
� � � �

� � �� � 
� � ��


� �� � � 

� � ��

Proved: At any moment t, the instant response of the object is 
the probability of the normal access of the object for the 
user . Accordingly at some point, the probability of the 
access of the object need to wait is

tan ( )Ins t t true
tan ( )Ins t t false , thus we can write 

the state transition equation of the object from the moment t to
the moment t+ t as:

tan ( ) tan ( )1
tan ( ) tan ( )1

Ins t t t Ins t tt ttrue true
Ins t t t Ins t tt tfalse false

� �
� �

��� � � �� � �� �� � � �� 
� ��� � � �� � � �� �� � � �

tan ( ) tan ( ) tan ( )

tan ( ) tan ( ) tan ( )

Ins t t t Ins t t Ins t ttrue true true
Ins t t t Ins t t Ins t tfalse false false

� �
� �

��� � � � � ��� �� � � � � �� � � 
� ��� �� � � � � �� �� � � � � �

tan ( )
tan ( ) tan ( )

lim
tan ( ) tan ( ) tan ( )0

dIns t t true
Ins t t t Ins t tdt true true

dIns t t Ins t t t Ins t ttfalse false false
dt

� �
� � � �� �� � � �� �� � � � � �� � � �� � ��� � � �� � � �� � � �� �� �
� �� �

tan ( )

tan ( )

Ins t t true
Ins t t false

� �
� �

� ��� � � �� 
� �� � �� � � �

After the Laplace transformation: 

tan ( )
tan ( ) tan ( )

tan ( ) tan ( ) tan ( )

dIns t t true
Ins t t Ins t tdt true trueL L

dIns t t Ins t t Ins t tfalse false false
dt

� � � �
� � � �

� �
� � � � � �

�
� �� � � �� � � � �� 
 � 
� � � �� � � �� � � �� � � �� � � �� �

� �� �

Because tan ( ) tan ( ) 1Ins t t Ins t ttrue false� �  , 

We can get � � 1tan ( ) tan ( ) tan ( ) tan ( )L Ins t t Ins t t Ins t s Ins t strue false true false s
� � � � ,

substitute into the above formula: 
tan (0 )

tan ( )
[ ( )] ( )

tan (0 )
tan ( )

[ ( )] ( )

Ins t trueIns t s true s s s
Ins t falseIns t s false s s s

�
� � � �

�
� � � �

�
� ��

� � � ��

�
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After the anti-rumsfeld (Lapace) transformation, 

( ) ( )1tan ( ) [ tan ( ) ] [1 ] tan (0)

( ) ( )1tan ( ) [ tan ( ) ] [1 ] tan (0)

t tIns t t L Ins t s e Ins t etrue true true

t tIns t t L Ins t s e Ins t efalse false false

� � � � �
� �

� � � � �
� �

� � � � ��� � 
 � � 
� ��


� � � ��� � � 
 � � 

� ��

And initial conditions are , namely at the  
tan (0) 1

tan (0) 0

Ins t true
Ins t false

���
 ���

initial moment 0, as long as there is access to the object, the 
access will be successful and don’t need to wait, thus by the 
above formula we can get: 

( )tan ( )

( )tan ( )

tIns t t etrue

tIns t t efalse

� � � �
� � � �

� � � �
� � � �

� � �� � 
� � ��


� �� � � 

� � ��

Next we analyze the response of the object in the case of the 
object has multiple replicas. In the case of an object has n
replicas, when we access the object or the replicas, there is a 
need to wait. The model of the request transition as shown in 
Figure 2: 

Figure 2 The transition model of the request in a number of replicas 
We can assume reasonably: the transfer model of the request 

for the object or the replica of the object complies with the 
following Markov process: 

(1) The state distribution of the next state is independent of 
the joint distribution of the past state, which only depends on the 
distribution of the previous moment; 

(2) The changed probability of inter-state is stable. 
The formal description is as follows: 
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Definition 2: If RAvail(t) donates the state that a Replica 
accessed at the moment t, Rep_num(t) donates the available 
number of the Replica at the moment t, thus Ravail(t) donates a 
discrete random variable which has a n+1 possible values: 

� �_Avail(t) Rep_num(t)=i,i=0,1, ,R n� �

Definition 3: Define the distribution of the state of the N 
replicas at the moment t as the n+1 dimensional random vector 

:( )t�

( ) [ ( ), ( ), ( ), , ( )]0 1 2
Tt t t t tn� � � � �� �

Therefore, � �( ) Rep_num(t)=i,  i=0,1, ,nt Pi� � � .
Similarly, in the situation of an access or wait for a single 

object, we can make the following assumptions: 
(1)When the time interval is adequately small, the probability 

of the failure response is proportional to the time interval: 
� �Rep_num(t+ )=i+1|Rep_num(t)=i

lim    i=0,1, ,n-1
0

P t
tt

�
�

�
�� �

�

(2)When the time interval is adequately small, the probability 
of the response again for the replicas is proportional to the time 
interval: 

� �Rep_num(t+ )=j-1|Avail(t)=j
lim    j=1, ,n

0

P t
tt

�
�

�
�� �

�

Thus we can get the transfer equations of the changes within 
the failure access and successfully access of n replicas: 

1 0 0( ) ( )0 0

1

n

�

�

�
�
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0 2 1
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     (1) 

For the actual object storage system which holds replicas, 
when the number of the replica achieve a certain amount, the 
probability of whether the request for the access of the object is 
responded in a timely manner or needs to wait relies in a 
relatively stable state .If the state is instable, then we would 
create a new replica to achieve balance. In a stable state, we have 

, substitute into the (1) formula: / 0d dt� �

0 0
1 ( 1) 0

 0= ( )
0 2
0 0 1

n
n n

t
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�

� � � � �
�
�

    (2) 

Because at any given point, all replicas must reside in a 
certain state, so we can get , substituting into the (2) 
formula: 

1
0

n
i

i
� ��

�

Thus the timely response rate of the system which has n 

replicas is: 11

!0

k

kk �

�

� ��

1n � !
� " #

Similarly with the system which has no replica, or in the 
system which holds the replica, the timely response of the system 
depends on whether the users’ request can be responded in a 
normal and timely manner. In the case of a system enjoying 
replicas, once a user’s request can not be responded in a timely 
manner, we can respond it by the transfer of the other replicas, 
namely the transfer of the response state and the waiting state of 
the replicas, for which we studied above. It is clear that the 
existence of the replicas can greatly improve the timeliness 
response rate of the system and the I/O response rate has a 
certain degree of stability. 

IV. EXPERIMENTAL SIMULATION

This paper simulates the Markov response time model during 
object replica on our prototype system, which consists of one 
MDS (metadata server) and 40 OSDs(object storage device) 
connected by a 1Gbit/sec Ethernet. Efficiency and correctness of 
this model will be tested in two folds: tunable model parameters 
and trace-based verifications.  

Response rate and waiting possibility with respect to 
replication number are of major importance when designing 
experiments. Figure 3 shows the comparison between the 
theoretical and the simulated values of response rate for arrived 
object requests according to replication number. And 
let� denotes the probability of being unable to response I/O on 
time for each span unit, and� be the probability of replacing 
object I/O response successfully by replication. Then two groups 
of (� , � ) pair within the same stable and enable service state 
(92%) were selected and is different from the capability on 
continuing to keep such response rate. In our experiment, the 
replication object successfully substitutes the I/O request on the 
source object. When source object’s probability of being unable 
to service on time drops down, the system capability of keeping 
stable and responsive is increased.  
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Next, we designed the experiment to compute the system 
response time, and configured the system so that the replication 
service works as a separate module that can be turned on/off, 
then employed two kinds of workloads, both read intensive and 
write intensive traces, to collected simulated results. We 
compare the response time when turn on/off the replication 
service in the read intensive trace in Figure 4. With the increase 
of I/O operations, the response time increases in variance 
between having and non-replication. For non-replication, the 
response time increases more dramatically, then almost linear to 
the increase of I/O request after reaching the threshold, which 
results in a denial of service. If having replication, with the 
increase of I/O operations, the increasing hotness of targeted 
OSDs warms up to create object replications on the triggering 
condition. Because of the cost of placement strategies and 
substitutes relocation, the response time increases dramatically 
and intermittently, even comes up to that of non-replication. 
Eventually, after the initiation of replication logic, the response 
time drops down distinctly and scales stably afterwards. 
Comparing with the read intensive trace, Figure 5 shows a 
similar curve trend like read trace (See Fig 4). Different from 
read trace, response time in write intensive trace is much longer 
and increases much earlier. Besides the cost of placement 
strategies and substitutes relocations, the resource allocation for 
writing replication is needed. So the benefits of replication in 
write intensive workload is less than that of read intensive 
workload. In addition, the consistency algorithms for the 
replications will be helpful to system persistence. 

Figure 4 Response time of system with more reading operations 

Figure 5 Response time of system with more writing operations 

Figure 6 Throughput of system with more reading operations 

Figure 7 Throughput of system with more writing operations 
We consider of the throughput under the two aforementioned 

traces. In read intensive trace, Figure 6 shows the I/O throughput 
begin to increase, with the increase of I/O operations. When I/O 
overloads the threshold, the replication is triggered, at the cost of 
transfer and relocation in the replication creation procedure, thus 
the throughput is increased less or decreased somehow in replica 
environment than non-replication scenario. However, after the 
creation process, the workload is offloaded from the source 
object and the replica begins to be on load. So the throughput is 
enhanced dramatically in turn and the high throughput even 
persists and scales. For the non-replication aspect, the conclusion 
could be drawn that the overloaded requests leads OSDs to be the 
hot-spot and thus unbalanced, when I/O throughput keeps 
increasing at the beginning and drops down later. 

As shown in Figure7, the throughput curve from write 
intensive trace seems to be similar with that of read intensive 
trace in Figure 6. But the way and degree of trends varies, and 
the extent of throughput for read operation is bigger. Due to the 
inconsistency and bypassing inconsistent object I/O in write 
intensive trace, even some strange phenomenon comes out, that 
the throughput switches to decrease a lot after replication 
strategies is carried out, which is unseen in read intensive trace. 
The later throughput trend is quite simple, starting to increase 
and then decrease when system overloaded. 

V. CONCLUSION

Now, the performance of storage systems research is the hot 
issue of storage technology, there are many studies focusing on 
the performance issues, through the Cache technology, flowing 
Water technology and buffer technology etc. to improve the 
performance of storage systems. I/O response time and system 
throughput are two main characteristics of reflecting system 
performance. In this paper, we use object replication to share the 
I/O and make I/O to visit the nearest replication in the object 
storage system, it can obviously improve storage system 
performance and maintain high and stable I/O response rate. 
Theoretical derivation and simulation experiment results show its 
prominent role in improving system performance and maintain 
stable I/O response rate. 
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Abstract—Chip multiprocessors have become mainstream 
processors in recent years. In this paper, we propose a 
novel speculative multithreading parallelization method 
for parallelizing a sequential program into multiple 
threads. In our method, extended program dependence 
graph and topological sort are used to analyze code 
dependency. With the help of dynamic profiling, we 
exploit thread level parallelism in loops and the 
remaining code regions by analyzing control and data 
speculation in general purpose applications. Using an 
initial automatic compiler implementation and a 
validated processor model, this paper demonstrates 
significant gains using speculation for 4-core chip 
multiprocessor models running a variety of applications. 

Keywords-speculative multithreading parallelization; 
chip multiprocessor; thread level parallelism; program 
dependence graph; profiling 

I.  INTRODUCTION  
Chip multiprocessor (CMP) technology has been 

deployed primarily to limit power consumption and 
improve throughput. However, improving the 
performance of single-threaded applications is still an 
important and challenging task. While CMP technology 
increases throughput for multi-process and 
multithreaded applications, many important 
applications are single threaded, and they cannot 
directly take advantage of CMP [1][2]. On one hand, 
explicit parallel programming is not yet commonplace; 
on the other hand, research on automatic parallelizing 
compilers for many decades suggest that only a few 
types of code structures can be automatically 
parallelized in practice for general purpose applications. 
Even on numerical applications, such compilers are 
very conservative [3][4]. Though some promising 
compliers for automatic parallelization have been 
developed, such as Vienna Fortran, Polaris, SUIF and 
so on, they are only successful for certain scientific 
applications [6][8]. This is because complex control 
flows, data structures, pointer references and run-time 
inputs prevent proving thread independence during 
compilation and execution time. Speculative 
multithreading has been recently proposed as a way to 

improve the performance of applications where parallel 
threads are hard to find.  

II. RELATED WORK 
Several efforts on exploiting speculative thread 

level parallelism on chip multi-processor systems have 
been reported. The I-ACOMA group and the 
STAMPede group have proposed compiler-based 
techniques to speculatively exploit thread level 
parallelism [7][8]. N. Vachharajani et. al. proposed 
SpecDSWP(Speculative Decouple Software Pipelining) 
to partition loops speculatively into long-running, fine-
grained threads organized into a pipeline 
[9][10][11][12]. Using a pipeline organization and 
execution speculative decoupled by inter-core 
communication queues, SpecDSWP offers increased 
execution efficiency. But these studies do not consider 
other parallelism sources, such as subroutines.  The size 
of a loop is also ignored in these studies. This creates a 
problem that most of the execution time is wasted on 
the loading procedure of software pipelining, if the loop 
size is too small. Another problem is that the pipelining 
will fail if all the registers are used at the same time 
when parallelizing a big size loop that contains a large 
number of instructions.  Obviously, software pipelining 
and decoupled software pipelining are not applicable to 
these kinds of loops. 

In this paper we use loop unrolling to deal with 
small size loops and iteration paralleling to deal with 
large ones. For subroutine parallelization, function-
inline technology is employed to plug short subroutines 
in places where they are invoked in order to increase 
parallelism.   

III. SPECULATIVE MULTITHREADING 
PARALLELIZATION 

Loop and subroutine structures are candidate 
speculative threads in our paper. For a loop, every 
iteration performs similar operations on the same data 
set, and is independent from each other; and for a 
subroutine, local variables do not affect the rest of the 
program. So they are candidate threads for thread level 
speculation.  

Speculative multithreading is a process of 
speculatively executing interdependent threads out-of-
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order, while appearing to have them executed in order. 
Speculative multithreading needs hardware and 
software support for execution and validation, such as 
speculation write buffers and so on. With speculative 
multithreading, sequential sections of an application are 
speculatively executed in parallel according to 
sequential semantics. The order of the thread execution 
depends on the control flow of the sequential code. The 
first thread in program order is non-speculative, while 
the others are speculative during execution. The terms 
“predecessor” and “successor” are used to relate threads 
in this total order. Storing from speculative threads may 
generate unsafe versions of variables that are stored in 
some sort of speculation write buffer. If a dependence 
violation is found, the offending thread must be 
squashed along with its successors, then reverting the 
state back to a safe position where threads can be re-
executed correctly. When a speculative thread 
completes, it must wait for all predecessors to commit 
before it commits. The processor is free to start 
executing a new speculative thread after committing. 
Usually a processor that completes the execution of a 
speculative thread before the predecessor threads have 
committed is not allowed to start a new speculative 
thread.  

IV. SPECULATIVE MULTITHREADING 
PARALLELIZATION METHOD IN CMP SYSTEMS 

In our paper, PDG (Program Dependence Graph) is 
used to present and analyze program dependency 
relationship. Topological sort is applied to reorder the 
execution sequence of code sections which are shown 
as nodes in PDG. There is a threshold value defined by 
Formula (1), where Thread-size means the size of a 
thread, i.e., the number of instructions of this thread. It 
can be obtained from profiling information. Pipe-depth 
is the stage of software pipelining. Contex-num is the 
num of the contex unit in chip multiprocessor system.   

During the parallelization of loops, if the size of a 
thread is smaller than this threshold, loop unrolling will 
be used to parallelize this loop. If the size of a thread is 
between once and twice as this threshold, the loop will 
be parallelized in software pipelining as described in 
sectionⅣ.B.  Each iteration is taken as a thread when 
the thread size is twice larger than this threshold. That’s 
because more registers will be used and software 
pipeline will probably be restarted in this circumstance 
if software pipelining is used.   

As for subroutines, if the thread size is smaller than 
this threshold, function-inline technology would be 
adapted automatically, or the subroutine will be 
speculatively parallelized in section Ⅳ.C. 

 
Thread-size = Contex-num + Pipe-depth        (1) 

A. Extended Program Dependence 
In order to describe extended program dependence, 

two kinds of dependencies will be analyzed. The former 
is data dependence, and the latter is control dependence. 

 

Fig.1. Program dependence graph 

 

As for data dependence, only true dependence i.e. 
RAW (Read after Write) is considered. That’s because 
other kinds of data dependences, such as anti-
dependence namely WAR (Write after Read) and 
output dependence namely WAW (Write after Write) 
will be changed into true dependence with register 
renaming technology. There will be an edge between 
two nodes in a PDG, if there is true data dependence 
between the two nodes.  

As for control dependence, if statement S1 could be 
executed before statement S2 or the execution outcome 
of S1 will determine whether S2 will be executed, there 
will be control dependence between S1 and S2. A 
typical example is the control dependence between 
statement’s condition part and the statements in the 
corresponding true or false bodies. Program 
dependence graph (PDG) is combined with data 
dependence and control dependence. More details can 
be seen in Fig.1.  

The dependences described in Fig.1 are also called 
loop-independent dependence because they are 
occurring in one loop  iteration.  PDG is enough to 
illustrate loop-independent dependence. Another 
important dependence for loops is loop-carried 
dependence which exists between two or more loop 
iterations. In order to describe this dependence, the 
notion of Extended PDG is introduced. It’s also about 
the code in Fig.1(a). Extended PDG can be seen in Fig. 
2, where A2 means Node A executed in the second 
iteration.  
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 Fig.2. Extended PDG 

 

B. Speulative Execution Model for Loop 
To generate parallel code for a loop, the compiler 

should follow steps below for a loop. 
1. Obtain the thread size for the loop using 

profiling information. 
2. If the thread size is smaller than the threshold 

defined in Formula (1), loop unrolling will be 
used to parallelize this loop. 

3. If the thread size is between once and twice as 
the threshold, software pipelining based 
extended PDG is used as shown in Fig. 3. 

4. Else, each iteration is taken as a thread as 
illustrated in Fig.4.  

 
 

Fig.3. Software pipelining with TLS 
 

 Fig.4. Each iteration as a thread 
 

Software pipelining is a technique used to optimize 
loops. It is a type of out-of-order execution, except that 
the reordering is done by a compiler (or in the case of 
hand written assembly code by the programmer) instead 
of the processor. Parallelizing a loop using software 
pipelining is a method to partition the loop body into a 
pipeline of threads, instead of placing distinct iterations 
in different threads. In our analysis, control sentence of 
a loop is used as speculative node in our speculative 
multithreading parallelism model. As for loop section, 
conditioning branching sentence is used as speculative 
node.  In Fig.1 (a), statement A is executed 
speculatively.  Others are parallelized like a pipeline 
with the topological order in order to ensure the 
sequential semantic of a single thread application.  
More illustrations can be found in Fig.3.  

In both Fig.3 and Fig.4, producer and consumer 
threads are used to resolve communication and data 
sharing issue.  

C. Speculative Execution Model for Subroutine 
To generate parallel code for subroutines, the 

compiler should follow steps below. 
1. Obtain the thread size for the subroutine using 

profiling information. 
 

 
 

(a) Pseudo code 
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 (b)Speculative execution model for  subroutines 
 

Fig. 5.  Speculative execution for subroutines 
 

2. If the thread size is smaller than the threshold, 
function-inline technology would be adapted 
automatically. 

3. Otherwise, the subroutine will be speculatively 
parallelized as shown in Fig (5). 

When a speculative subroutine call takes place, a 
new processor will be selected to run the code 
following the call speculatively with the predicted 
return value. If there is a mis-speculation or violation, 
the speculative multithread will be re-executed. 

V. EXPERIMENT AND EVALUATION 
The parallelized programs are evaluated on a CMP 

simulator SESC with four single-issue in-order 
processors, each with a 1-cycle, 32KB, 2-way set-
associative L1 cache. All processors share a 2MB, 4-
way set-associative L2 cache that has a 10 cycle access 
time. More details can be seen in TableⅠ. 

TABLE I.  SIMULATED CMP CONFIGURATION 

Processor Param Value 
Number of processors 4 

Issue width 1 

L1,L2 size 32KB, 2MB 

L1,L2 assoc. 2-way, 4-way 

L1,L2 latency 1, 10 cycles 

Spec. buffer size 64KB 

Spec. buffer latency 1 cycle 

Main memory latency 100 cycles 

 
To keep the execution time in our simulation 

environment manageable, we used reduced input sets 
and simulated only 500 million instructions after 
discarding the initial 100 million instructions. In our 

experiment, we assume that each processor executes 
one instruction per cycle, i.e., each instruction takes one 
cycle to finish. 

All of our tests were performed on an X86 machine 
running Linux system; the compiler we used is gcc-
2.7.2.3; the benchmarks are selected from SPEC CPU 
2000.  

 

(a) Speedup for  integer applications 
 

 
(b)Speedup for floating  point applications 

Fig. 6.  Speedup achieved 

In this paper, we used the SPEC 2000 benchmarks 
written in C or C++. The programs written in 
FORTRAN were not used because they can be 
successfully parallelized using traditional parallelizing 
compilers. The speedup obtained by speculative 
multithreading compared with single threaded 
execution are shown in Fig. 6.  

Fig.6 (a) is the speedup achieved in five integer 
applications and 186.bzip2 has the max speedup of 
2.871. Fig.6 (b) is the speedup achieved in four floating 
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point applications and 177.mesa has the max speedup 
of 2.908. 

VI. CONCLUSION 
A method of speculative multithreading 

parallelization with the aid of profiling was proposed in 
this paper. Extended program dependence graphs are 
proposed to analyze the data and control dependence 
among threads. Not only loops taking up most of the 
execution time in applications are considered, but also 
subroutines were included. Different measures are taken 
to resolve diverse parallelization models. An average 
speedup of 2.761 was achieved in our five integer 
applications and four floating point applications.  2.667 
and 2.881 speedup were obtained in our integer and 
floating point applications, respectively. Though the 
decision process may take more time to complete, it is 
worth since higher performance can be achieved. This 
suggests our speculative multithreading parallelization 
method for CMP system can provide  further 
performance benefits .  
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Abstract—Scientific workflows are emerging as a dominant ap-
proach for scientists to assemble highly-specialized applications,
and to exchange large heterogeneous datasets to automate the
accomplishment of complex scientific tasks. Several Scientific
Workflow Management Systems (SWfMS) have already been
designed so as to support the execution, and monitoring of
scientific workflows. Even though, there are still some additional
requirements and challenges must be met in order to provide
a fully distributed and efficient SWfMS. SWIMS (Scientific
Workflow Management and Integration System) environment has
been developed trying to examine the nature of these challenges
and to accommodate the missing requirements. In this paper
we are going to highlight these requirements and show how the
workflow management in SWIMS fulfills them.

Index Terms—Scientific workflows; distributed management.

I. INTRODUCTION

Scientific workflows have been increasingly used in recent

years to help researchers from several domain of science to

solve scientific problems by synthesizing large heterogeneous

data-sets and computing resources. In other words, a scientific

workflow is a facility to automate a scientific process [1]. A

SWfMS is an environment which helps to construct, execute,

and monitor scientific workflows. In order to achieve this goal,

SWfMSs run into a four stages lifecycle (Fig. 1). The first stage

is the creation stage where the user should be able to create

abstract/concrete workflows and populate them with the initial

input data. An Abstract workflow lacks the execution informa-

tion and requires the second stage, the scheduling stage, which

converts it into a concrete workflow by mapping its abstract

activities onto computational nodes. The execution stage is

responsible for the actual execution of the mapped workflow,

data movement between workflow’s activities, fault handling,

and workflow monitoring and steering. Finally, the re-run/re-

use stage which allows users to re-use previously created

workflows. Either by editing and re-running them (workflow

as a template) or using the whole workflow as a single activity

(workflow as a service) in newly created workflows. This

stage is very important for scientific workflows as normally

scientists tend to re-run or re-reuse experiments designed by

other scientists. We have explored a wide range of the existing

SWfMSs and identified its main characteristics, advantages and

weaknesses. A practical evaluation has shown that each of

them still lacks some key features required in every stage of

the workflow management lifecycle [2].

The main challenge in the creation stage is that users

for scientific workflows are mostly scientists from different

scientific domains. In most cases, they are not typically trained

in software engineering methodologies. Consequently, they
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Fig. 1. Workflow Management Lifecycle

don’t possess the necessary knowledge to deal with complex

IT terminologies like web services, Grids, etc. An efficient

SWfMS should provide an abstract environment and a simple

workbench in order to isolate such complex concepts form its

users. Another challenge which faces users in this stage is data

heterogeneity between different workflow activities, the main

difficulty here is to determine which data shims/mediators

need to be applied over data exchanged between heterogeneous

activities. Currently available SWfMSs manipulate a single

scheduler for the scheduling stage which reduces the overall

system reliability. In addition, they don’t consider load balanc-

ing while mapping abstract jobs onto several computational

nodes. We have a similar situation in the execution stage

where only one execution engine is exploited for managing

workflows’ execution. Beside the low reliability problem, the

system will not have any control over remotely running activi-

ties and fault handling is achieved in centralized way. Another

important problem in this stage is data movement. Normally,

scientific workflows exchange a huge amount of data during

their execution. Some available SWfMSs uses a mediator-based

approach for data transfer where data must be transferred first

to the execution engine and then to the target node which

is completely inefficient. Accordingly, other SWfMSs used a

peer-to-peer approach where data can be transferred directly

from the source node to the target node. Even this approach

is not sufficient for scientific workflows as a single scientific

activity can produce a huge amount of data. In our work, we

have suggested another approach, ”Code Movement” in which

we try to move the ”activity” rather than the data. Such idea

can’t be achieved if the SWfMS doesn’t have control over the

node where the activity is deployed. Other important features

which are ignored by most available execution engines are data

caching, check-pointing, and workflow steering. Regarding
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the re-run/re-use stage, the main questions here are how can

scientists access workflows created by others? And how can

they benefit from previously recorded checkpoints in order to

re-run a workflow from a certain point?

In order to fulfill the previously discussed missing features,

we have developed SWIMS which employs the Web Services

and semantic technologies to originate a distributed manage-

ment system for data-intensive scientific workflows [3][4]. The

rest of the paper is structured as follows: Section II highlights

workflow management in SWIMS, whereas in section III, we

discuss related work, and finally, the summary and the future

work are presented in section IV.

II. WORKFLOW MANAGEMENT IN SWIMS

SWIMS (Fig. 2) is optimized to help scientists to efficiently

construct, execute, monitor and re-use scientific workflows

over the available Cyberinfrastructure. For the sake of achiev-

ing a fully distributed management and execution of scientific

workflows, we decided to have several instances of our Work-

flow Management System (WMS) deployed on every node

wishes to participate in the workflow management process. A

scientist can use the SWIMS’s visual workbench to construct

an abstract workflow and submit it to a WMS instance for

execution. Our WMS can be realized as a bundle of Web

Services Distributed Management (WSDM)1 based services

which control four manageable resources (node management,

data management, scheduler, and task); the remote interac-

tion between these resources is based on notification events

supported by the Web Services Notification framework2. The

functionality of the workbench and each of these resources

will be discussed in the following subsections. Besides the

workbench and the WMS bundle, SWIMS needs three global

catalogs, the Service, the Mediator and the Workflow Catalogs.

First, the Service Catalog keeps track of all available

services in our Cyberinfrastructure, in our case we are dealing

1http://docs.oasis-open.org/wsdm/
2http://docs.oasisopen.org/wsn/

with web services and GRIA3 services as our GRID infras-

tructure services. For every service’s operation, the Service

Catalog creates an abstract template which describes the

operation’s interface (name, inputs, outputs, .etc) which can be

used later by the SWIMS workbench to isolate the user from

technical details. Second, the Mediator Catalog stores data

transformation mediators which have been generated through

the Semantically Enriched Integration System, an ontology-

based framework integrated in SWIMS. The framework in-

troduces means for specification and dealing with seman-

tic annotations, provides OGSA-DAI4 services for semantic

matching and semi-automatic generation of the necessary data

transformations [4]. Last but not least, the Workflow Catalog is

used to index successfully executed workflows. Attached with

the workflow, we store snapshots for its last five execution

instances. Each snapshot contains the provenance information

and checkpoints generated during the execution. Providing

such information in a global Catalog allows scientists to re-

use previously designed workflows as a template for creating

new ones, or re-run an experiment from a certain checkpoint,

or even analyze the workflow’s provenance information for

better understanding of its final results.

A. Node Management Resource

The Node Management WS-Resource (NMR) provides the

capability to retrieve information about Grid nodes involving

both relatively static information (such as system configura-

tion) and more dynamic information (such as instantaneous

load). This information is used by the Service Catalog in

order to determine which Grid node is suitable for a given

task according to the task-specific requirements. To be more

flexible, the NMR allows the subscription for a dynamic

resource state (memory, disk space, etc.), whenever the state

is met, the NMR notifies all subscribers.

As the NMR is continuously running, we have utilized it for

additional functionalities. First, it is responsible for keeping

the Service Catalog up to date. It monitors the underlying

node for services deployment/undeployment or system shut-

down/startup, sending notifications to the Service Catalog for

updating its services’ table. In case of the deployment of a

new service the notification either holds the WSDL file (for

web services) or the job meta-data file (for GRIA Jobs). The

Service Catalog is accountable for parsing the attached file to

construct abstract templates describing its service’s operations.

Additionally, the NMR controls the node’s GRIA server if it

exists. It can be used either to deploy a given workflow as a

GRIA service or to support Code Movement. The main goal

of Code Movement is to duplicate a GRIA service from one

node to another in order to avoid large data transfer through

the communication between the NMRs on the source and

the target node. The main challenge here was that usually

a GRIA/Grid service is based on a legacy application which

has been installed on the underlying node. Such application

3www.gria.org
4http://www.ogsadai.org.uk/
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needs to be transferred with the service. The NMR provides

an automatic method for creating a portable version of the

application assuming that the two nodes have the same OS.

B. Data Management Resource

The Data Management WS-Resource (DMR) is dedicated to

reference-based data movement, automatic data transformation

between heterogeneous services and data caching. In our

execution paradigm, our data is stored in an eXist-db5, an

XML database. We use the OGSA-DAI framework to wrap

the database and to provide external access to it as a web

service. Before transferring requested data, the DMR can apply

a mediator retrieved from the Mediator Catalog (represented

as OGSA-DAI workflows [4]) in order to transform the data

into the format expected by the target node. We have decided

to apply the transformation on the source node to ensure a

distributed transformation in case of a node which requires

several heterogeneous inputs from distinct remote nodes.

Data caching is another significant functionality of the

DMR that is applied for long-running services which produce

massive amount of data. This is an important feature for sci-

entific workflows which are based on long running processes

and where scientists tend to re-run scientific experiments

while changing only few activities. Data caching in SWIMS

is accomplished through creating an MD5 Digest6 from the

service’s input to work as a hash value to the produced output.

As the service’s input can be very large we are using only a

snapshot of it by checking the type of every individual input,

for files and strings longer than fifteen bytes, we take a five

bytes from the beginning, the middle and the end of the input

concatenating this with all other inputs and compute the MD5

digest for the whole string.

C. Scheduler Resource

The Scheduler WS-Resource (SR) coordinates and monitors

the overall execution of an abstract workflow. Initially, the

SR breaks the submitted workflow into sub-workflows and

constructs a dependency table which determines the data

and control dependencies between them (Fig. 3). Our main

partitioning criterion is that every sub-workflow should have

only one remote activity (e.g. web services or Grid services).

This helps us to submit each sub-workflow to an execution

service (section II-D) located on the same Grid node where the

remote activity is located. Accordingly, the execution service

will have full control over the activity’s execution. After

partitioning the workflow the SR maps each sub-workflow onto

a computational Grid node. To cope with the Grid dynam-

icity, the SR utilizes a just-in-time planning approach. First,

it determines which sub-workflows are ready for execution

according to its dependency table. Then, it contacts the Service

Catalog to retrieve a list of currently available Grid nodes for

each sub-workflow. The Service Catalog contacts the NMR on

every node to check which of them satisfies the sub-workflow’s

requirements. The retrieved nodes are sorted according to their

5http://exist.sourceforge.net/
6http://en.wikipedia.org/wiki/MD5
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Fig. 3. Partitioning of Workflows.

reliability factor (Eq. 1) and their current load (number of

running tasks), nodes with very low reliability are ignored, and

then the sub-workflow is submitted to the execution service

on the node with the least current load in order to achieve

load balancing. Additionally, the SR subscribes itself to the

execution state events produced by the execution service.

reliability =
No success jobs

No total jobs
+

availability time

total time
(1)

The SR provides fault handling over the node level. In case

that the SR does not have an execution event from a monitored

node after a fixed time-out, the SR first tries to request a

progress report from it. Whenever no response is obtained, the

SR reschedules this sub-workflow over a different Grid node

and notifies the Service Catalog about the broken node so as

to update its services’ table. After the execution of each sub-

workflow, the SR stores a checkpoint which holds a snapshot

of the current execution state, in the Workflow Catalog. These

snapshots can be used later on to resume a computation in case

of a failure. Having these checkpoints onto a global Catalog

supports the distributed management of workflows, since when

a SR fails; another SR instance can use this information to

continue the coordination of the broken workflow.

D. Task Resource

The Task WS-Resource (TR) is responsible for the actual

execution of the submitted sub-workflow over the deployed

execution engine; in our case we are using the freefluo

enactor7. Before starting the sub-workflow execution, the TR

needs to retrieve all required inputs. This can be done by

contacting the DMR on the remote node containing the input,

running an OGSA-DAI workflow which transforms the data

(through mediators retrieved from the Mediator Catalog) if

necessary and downloads the transformed input. After getting

all inputs, the TR starts the sub-workflow execution. Ahead of

executing the underlying remote service, the TR contacts its

local DMS to check whether a cached output for the service’s

given input is available or not. Finally and after executing

7http://freefluo.sourceforge.net/
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Fig. 4. SWIMS Workbench.

the whole sub-workflow, the TR stores the workflow’s final

output and caches the remote service’s output through its local

DMS, notifies the subscribed SR about the output references

and stores the provenance information collected during the

execution process in the Workflow Catalog.

The TR affords distributed fault handling over the service’s

level and distributed load balancing mechanisms. For instance,

if the underlying service is broken or the Grid node is heavily

loaded, the TR can create a local SR instance to re-schedule the

sub-workflow on another node. Then, it notifies the subscribed

SR about the newly selected node so that it can subscribe itself

to the sub-workflow’s execution events. In case of a broken

service, the TR also notifies the Service Catalog.

E. SWIMS Workbench

SWIMS provides a visual workbench which affords an

abstract and simple environment for composing and man-

aging scientific workflows. It tries to shield its users from

complexities imposed by the underlying Cyberinfrastructure.

The workbench provides two main perspectives, the editing

and the monitoring perspectives. The editing perspective (see

Fig. 4) enables a scientist to compose a scientific workflow

from a set of abstract activities, which have already been

retrieved from the Service Catalog. Scientists can make use

of the ”Workflow View” to explore and utilize workflows

stored in the Workflow Catalog and their attached information.

After a successful run of a workflow, a scientist can request

the workbench to deploy the workflow as a GRIA service.

After a successful deployment, the workflow will be shown

as an atomic activity in the activities list of all users. The

monitoring perspective allows users to monitor and steer every

created sub-workflow. The user can stop the sub-workflow

using a predefined breakpoint or by using a stop button, check

intermediate results, change them, and resume the execution
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Fig. 5. SWIMS’s Simplified Sequence Diagram.

with the modified data. All workflows created using our

workbench are represented in an XML-based generic abstract

language. The main idea behind using a generic language

is to allow the system to transform our workflows to other

languages based on the XSLT technology8. In the current state,

abstract workflows are converted into the freefluo’s XScufl

language. In order to make it more clear how all these remote

resources work together, we present a simplified sequence

diagram for SWIMS usage in Fig. 5. As noted from the figure,

all our WMS resources except the NMR are constructed only

when it is needed and destroyed after the job completion so

as to reduce our system load over the underling grid node. To

simplify the sequence diagram, we have used the symbol over

the NMR and ”Remote DMR” to indicate a loop. The Service

Catalog needs to contact the NMR for every available node to

retrieve its instantaneous load while the TR should download

its inputs from different DMRs.

III. RELATED WORK

In spite of understanding the scientific workflow manage-

ment lifecycle and identifying the challenges and missing re-

quirements in its different stages, we have practically evaluated

a set of SWfMSs selected from different categories [2][3]. We

have selected systems dedicated to specific Grid infrastructures

(e.g. K-wf Grid [5], and Unicore [6]). Other systems were

directed to special domains, for example Taverna [7] which is

used for Bio-Informatics and Kepler [8] which was dedicated

in the beginning for statistical analysis. Askalon [9] has

been considered as an example of systems based on service-

oriented architecture. Swift [10] is another system which

offers a scripting language and provides a virtual data system.

Other interesting SWfMSs which have been also inspected are

Pegasus [11] and Triana [12].

8http://www.w3.org/TR/xslt
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Some of the discussed missing features have already been

partially considered by the evaluated systems. First, Askalon,

K-wf Grid and Pegasus have applied the idea of abstract work-

flows trying to hide unnecessary complexities from its users.

Nevertheless, Askalon and K-wf Grid have used UML and

Petri-nets respectively to represent their abstract workflows

which are computer terminologies complex to be understood

by non-IT experts. Pegasus uses an XML-based abstract

language and provides a visual workbench which looks very

similar to SWIMS one; nonetheless, there is no link between

Pegasus workbench and available jobs in its underlying Cy-

berinfrastructure. The user in Pegasus must know exactly the

name of the application and its expected inputs and outputs

which is not required in SWIMS. In SWIMS, the abstract

templates, retrieved from the Service Catalog, contain such

information which helps the system to guide the user during

the construction process. Second, decentralized execution of

workflows is supported by Triana, where sub-workflows can

be distributed as P2PS services [13] to other Triana services.

Nevertheless, the workflow management remains centralized

and load balancing is not considered. Finally, data caching

concept shows up only in few number of Kepler’s actors. To

sum up, SWIMS has novel features comparing to other SWfMS:

i) distributed execution and management of workflows, ii)

diminution of communication traffic through reference-based

data movement and code movement, iii) full control over long

running remote services, iv) dynamic data transformation, v)

support for smart re-run through data caching, vi) distributed

fault handling and load balancing, vii) ease of use, and viii)

extensive sharing of scientific workflows and capabilities for

re-running and re-using them.

IV. CONCLUSION AND FUTURE WORK

Several SWfMS have already been developed trying to

provide an efficient workflow management environment. How-

ever, they still lack some key features in every stage of the

workflow management lifecycle. In this paper we have out-

lined scientific workflow management in SWIMS environment

which tries to accommodate these missing features. SWIMS

tries to shield its users from technical complexities by provid-

ing a visual workbench which allows scientists to construct a

scientific workflow from a set of abstract activities. During the

construction process, scientists don’t have to bother themselves

regarding the data heterogeneity as the environment provides

a semi-automatic approach for data conversion between com-

municating activities. In favor of providing fully distributed

management of workflows and increasing the overall system

reliability, SWIMS deploys several SR and TR instances. In

addition, this leads to full control over remote services which

are executed through the local TR instance deployed on the

service’s node and distributed fault handling and load balanc-

ing by encountering the local SR instances. Data is moved in

SWIMS according to the peer-to-peer paradigm using data ref-

erences. However, having full control over grid nodes through

our deployed WMS encouraged us to think about a better

approach to reduce data transfer such as ”Code Movement”, in

which we have tried to clone the service itself rather than the

data. What’s more, SWIMS tries to enrich scientists work by

allowing them to share and re-use other scientists’ experiments

through storing workflows and their associated provenance

information on a global Catalog. Besides, scientists can deploy

their workflows as standalone services so that they can be used

as atomic activities within new workflows. Last but not least,

data caching and checkpointing provide support for smart re-

run where only modified tasks will be actually re-executed.

There are still some open issues with respect to SWIMS

environment. Currently, the ”Code Movement” is limited

to GRIA services; we envision extending its functionality

to support other types of services. Furthermore, the DMR

performance needs to be evaluated with the Sedna XML

database which seems to provide better performance than eXist

according to the evaluation in [14]. The implementation of

the visual workbench is now in early stages. We intent adding

extra features: we plan to group the abstract activities into

meaningful categories according to its semantic information,

to allow users to convert not only the whole workflow but

also a selected portion of it into a service, and to support the

conversion from our generic abstract workflow language into

other languages(e.g. DAX for Pegasus). Last but not least, we

need to perform an intensive evaluation for the whole system

performance against other SWfMSs.
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Abstract—Data Grid integrates graphically distributed 
resources for solving data sensitive scientific applications. 
The main issues in data grid are task scheduling and data 
management. As data grid spans multiple organization areas, 
it makes centralized resource management difficult. 
Therefore, it is necessary to study decentralized resource 
management. In this paper, a decentralized architecture of 
integration of task scheduling with replication placement is 
put forward in advance. Based on this architecture, a game 
theory based decentralized replication placement model and 
related algorithm, best-reply algorithm, were proposed. At 
last, four compositions of task scheduling and replica 
placement algorithms were compared by simulations in 
terms of average job completion time and average network 
load. The result shows that although the integration of 
decentralized online task scheduling algorithm with 
best-reply algorithm, against centralized integration 
algorithms, is a little worse in average job completion time, 
its average network load changes a little and it can be 
substituted for the centralized integration algorithms 
whatever the size of disk space of storage resources is. 

Data grid; Decentralized Integration Architecture; 
Replica Placement; Nash Equilibrium 

I. INTRODUCTION 

 Data Grid[1] is a parallel, distributed and wide-area 
platform for accessing and analyzing massive data sets. 
Tasks in data grid, compared with computing-sensitive 
tasks in computing grid, not only require 
high-performance computing but also high-speed data 
transmission. Therefore, data required by a task should be 
dynamically adjusted to be located closer to the 
computing resource by a replica placement manager, 
which allows shortening data access latency and task 
executing cost. 

Tasks in data grid are both computing-sensitive and 
data-sensitive. To this kind of tasks, both task cost in 
computing resources and data access latency from storage 
resources should be taken into account in the process of 
task scheduling. In papers[2-4], the input data transmission 
latency from users was plus into the algorithms to 
estimate the cost of executing computing-sensitive tasks, 
but they ignore the issues that the data access from 
remote storage resources. In papers[5-7], according to the 
size and the locations of data required by tasks, the 
process of task scheduling is data-driven, but the data 
considered in these processes is only fixed in some 
storage resources. Papers[8-10] proposed centralized 
architecture and algorithms of integration of task 
scheduling with replica placement, and apart from 
considering bandwidth and replica locations in the 
process of task scheduling, these algorithms introduce 
centralized replica management and replica placement 
strategies to create a new replica of a hot data 
dynamically. The centralized replica placement strategies 

make data closer to the computing resources for 
accelerating task execution. Although to the small and 
simple data grid, the centralized integration architecture is 
simple and useful, it easily leads to scalability and load 
balancing problems. Therefore, it is critical to study 
decentralized integration architecture and corresponding 
algorithms of task scheduling and replica placement. 

For one thing, this paper proposed a three-tier data 
grid logical view. From this view, a decentralized 
architecture of integration of task scheduling with replica 
placement was put forward. Then we focused on 
decentralized online task scheduling algorithm and Nash 
equilibrium based decentralized replica placement 
strategy based on this decentralized integration 
architecture. In the end, the integrated strategy's 
effectiveness was verified by simulations. 

II. DECENTRALIZED ARCHITECTURE OF 
INTEGRATION OF TASK SCHEDULING WITH 

REPLICA PLACEMENT  

Analogous to the three-tier view of J2EE, the logic 
view of data grid can be divided into three layers, as 
shown in Figure 1, where users in the user layer are the 
task initiators, resources in the computational resource 
layer are the application logic actors, while resources in 
the storage resource layer are the data manager. Although 
the logic view of data grid is layered, the physical 
locations of these two kinds of resources may be 
overlapped.  

User 
Computing Resource Layer 

/Application Logic Layer 
Storage resource Layer 

/Data Layer 

Cern 

BioGrid 

 
Figure 1 three tier logic view in data grid 

The research area of computing grid in Fig. 1 
corresponds to the second layer. Application logic 
scheduled by a task scheduler will be executed 
transparently in high-performance computational 
resources. If an application requires data files, the storage 
resources in the third layer will provide those files and the 
abilities of reliability, consistency, etc. Data grid can 
provide high-performance computing capacity and 
massive storage capacity together by integrating 
resources in the second layer and third layer, which can 
even support applications across several research areas. 

According to the above view, the decentralized 
architecture of integration of task scheduling with replica 
placement is shown in Figure 2. There are multiple task 
schedulers in user layer receiving task submissions, and 
each scheduler is responsible for the tasks submitted from 
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an autonomous domain or a virtual organization. Multiple 
task schedulers can solve problems like single point of 
failure and poor scalability in a centralized task scheduler. 
When one of the schedulers is overload, new task 
scheduler can be connected into the system to receive 
more task submissions. 

TS TS 

LS CDM 

CE CE Cache 

CR 

Computing 
Resource Layer 

Storage 
Resource Layer 

CR CR 

SDM SDM 

Task submission Data request Data transmission
TS:Task Scheduler SR:Storage Resource CR: Computing Resource CE:Computing Element   
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Figure 2 decentralized architecture of integration of task scheduling with 

replica placement 
A task in data grid will be run in a computing 

resource, which lies in the computing resource layer in 
the logic view. A local task scheduler in the computing 
resource is responsible for schedule the task by a local 
task scheduling algorithm. If the task contains data 
requests from remote storage resources, the data should 
be prepared by a local data manager in the computing 
resource before the local task scheduler schedules the task. 
If the data does not exist in the local caches of the 
computing resource, the local data manager will 
broadcast the data access requests to all storage resources 
and the data access will proceed in the storage resource 
with the maximum bandwidth. 

A storage resource lying in the storage resource 
layer in the logic view is responsible for receiving data 
requires from computing resources or other storage 
resources and transferring data. A data manager in the 
storage resource processes the data access requests and 
answers the requests to the requestors. In addition, the 
replica placement manager performs replica placement 
and data replacement strategies by data access times. 

III. ONLINE-MODE TASK SCHEDULING 
ALGORITHM 

 There are two modes to schedule tasks, online-mode 
task scheduling and batch-mode task scheduling[11]. If 
batch-mode task scheduling is applied, it needs accurate 
estimate of task completion time to promote the effect on 
the schedule. However, as the bandwidth in data grid 
changes very fast, data transmission time is hard to 
estimate. In addition, because a task scheduler is only 
responsible for part of task scheduling requests in a visual 
organization, it can be assumed that the number of task 
scheduling requests received by a task scheduler at a time 
is small. Online-mode task scheduling algorithm can 
schedule each new arrival task immediately by the current 
grid performance and data locations. Therefore, 
Online-mode task scheduling algorithm is enough to meet 
the demand on performance in data grid.  
 The objective of the online-mode task scheduling 
algorithm in data grid is: to each new arrival task it , the 
algorithm schedules the task to the computing resource in 
which the task runs as fast as it can. The formal 
description is given: , ( )j ijm M Min C∀ ∈ , where 

ijC denotes the completion time of task it  run in the 
computing resource jm . The completion time ijC  is the 
summary of the task execution time ije  and the task 
waiting time jr  in the computing resource jm . Moreover, 
the task execution time ij ij ije cpu net= + , where ijcpu  is 
the cost that the computing units execute the instructions 

of it  and 
| |

k ti

k
ij

f F kj

f
net

∈
= ∑

Δ
 , it is the cost that the 

computing resource prepares data files for the task it , 
where file kf  is a data file in file set 

kt
F , 

kt
F denotes 

the request data set of the task , | |kf is the size of the file, 
and kjΔ is the average bandwidth for the resource jm  to 
download the data kf . Especially, if the data kf  is 
stored in the computing resource jm  , then 0ijnet = . 
The task waiting time jr  denotes the waiting time before 
the task run in the computing resource jm , and 

( )
j xj

x watingQueue j
r C

∈
= ∑ . 

IV. NASH EQUILIBRIUM BASED REPLICA 
PLACEMENT MODEL 

The replica placement manager in each storage 
resource is responsible for determining when to trigger 
the replica placement strategy and which data will be 
replicated in the local disk. For the former question, as a 
data manager in a computing resource broadcasts the data 
requests, each replica placement manger can count times 
of requests within a period to get the request frequency of 
each data. The data with the highest request frequency, 
often called a hot file, is the candidate to be replicated. 
Moreover, if a replica placement manager observes the 
following two conditions are met at the same time, it will 
start the replica placement procedure: 
1) The candidate to be replicated does not exist in the 

storage resource; 
2) The frequency of the candidate surpasses a threshold. 

For the latter question above, it may be solved 
partially by game theory[12]. Game theory is usually used 
to solve such problem that multiple competitors compete 
for one or more resources. Actually, the decentralized 
replica placement can be described as a game that all the 
storage resources compete with each other for replicating 
one hot file. We take two storage resources 1 2,s s  
competition for one hot file as an example. The regular 
form of the game is show as figure 3. 

1s  

2s

1 0 

0 

1 

(40,50) (40,30) 

(55,50) (55,30) 
 

Figure 3 regular form of 2-game 
The strategy space of each storage resource is {0,1} , 

where one denotes replication action and zero denotes no 
action. The benefit of each action composition is assumed 
to be the value in brackets. This game can be solved by 
strict discounting poor strategy. If 1s  selects zero and 
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2s  select one, the game can come to the Nash 
equilibrium. If the number of the game participants 
expands to m , Nash equilibrium of the m  storage 
resources can be defined. It is assumed that: 
1) The storage resource set 1 2{ , , , }mS s s s=  is the set 
of the game participants, and the strategy space of each 
participant is {0,1} , where one denotes replication action 
and zero denotes no action; 
2) The computing resource set is 1 2{ , , , }nM m m m= ; 
3) The data set in the data grid is 1 2{ , , , }hF f f f= ; 
4) The data kf  state in the storage resource is  
is {0,1}ikr ∈ . 
Definition 1: The data replication Nash equilibrium  
 The standard game form of m  storage resource to 
compete for replicating the data kf  is 

1 1{ , , ; , }m mG s s u u= . If the strategy composition 

1{ * , * }k mkr r  meets the condition that for each storage 
resource is , *ikr  is the optimal reactive strategy against 
the other data replication strategies 

1 1 1{ * , , * , * , * }k i k i k mkr r r r− + , the strategy composition 
can be claimed to archive the Nash equilibrium of the 
game. Namely, the condition of the Nash equilibrium is 
given by: 

1 1 1 1 1 1( * , , * , * , * , * ) ( * , , * , , * , * )i k i k ik i k mk i k i k ik i k mku r r r r r u r r r r r− + − +≥

(1) 
In the definition above, the benefit function iu is 

uncertain. Generally, the goal of a resource is to obtain 
the highest resource utilization, so each storage resource 
hopes that computing resources access data from the 
storage resource itself as much as possible. It is assumed 
that the probability of the computing resource im access 
data kf  from the storage resource js is as follows: 

1

( )
k

ij
f i n

xj
x

l
p m

l
=

=
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(2) 

Where ijl denotes the bandwidth between the computing 
resource im  and the storage resource js . The average 
latency of access data kf  from the storage resource js  
is the expectation of the above probability. 

1

| |
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l
δ
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= ∑ (3) 

According to the definition of average access latency, 
the less latency that computing resources access data kf  
from a storage resource is, the more the probability that 
computing resources select the storage resource to access 
data kf  is.  In general, as the higher a benefit of a 
strategy in a game is, the better the strategy is, the 
equation | |k ijf l  in the equation (3) is inversed, and the 
average access latency can be redefined as 

1
( ) ( )

| |k k

n ij
f f i

i k

l
j p m

f
δ

=
= ∑ . 

Suppose 1 2{ , , , , }j j j jk jhR r r r r=  denotes the 

data state of the storage resource js , and 1jlr =  denotes 
data lf  has been stored in the storage resource js . As 
the benefit of the storage resource js is only related to its 
data state jR , the benefit function ju can be defined as: 

1 1 1( , , , , , ) ( ) ( ),
kj k j k jk j k mk j j jk f jk j

k F
u r r r r r u R r j r Rδ− +

∈
= = ∈∑

(4) 
According to Nash's theorem, if the number of 

participants in a game is finite, the game has at least one 
pure Nash equilibrium and it may contain mixed strategy 
equilibrium. For m  participants and m  is greater than 
two, to find Nash equilibrium is no longer a linear 
complexity[13]. 

V. BEST-REPLY ALGORITHM 

As the limitation of the disk space of each storage 
resource, before replicating a hot file, a storage resource 
will check if the disk space of the storage resource is full. 
If the disk space of the storage resource is full and the 
replica placement manager has made a decision on 
replicating the hot file, a data replacement algorithm, like 
LRU, should be carried out. According to the equation (4), 
it is obvious that if the disk space of each storage resource 
is infinite, the storage resource can get the biggest benefit 
by replicating all data. However, the disk space of a 
storage resource is limited, so replicating a new data 
should meet the following condition: 

1
| | | |, {0,1},

h

jk k j jk jk j
k

r f s r r R
=

< = ∈∑ wher e (5) 

Therefore, if the condition 

 
1

| | | | | |
h

j jl l k
l

s r f f
=

− <∑ is true and the data kf  is the 

candidate to be replicated in the storage resource js , the 
replica placement manger of the storage resource has to 
delete some data by least recently used (LRU) algorithm 
until there is enough disk space to store the data kf , and 
let jF  be the data set of the storage resource js  and 

' jF  be the deleted data set. After the data file kf  has 
been replicated into the storage resource js , the data 
state in the storage resource js  will change from jR to 

' jR . 

' 1;

' ' 0 '

' '

jk

j jl l j

jl jl l j j

r

R r f F

r r f F F

⎧ =
⎪

= = ∈⎨
⎪ = ∈ −⎩

(6) 

Before replicating a hot data, a replica placement 
manger should calculate the benefits of the storage 
resource before and after the replication. If the benefit 
before the replication is greater than after the replication, 
then the replication action can be performed otherwise no 
action happens. This strategy is called best-reply 
algorithm, because each storage resource decides on data 
replication based on the storage resource’s benefit by 
itself. It can be proved that if each storage resource adopts 
the best-reply algorithm, the strategy composition is the 
Nash equilibrium of the game defined by definition 1. 
Proof: For m storage resources 1{ , , , , }i ms s s , 
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suppose the set of each storage resource data state 
is 1{ , , , , }i mR R R . If the data kf is replicated and some 
data may be deleted, the set will change 
to 1{ ' , , ' , , ' }i mR R R . According to the best-reply 
algorithm, the following equation is established: 

( * ) ( ( ), ( ' ))i i i i i iu R Max u R u R= (7) 

So ( * ) ( ), ( * ) ( ' )i i i i i i i iu R u R u R u R≥ ≥ . In addition, as 

1 1 1( , , , , , ) ( )i k i k ik i k mk i iu r r r r r u R− + = according to 
equation (4), the Nash equilibrium condition shown as 
equation (1) can be met. 
End. 

The replica placement manager of each storage 
resource runs the best-reply algorithm to determine 
whether to replicate a new data. The algorithm 
description is shown as the following table. The 
procedure from line (2) to (6) counts the times of data 
access and calculates the data access frequency, and 
according to the frequency, it chooses a hot file, such as 
data kf ; the procedure from line (7) to line (10) reset the 
state of the storage resource jR ; line (11) calculates the 
benefit of the storage resource by the current data state; 
the procedure from line (13) to line (20) calculates the 
benefit again by the data state ' jR ; the procedure from 
line (21) to line (24) is to perform replication and data 
replacement processes if the benefit of the storage 
resource after the replication is increased. 

Best-Reply algorithm in the storage resource js  
Procedure Best-Reply() 
(1)while true 
(2)  For each lf  

(3)     File set jF ←statistic accessing frequency of data lf ; 

(4)     sort( jF ); 
(5)  endFor 
(6)  kf ← the head of Set jF ;  

(7)  For each lf  

(8)     If lf  exist in the storage resource js , then 

1jlr ← else 0jlr ← ; 

(9)     Set j jlR r← ; 
(10)  endFor 
(11)  olduj←calculate ju  according to equation(4)with parameter 

jR ; 

(12)  If kf  does not exist in storage resource js  

(13)     ' j jR R← ; 

(14)     ' 1jkr ← ; 

(15)     While 
1

| | | |
h

jl l j
l

r f s
=

<∑  

(16)         x ← the tail of Set jF  

(17)         ' 0jxr ← ; 

(18)         Set ' jF ← xf ; 
(19)      endWhile 
(20)      newuj←calculate ju  according to equation(4)with the 

parameter ' jR ; 
(21)      if newuj>olduj 

(22)         replicate kd  ; 

(23)        delete all data in set ' jF ; 
(24)      endIf 
(25)   endIf 
(26)endWhile 
(27)End Procedure.

VI. SIMULATION  

A. Simulation environment  

 To verify the impact on the performance of data grid 
by adopting the decentralized integration architecture and 
algorithms, we simulated the follow algorithm 
compositions：1) OTS :Only online-mode task scheduling 
algorithm, but no replica placement algorithm is used;2) 
OTS + CDR :Centralized algorithm of integration of 
online task scheduling with replica placement [10];3) OTS 
+ AR : Decentralized algorithm of integration of 
Online-mode task scheduling with always replica 
placement;4) OTS + BR : Decentralized algorithm of 
integration of Online-mode task scheduling with 
best-reply algorithm. 

For this purpose, A grid job scheduling simulation 
platform, briefly GJSSP, is designed and implemented by 
us. The platform is based on GridSim, but it is easier to 
use. It can visualize creating, modifying and saving a grid 
simulation environment, and its build-in user system, task 
scheduling system and replica management system make 
researchers pay more attention to algorithm itself.  

 
Figure 4 simulated grid environment in GJSSP 

A simulated grid environment, shown as Fig. 4, is 
visualized by GJSSP. There are three graphical 
components in GJSSP, a green circle representing a 
resource, a blue rectangle representing a router and a 
yellow line representing a link. Each component can be 
dragged to any position and its information can be edited 
by right-click on the component. If the information of 
each component has been set, to click the “generator” 
button in the toolbar will generate several configuration 
files. GJSSP can parse these files to create objects used 
by GridSim toolkit. Therefore, it is easy for us to change 
the simulated grid environment we have configured. Four 
steps would be done: reload a grid environment, modify 
the information of components, save the grid environment, 
and generate all configuration files. 
  After a grid environment has been set up, three 
simulated systems should be established, that is a user 
system which simulates user actions, a scheduler system 
which simulates task scheduling procedure and replica 
placement system which simulates replica placement 
procedure. During our experiments, we created three 
scheduler systems performing online-mode task 
scheduling algorithm for dealing with three task groups 
generated by three user systems and created a replica 
placement system for each storage resource. Each task 
group contains 500 tasks and obeys the exponential 
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probability distribution with the mean arrival interval 60s. 
Each task cost average 120s in the computing resource 
with the rate 500MPIS and accesses average 5 data files. 
The access frequency of each data obeys the ZipF 
probability distribution with the parameter 0.85. There are 
total 100 data files in the simulation environment, and 
each size of data obeys mean probability distribution with 
the mean value 1000M. 

B. Simulation result 

According to experience, the whole disk space of all 
computing resources has great impact on the performance 
of data grid. Thereby, Let λ denotes the proportion of the 
size of all data files to the disk space of all computing 
resources. We simulate the algorithms in cases of λ= 1/10 
and λ= 1/100 respectively. The results are shown in fig. 5 
and fig. 6. 

 
Figure 5 average job completion time of the three algorithms 
Fig. 5 illustrates that OTS algorithm make tasks cost 

more time than other algorithms whatever the λ is, 
because all tasks scheduled by OTS access data files from 
only a few storage resources. If λ =1/100, job average 
completion time by OTS+AR is the least for all tasks can 
access their data as fast as possible, but if λ =1/10, 
namely the whole disk space of all the storage resource 
becomes small against the size of the all data, then always 
replication strategy is reverse effect on shortening the job 
average completion time. In addition, compared to 
OTS+CDR algorithm, OTS+BR algorithm makes the job 
average completion time increase. The reason is that CDR 
algorithm can obtain the parameters of performance in the 
simulation environment quickly and correctly and it can 
optimize the locations of data replicas better than BR 
algorithm from the global view. 

 
Figure 6 average network loads of the three algorithms 

 The smaller and stabler the average network load is, 
the better the related algorithm is. As shown in fig.6, if 
λ =1/100, the average network load by OTS algorithm is 
high and unstable with the decreasing trend towards zero, 
but it seems better by OTS+CDR and OTS+BR 
algorithms. The average network load by OTS+AR 
algorithm is low but is unstable. If λ =1/10, the average 
network load by OTS algorithm changes a little, but it 
changes very high by OTS+AR algorithm. It seems not 
sensitive to the size of whole disk space of the storage 
resource by OTS+CDR or OTS+BR algorithm. Therefore, 
OTS+BR algorithm can be substituted for OTS+CDR 
algorithm and the average network load increases little.  

VII. CONCLUSION  

This paper proposed a three-tier decentralized 
architecture of integration of task scheduling with replica 
placement. Based on the architecture, a decentralized 
online-mode task scheduling algorithm and Nash 
equilibrium based replica placement algorithm are put 
forward respectively. We simulated the algorithm 
composition with other three algorithm compositions on 
the ground of centralized architecture in the terms of 
average job completion time and average network load. 
The result shows that 1) online-mode task scheduling 
algorithm without any replica placement strategy presents 
the highest average job completion time and unstable 
network load and it can not meet the performance 
requirements in data grid; 2) though OTS+AR has the 
lowest average job completion time and network load, it 
is sensitive to the size of the disk space of whole storage 
resources;3) the effect of OTS+BR, against OTS+CDR, is 
a little worse in average job completion time, but its 
average network load changes little and its scalability is 
better, therefore OTS+BR algorithm can be substitute for 
OTS+CDR algorithm.    
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Abstract: This paper briefly describes the characteristics of 
wireless sensor networks(WSN) and introduces it into the 
power grid. WSN can dynamically monitor malfunctions on 
power grid cables. This is the significance of the article. We 
make some improvements on the DV_Hop algorithm in 
WSN and propose a feasible method of failure localization 
which can be applied on power grid cables. 
Key words: power grid cables localization ;WSN ;DV_HOP； 

I . INTRODUCTION 

    As the national basic industries, the power industry 
related to human’s livelihood closely. It has very 
profound impact on the industrial and agricultural 
production, and our daily life. If something goes wrong 
in grid system, It brings much inconvenience to work, 
The severe cases is that it triggers a chain reaction, 
leading to paralysis of the entire power grid and 
casualties. 

However when a fault has occurred somewhere in 
the tradition power grid, fault location was carried out by 
means of people walking several kilometers or even more 
than 10 kilometers along the transmission lines paragraph 
by paragraph. This method is time_consuming and 
labor_intensive often difficult to find the point of failure. 
With the integration of sensor technology maturity and a 
decline in the cost of sensor nodes, the concept WSN in 
the application of power grid is widely noted [1-3]. Base 
on the analysis of location requirements in grid position, 
in view of DV_Hop’s disadvantages that its HopSize 
accuracy is too low. We have thus made some 
improvements to make HopSize to a constant value, And 
proposed an ingeniously feasible grid fault location. 

II. ABOUT WSN 

A. WSN Definition and Features 
WSN integrates sensor technology, information 

processing technology and network communication 
technology into one. It is mainly composed of a large 
number of tiny sensor nodes arranged in the monitoring 
area, forming a multi_hops self_organizing network 
through wireless communication. 

Its aim is to collaborate in perception, acquisition and 
processing of the object information in the network 
coverage area. 

Most prominent feature of WSN is that the network 
does not rely on pre-established infrastructure.  It can 
automatically form a network at any time, anywhere, in 
order to complete the node information exchange. 
Specifically, that is to say the calculation of network 
routing, network formation of the temporary structures 
does not require external involvement. It can be 
self_organize and self_adjust according the circumstance. 

Nodes in WSN use its wireless transceiver devices to 
exchange information with his neighbor nodes. When the 
nodes are not within the communication scope of each 
other, It needs the help of other intermediate nodes to 
achieve multi-hop communications by a relay way. When 
intermediate relay nodes assist other nodes to implement 
communication, it receives the data packets sent by first 
node, then delivers them to the next node. This process 
can be explained in Figure 1 

 
            Fig.1 A wireless link 

When the node 1 has data to exchange with the local 
monitoring center, it finds a path in the system Through 
some certain routing algorithm, (e.g. (1 –>2 –>3 –>4 –>5 
–> the local monitoring center), nodes along the path 
exchange data through multi-hop. If some nodes in the 
system failure occur, e.g. the node 4, the link including 
the node 4 will become invalid. The system will restart 
the routing mechanism to find a new link (1–> 2 –> 3 –> 
8 –> 10 –> Local Control Center) to avoid failure nodes, 
thereby reducing the chance of network downtime. This 
can be illustrated in Figure 2 

 
    Fig.2 Replace the problem nodes automatically 

B. Power Grid Wireless Sensor Node Design 

WSN are application-oriented network，  WSN 
have different monitoring requirements according to 
different environments, and sensor nodes have different 
integrated design. In general, a sensor node is a 
micro-oriented embedded system. Including the sensor 
module, processor module, wireless communication 
module and the energy supply module [4-5]. These four 
basic components are showed in Figure3 
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      Fig.3 Wireless sensor network node structure 

Sensing the need for power monitoring, sensor 
modules are designed as the following [5-6], 

 Processor Module 
Using an embed cpu whose role is responsible for 

controlling the operation of the sensor node, storing and 
managing their collection of data and the data sent by 
other nodes.  

 Wireless Communication Module 
The main part is Radio Frequency Chip Working in 

the 2.4G world band .It is responsible for communicating 
with other nodes to exchange control information, 
sending and receiving data collection. 

 Sensor Module  
Sensor module must integrated high-isolation voltage 

sensors, current sensors, temperature sensors, power 
sensors, etc. Which is used to collect temperature, 
humidity, voltage, current and other basic information. 
Only the perception of this basic information, Power grid 
is possible for intelligent monitoring. Besides In order to 
forecast storms, frost and other adverse weather 
conditions, the transmission line in advance, Sensor 
module should be integrated a vibration sensor, a stress 
sensor.  

 Energy Supply Module 
It provides sensor nodes the energy which is required 

when running. At the same time it also has the charge 
storage capability. Therefore, special batteries are 
essential. When the battery power in the warning line, 
energy which generated by electromagnetic induction 
from transmission lines can charge the battery. By this 
way sensor nodes have endless energy.  

C. Wireless sensor network node location 
An important role of wireless sensor networks is to 

monitor and collect useful information. However a more 
important role than this is to locate a particular node. One 
WSN without location information of the monitoring is 
pointless. Identify the location of the problem nodes or 
the location of the incident is the most basic functions of 
sensor networks. The specific geographical environment 
has a great influence on the sensor node location. 

In most sensor network applications, A large number 
of sensor nodes is throw in target regional where needs to 
monitor .Shown in Figure 4, the sensor layout appearing 
the "flat type" feature, The location of sensor nodes has 
great randomness. While in the network, each sensor 
node is installed one by one manually, Nodes distribution 
is "linear", as shown in Figure 5 

 
Fig4.The general layout of sensor nodes in the network 
 

 
Fig5. Distribution characteristics of sensor nodes on 

power grid cables 
 

As the social nature of sensor nodes distribution in 
power grid, Traditional positioning algorithms can not be 
directly applied in the power grid. In view of the classic 
algorithm for sensor network, DV_HOP algorithm is 
simple and low-power advantages, we do some 
innovation mainly on HopSize of DV_HOP algorithm, 
which can be applied to network monitoring system. 

III. THE CLASSIC DV_HOP ALGORITHM 

DV_HOP algorithm adopts a mechanism similar to 
the classic distance vector routing. In this  algorithm, 
anchor node broadcasts the anchor packet  including its 
own location information to the neighbor node , And 
anchor node has a hops Calculator which is initialized as 
0. Anchor node’s information hops counter will 
automatically add 1 With the anchor node packet every 
hop，Each node, only keep anchor node information  
whose number of hops is the smallest and ignore anchor 
node information whose  number of hops is a high . In 
this way, all nodes in the network will obtain the shortest 
hops path to the anchor node. Then change hops into the 
corresponding physical information, finally, calculate the 
distance between the nodes and anchor nodes according 
to the average distance per hop. In which calculation 
formula of changing the number of hops into a physical 
distance is  

2 2( ) ( )- -i j i j
j

j

x x y y
HopSize

h
+

= ∑
∑

  (1) 

OF which , )j jx y(  is the location of anchor node j, jh  

is the number of hops from anchor node j to node i. 
Distance from a node to anchor node is the product of 
Anchor node HopSize and hops. When a node can get 
more than three such distance information, you can 
estimate the unknown node location by triangular (or 
multilateral) measurements at last [4].  

The biggest drawback of traditional DV_HOP 
algorithm is the large error HopSize [7]. Thus there is 
only theoretical value. In practical application-oriented, 
you must make changes to the algorithm. In the grid, we 
find a way to overcome the error HopSize, we name it 
DV_Same_hop algorithm. 

 
IV. LOCALIZATION ALGORITHM 

DV_SAME_HOP ON POWER GRID CABLES 

A. Basic idea of DV_Same_hop 
Because of too much error for HopSize in traditional 

algorithm DV_Hop, we abandon it. At the same time 
reject the trilateral (or multilateral) measurements to 
estimate the unknown node’s location. The most obvious 
reason is that it is incompatible with "linear relationship" 
which sensor nodes on grid power grid cables layout 
display. 
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We take geographical distance of adjacent nodes in 
grid as the HopSize, Hop number (The number of hops 
from anchor node to unknown node. We named it hops in 
short) is still calculated by WSN. To this end we make 
some strict requirements on the sensor layout. Spacing 
length between each two neighbor nodes in the same line 
is equal (Constant value K). And it slightly less than the 
maximum radius of RF signal sensor. Hop is calculated 
by the ideas of shortest path in graph. And then we can 
calculate the distance between anchor node and unknown 
node which is close to the true information. Only if any 
unknown node in the power gets the anchor node 
location information of both ends, it is very easy to locate 
the position of the unknown node According to the linear 
relationship. 

B. DV_Same_hop model 

 
  Fig.6 RF coverage of node in DV_Same_hop model 

 
SI is the sensor node on the transmission lines. Of  

which S={A,B,C},I={1,2,3,4,5…}. For example,A3  
represents the third sensor nodes on the line A. Dotted 
circle is the maximum extent covered by RF of the sensor 
node B3 (actually ,it can be any node in the lien). 
The nodes have following relationship  
⑴.Distance(AI,A（I+1）)=Distance（A（I+1）,A（I+2）)=K, 
Spacing distance of  each two neighbor nodes on the 
same line are equal. 
⑵.B3 can reach 8 nodes B3 A3，B3 A4，B3 B2, 

B3 A3,B3 C3,B3 B4,B3 A2,B3 C4 
⑶.The remaining nodes, such as A1, B1, C1 ...and so on 
beyond coverage of B3 RF, Therefore, these nodes can 
not form a link with B3. That is to say, any node can not 
contact with the third node by neglecting the adjacent 
nodes. 

C. Calculate the hops from fault node to anchor nodes 

 
Fig.7 Wireless communication between nodes 

M, N represents anchor nodes; The serial number on 
all lines 1,2,3 .... 8 represent the general sensor node. 

Suppose the sensor node P monitors failures. Node p 
is the location target. The positioning process listed as 
follows 
⑴ Beacon node, M, N broadcast beacon messages 

(Datagram) to neighboring nodes. Containing its 
location information and the initial number of hops 

0. 
⑵ Adjacent nodes receive the beacon messages ，

Combining the number of hops and continue to 
broadcast messages to its neighbors (except for the 
source direction). The information is disseminated to 
entire network by flooding. 

⑶ By the ideas of shortest path in Graph which is 
called Dijkstra Algorithm [8-9]. Calculated Hop (M, 
P)。we can see the nodes that can directly reach the 
sensor node P are A3, A4, A5, B3, B5, C3, C4, C5, 
so 
Hop(M,P)=Min{Hop(M,A3),Hop(M,A4), 
      Hop(M,A5),Hop(M,B3),Hop(M,B5), 
      Hop(M,C3),Hop(M,C4), Hop(M,C5)}+1 
Hop(M,A3)= Min(Hop(M,A2)，Hop(M,B2)， 
            Hop(M,B3))+1 
Continue this recursive 
Obviously Hop(M,A1)=1，Hop(M,B2)=1,  
         Hop(M,C1)=1,  Hop(M,C2)=1, 
Ultimately, we can calculate Hop(M,A3)=2,  
  Hop(M,A4)=3, Hop(M,B3), Hop(M,C3)=2,  
  Hop(M,C4)=3;  So Hop(M,P)=2+1=3 

Similarly, we can calculate the Hop (N, P) = 4; 
Of course, by this diagram we can prove the 

minimum hops of N to P through observation. The links 
connecting M and P are  
M->A1->A2->A3->A4->P, hops is 5(Not the least, neglect) 
M->A1->A2->A3->P, hops is 4 …...(Not the least, neglect) 
M->A2->A3->P ,    hops is 3   …………….(Qualified) 
M->B2->B3->P,     hops is 3   ………….…(Qualified) 
M->C1->C2->B3->P, hops is 4 ….....(Not the least, neglect) 
M->C1->C2->C3->P, hops is 4  …..(Not the least, neglect) 
M->C1->C2->C3->C4->P,hops is 5.(Not the least, neglect) 
…(There are still other valid links), According to the 
principle of taking the minimum-hops, the effective 
number of hop from M to P is Hop(M,P)=3. 
By the same way, we can demonstrate that the effective 
number of hop from N to P is Hop(N,P)=4 and the links 
is more than one. 
⑷ Because we take geographical distance of adjacent 

nodes from the same line as the HopSize, That is 
HopSize=K, Therefore, we can calculate the distance 
from the beacon M to the node P.  
Distance(M,P)=Hop(M,P)*HopSize. 
That is Distance(M,P)=3K. 
Bythe same way Distance(N,P)=4K. 

⑸ Suppose the beacon location information of M 
expressed as Position(M),and Beacon N`s location 
information is Position(N), According these 
information We can easily locate the position of p on 
transmission lines .As shown in the Figue8. 

 

 
Fig.8 Geometric relationships 

D. An Application example 
We assume that transmission lines are as follows, M, 

N is for the high-voltage tower. Tower’s label is T0536, 
T0537 respectively. Maximum coverage of RF of the 
sensor nodes is 40 m. The distance between the sensor 
nodes in the same line is 35m. That is HopSize = K = 35 
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m. The distance between the two beacons is 245 meters. 
And they were placed on tower T0536, tower T0537 
respectively. 

 
Fig.9 An application case 

According to DV_Same_hop algorithm，We can get 
the location information of the node p。We describe the 
location of P like this: Point p is in the transmission line 
L, Locating in the line section between high-voltage 
tower T536 and high-voltage tower T0537, The distance 
from P to T0536 is: 35*3=105m, The distance from P to 
T0537 is: 35*4=140m. Line name, high-voltage tower 
label can be obtained from the beacon node (This is done 
by the background network server). Based on these 
information maintenance staff can reach the site of the 
incident promptly. 

E. Advantages of DV_Same_hop Algorithm 

⑴ This algorithm is simple, Does not need to locate a 
node’s three-dimensional coordinates X,Y,Z 

⑵ Sensor nodes have Long life without worrying 
energy. Batteries can be charged at any time by the 
electromagnetic induction 

⑶ Positioning accuracy，Because of the HopSize of this 
positioning algorithm is equal to the actual spacing 
between adjacent sensor nodes, And is a constant 
value. Abandon the traditional method of estimating 
the Hopsize roughly. Clearly the new algorithm 
greatly improves the accuracy. 

⑷ Good robustness. Even if a sensor node broken in 
the link, there are other links to choose which still 
guarantee minimum Hop number. This can be 
demonstrated clearly in the fowling  figure  

 
Fig.10 Multi-link selection 

 
B1 is beacon node, Hop(B1,B4)=3 ,One Related link  is 
B1->B2->B3->B4,Suppose the node B2 broken ,and the 
Link B1->B2->B3->B4 will be abandoned. But there still 
other links. They are 
①B1->A2->A3->B4, 
②B1->C2->C3->B4 
③B1->A2->B3->B4 
④B1->B2->C3->B4, and so on. These links neither 
increase nor decrease the hops. 

F. defect of DV_Same_hop Algorithm 

⑴ There are strict requirements for the arrangement of 
the sensor nodes in power grid. Installers must install 
sensors by the principle of equidistance. 

⑵ The physical characteristics of sensor nodes have to 
meet standards. All sensors of Lines belong to the 
same specification. RF range of each sensor can not 
be much difference. 

V. CONCLUSION 

   WSN technology is one cutting-edge hot research 
direction of the current information field. It has great 
scientific significance and broad application prospects. 
With the rapid improvements in the sensor production 
process and the in-depth study of the relevant 
communication protocols, WSN technology in the power 
industry has more and more important application value. 
Of course, in actual design we should give full 
consideration to the special nature of the industry, 
especially for high system reliability requirements, the 
influence of strong electromagnetic environment and 
other factors. Pay more attention to the hardware 
structure and improve the reliability of communication. 

In this paper, we highlight an improved location 
algorithm DV_Same_hop, it meets the robustness, 
self-organization, energy efficiency, distributed 
computing requirements. It is feasible and simple. We 
believe it is an ideal grid monitoring program. 

Because the time is limited and the localization 
algorithm requires a lot of the same standard sensors. The 
paper does not prove the algorithm's accuracy, which will 
be our future work. 
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Abstract—In the Meridian Project, two space weather physics 
models, L1-magnetosphere-ionosphere causal chain(L1 model), 
and numerical magnetosphere database service, are provided 
as e-Science application services through the space weather 
computation grid environment, which provides a web-based 
portal for space weather studies users. We call the computation 
grid environment as a computing gateway. The computing 
gateway integrates space weather applications, space weather 
data, and tools. For user to use the computing gateway, the 
first thing that user will up against is where the input files will 
be located to complete the computation. Whether they are just 
come from user local machine, and how can I use the uploaded 
input data files again in the following new computing tasks? In 
this paper, we introduce a data space concept—the user data 
view space, within which the space weather data files shared 
between the resource entities in the space weather computation 
grid environment. As the size of computation data results is 
massive and they are raw data about magnetosphere and 
ionosphere, for intuitivism to show the physics meaning of the 
magnetosphere and ionosphere data, the raw computation 
result data will be post-processed by visualization software. 
Then how to draw graphics on the visualization node inside a 
parallel job? And more in numerical magnetosphere database 
service physics model, according to task’s designated 
parameters we should choose a proximate data as the initial 
condition from numerical magnetosphere database, and then 
do the computation simulation by using the L1 model.  

Keywords data processing; computation grid; physics model; 
user data space view; Meridian Project 

I.  INTRODUCTION 
Now research activities more and more rely on high 

performance computing. In the Meridian Project [9, 10], the 
space weather physics models, such as L1-magnetosphere-
ionosphere causal chain [6, 7], and numerical magnetosphere 
database service, need large-scale parallel computing. Grid 
enables people securely online share computing power, 
databases, and other tools through a set of components 
including software services and libraries for resource 
monitoring, discovery, and management, plus security and 
file management. Grid middleware provides core services, 
interfaces and protocols to allow users to access remote 
resources: such as data resource, storage resource, computing 
resource, and network resource. In the Meridian Project, the 
physics models are provided as e-Science services  for space 
weather scientists with space weather computation grid, 
which is developed on the scientific computing grid 

(SCGrid) [3, 4, 5]. The space weather computation grid acts 
as a basic module in the research and forecast system, which 
is one of three main systems in the Meridian Project. 

The Meridian Project is short for the Meridian Space 
Weather Monitoring Project. The initiative of the Meridian 
Project is to conduct a comprehensive multi-layered and 
inter-disciplinary survey and exploration of space 
environment by advanced ground based techniques. With a 
variety of equipment, such as magnetometers, ionosondes 
and digisondes Incoherent Scattering Radar, HF back-
scattering radar, LIDARs, Fabry-Perotinter ferometer, IPS, 
and sounding rockets, in a bid to probe space environment in 
geo-space with an altitude higher than 20-30km up to the 
interplanetary space. In addition, the International Space 
Weather Meridian Circle Program is proposed to connect 
120°E and 60°W meridian chains of ground based monitors, 
which will greatly enhance the ability of monitoring space 
environment worldwide. Chinese scientists have started 
discussing this proposal with the scientists from Russia and 
Australia and other countries or regions running through the 
East Longitude 120°E as well as in related countries whose 
territories are traversed by the West Longitude60°W, and got 
very positive feedback. 

The Meridian Project is a national large-scale scientific 
plan in space science scope. In space weather, it is a typical 
example of e-Science application by means of utilizing the 
high performance computing platform which provides 
services through the space weather computation grid. The 
space weather computation grid is a virtual computing 
environment, which based on network, storage, high 
performance computer and visualization resources etc., for 
space weather physics models. It implements resource 
management, data dynamic migration, task scheduling and 
service deploy functionalities. It provides a platform to 
sharing computation resources, data resources and model 
information interaction. Base on this platform, scientists can 
utilize remotely the high performance computation, fetch 
space weather data, and publish model production. 

Here we illustrate the full data control to implement share 
data files in the user data view in space weather computation 
grid environment, the data processing in visualization draw 
inside a parallel task, and the initial condition value query in 
space weather physics models. 

II. RELATED WORKS 
The grid technology becomes relatively mature [1, 2, 11-

13]. The China National Grid (CNGrid) [8], China Education 
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Grid (ChinaGrid), TeraGrid, and EGEE etc. are mainstream 
grid projects in the past ten years. And now Cloud 
computing is becoming a hot research topic. Cloud 
technology processes massive small files at single cluster 
center. Grid technology integrates several distribute software 
and hardware resources. 

In CNGrid, one of main components is high performance 
computing gateway (HPCG), which one for each single grid 
node resource. HPCG is a set of system services and 
application software developed upon VegaGOS to support 
high performance computing. HPCG has integrated the 
computing resources and storage resources of more than ten 
computing centers in the CNGrid. HPCG aims to supply 
non-professional users with "professional" scientific 
computing environment. HPCG is composed of many related 
system services, plus user interfaces including web portal, 
command line interfaces and APIs. The system services 
include batch job service, file management service, message 
service, user-mapping service, and accounting services.  

In CNGrid, the input files and output files of the 
computation only exist on the remote computation task target 
cluster. Users fetch output files through ftp accessing which 
embedded in the web portal. In this case, the grid 
environment is not a single sign on system (SSO). 

EGEE project through gLite middleware brings together 
scientists and engineers from more than 240 institutions in 
45 countries world-wide to provide a seamless Grid 
infrastructure for e-Science that is available to scientists 24 
hours-a-day. The gLite builds on non heterogeneous 
computing environment. 

The following sections will illustrate data processing in 
the physics models in the space weather computing grid.  
The topology of the space weather computation grid is 
described in section 3. Section 4 introduces the physics 
models in the Meridian Project. Section 5 anatomizes the 
user data space view. Data flow in the job state machine is 
analyzed in section 6. Section 7 introduces the visualization 
processing in the space weather grid environment. And the 
last one gives out ours conclusions of this paper. 

III. SPACE WEATHER COMPUTATION GRID 
In the Meridian Project, the main infrastructure of the 

research and forecast system is the high performance 
computing system—the Blade Cluster, which can reach the 
peak performance 12.28 trillion floating point operations per 
second, and its actual processing speed exceeds 10.33 trillion 
floating point operations per second. The inner connected 
network is 20 Gb bandwidth Infiniband. The research and 
forecast system also includes the virtual reality system: 
NVIDIA Quadre FX 4600 graphic producer and 3D 
stereoprojection BARCO iCon H600. 

The space weather computation grid integrates the above 
hardware resource as a platform to share the software 
resources, e.g. physics models, in the research and forecast 
system with other subsystem of the Meridian Project. The 
main objective of the space weather computation grid is to 
provide a unified access interface for the diverse 
heterogeneous computing resource, storage resource and data 
resource. From the usage view of the cluster, grid front end 

and storage, the topology of the computation grid can be 
abstracted as: 1) the upper layer is user level, in which users 
access the grid environment through the personal desktop in 
the style of terminal or browser. Now, the latter 
recommended in the space weather grid environment. 2) the 
middle layer is services level. This level providers the user 
management service, physics model computing services, 
data transfer service and grid security service etc. 3) the 
bottom layer is resources level, which providers the 
computing resource, visualization resource, physics model 
resource and data. 

In the space weather grid environment, the grid portal is 
deployed in the grid front end “Fig. 1”.  It acts as a gateway 
for users to scientists the software resources, data, and 
hardware resources in the space weather grid environment. 
So we call the grid front end is a grid gateway.  In this paper, 
the computation grid environment and the computing 
gateway share the same meaning. 

IV. PHYSICS MODELS IN THE MERIDAIN PROJECT 
The core goal of the research and forecast system is to 

build the space weather physics models and provider 
services through the space weather grid environment. 
Current the following physics models are provided: 

A. L1-magnetosphere-ionosphere Causal Chain (L1 model) 
Quantifying solar wind-magnetosphere-ionosphere 

interaction is of fundamental importance in understanding 
space weather as a solar-terrestrial storm involving CMEs, 
flares, geomagnetic storms and substorms. 

L1 model is based on the numerical simulation by 
solving the ideal compressible Magnetohydrodynamic(MHD) 
equations, an extension of the Lagrangian version of the 
piecewise parabolic method(PPM) is adopted as the 
numerical scheme; the interplanetary conditions can be 
adjusted through the front inflow boundary, and a 
magnetospheric-ionospheric electrostatic coupling model is 
imbedded at the inner boundary to drive the inner 
magnetospheric convection. Thus, it can explore the whole 
large-scale physical processes of the solar wind-
magnetosphere-ionosphere coupling under different 
interplanetary and ionospheric conditions by means of global 
MHD simulations, and quantify the interaction between the 
solar wind and the magnetosphere-ionosphere coupling 
system. 

The L1-magnetosphere-ionosphere causal chain physics 
model is integrated in the space weather grid environment. 
Scientists will obtain magnetosphere data, ionosphere data 
and their visualization data result by providing the physics 
parameters: Pedersen conductance, solar wind density, solar 
wind speed, interplanetary magnetic field (IMF) in the space 
weather computing gateway.  

B. Numeric magnetosphere database service 
The numeric magnetosphere database service is based on 

the L1 model. It provides service of download and analysis 
of the magnetosphere data according to the physics model 
parameters, such as Pedersen conductance, solar wind 
density, solar wind speed, and interplanetary magnetic field, 
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inputted by user. If the magnetosphere data exists in the 
database, it will return the magnetosphere data result, 
otherwise it will select a proximate magnetosphere data as 
the initial condition, and then do the simulation using the L1 
model, finally, return the results tagged with the input 
parameters.  

V.  USER DATA SPACE VIEW 
In the space weather computing gateway, user data space 

view is to build a distributed user data shared environment 
for the user local file system, the grid front end, the storage 
server and the computing cluster. It provides users a 
transparent access interface to the geographical dispersion 
and access protocol diversity large-scale storage systems. 
The user data space view constructs a data space which can 
be accessed by computing services and data services in the 
computing gateway environment. The virtual data space 
includes: 

Figure 1.  User data space view 

A. User local file system 
User can upload or download data files to/from grid front 

server, storage server, and computing clusters. The user local 
file system is logically shared with the user spaces on grid 
front server, storage server, and computing clusters. 

B. User space on grid front server 
From the name, we know the grid front server is a front 

end node in the grid environment. From this point of view of 
the grid service architecture, the grid front end is a client end 
in the space weather computation grid environment.  

The user space on grid front server is a user workspace in 
the space weather computation grid environment. He can 
view, edit, and remove files or directories in the workspace.  

User from here can submit job tasks, check computation 
results, etc. And when the tasks completed, the standard 
outputs will be transferred back here. Also the results of task 
could be staged here if user sets in this manner in the task 
specification. 

C. User space on storage server 
This is the main user data storage space for data input 

files and computation result data files. User can access the 

data in the storage server from the user local file system or 
the grid front end (gateway). In the space weather grid 
environment, the raw data of space weather models are 
stored in the storage server. The space weather models 
computing tasks can load the input data from the storage 
server, and stage the computation output data onto the 
storage server. The data saved in the storage system will be 
permanently reserved. 

D. User space on computing cluster 
The user space on computing cluster, we commonly 

name it as working space for user’s job tasks computation 
space on computing cluster. For convenience to manager 
user’s job tasks, each task has its own directory. The results 
of user's job tasks are mainly(or permanently) reserved on 
the storage server or the grid front server, The simple 
management strategy of cluster file system space, in the 
space weather computing environment, is that all data related 
the user’s job tasks will be kept for one week on the 
computing cluster.  

VI. DATA FLOW IN JOB STATE MACHINE 
A normal job task will go through the following stages 

according to the job state machine. And we illustrate the data 
flow within the user data space view in each stage in job 
state machine.  

Figure 2.   Job state machine 

1) New: This is the first stage in the job state machine. 
The beginning source of data flow in this stage is to upload 
data files or select files from grid front end, data storage 
server, or remote computation clusters. 

2) Start: The input files of job task in user data view are 
transfered into target cluster. If the data source comes from 
the target cluster, the transfer process is avoid in this step. 

3) Queued: Computing task enterning the cluster batch 
job manage system, such as LSF,  PBS etc.. According to 
task specification, task maybe open standard I/O or other 
files descriptor. 

4) Active: Job task produces result data files. 
5) Output: Transfer data results to target location(s): 

grid front end, data storage server, or other computation 
clusters according job specification. 

6) Finished: Complete transmission of task result data. 

A. Data input 
In the space weather computing getaway, the input files 

of user’s job tasks could come from user local file system. If 
user needs the uploaded files as input files for the new tasks, 
he can browser the uploaded files before and select them  as 
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input files of this new job task. If he wants to utilize the 
computing results of some job task(s) as the input files in this 
new job task, he can browser the computing results which 
reside on remote computing clusters, grid front server or data 
storage server. In such cases, the upload operation from user 
local file system is no more required for this time. If there is 
no data shared mechanism between the data space in the user 
data space view introduced above, then in the new 
computing task which needs the computing results of tasks 
before, what he can do is only to download them first and 
then upload them again. So it is necessary to build the data 
shared mechanism in the user data space view.  

B. Data output 
In the space weather computing environment, the main 

notable speciality is that the computation results of job tasks 
would be transferred automatically to the user designed 
locations inside where the user data space view, such as grid 
front server or data storage server, and even other 
computation clusters. The transfer process could be in 
realtime model or non-realtime model. The realtiem model is 
that the data will be transferred immediately when 
computing task produces new data in the output files. The 
non-realtime model is that data will be transferred when the 
task is in the output stage in the figure 2. Now in the space 
weather computing grid environment, it mainly supports 
non-realtime data transfer model. It would be a interesting 
research, or improvement (exactly speaking), to implement 
transfer data files in realtime model. 

VII. VISUALIZATION OF COMPUTATION RESULT  
In L1 model and numeric magnetosphere database 

service, the computation results include magnetosphere data. 
In current version of space weather gateway, being absent of 
workflow, the drawing graphics and the physics model 
computing are inside the same one job task. And we know 
each L1 model computing task is a large-scale parallel 
application. If each process of the parallel task draws 
graphics on the visualization node, it would be too vast of the 
visualization resource even if we have. The simplest method 
to improve is that let only one of those parallel processes to 
draw graphic data on the visualization node in each of job 
task. 

VIII. CONCLUSIONS 
This paper mainly introduces the data processing of 

computing grid environment applied in physics models in the 
Meridian Project. The space weather computation grid 
environment shares distributed data resource, storage 
resource and computing resource through constructing the 
user data space view which provides a union transparent 
access interface to the distributed resources. In the user data 
space view, physics model data, physics model software, 

visualization resource, storage and computing clusters are 
shared for scientific users. The improvement of post-
computation is to include workflow to compose the physics 
model computing and the visualization of physics model data 
in future. 
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Abstract—This paper designs the ScGridBroker as an 
scheduler of CSCGrid that uses grid technology for managing 
large-scale distributed resources based on Economic 
Scheduling Algorithms. It discusses a layered and component-
oriented modular architecture for the broker design and 
development. The architecture is generic enough to leverage 
services provided by various Grid middleware systems such as 
Globus, Legion, and Condor for uniform access to diverse 
resources. It briefly discusses the deadline and budget 
constrained scheduling algorithms that we have incorporated 
into the ScGridBroker.  

Keywords- ScGridBroker; GMDS ; DB_Scheduler Algorithm; 
SCGRID_JOB 

I.  INTRODUCTION  
ScGridBroker is an important component of GAA (Grid 

Accounting Admin) in CSCGrid（China Science Computing 
Grid ). 

The broker service provides a link between the resources 
of the Grid topology and the workload generated by the 
application.  

In this paper, broker is a software service that can 
allocate Grid resources and assign a job to one of these 
resources. The Grid Monitoring and Discovery Service 
provides access to the system configuration and status 
information about grid resources. A broker needs to use the 
GMDS to find out which resources are available. Through 
the GMDS, the broker also knows the system configuration 
of the resources and can intelligently assign a job to the 
appropriate resource.  

Depending on the users’ Quality of Service (QoS) 
requirements, ScGridBroker dynamically leases Grid 
services at runtime depending on their cost, quality, and 
availability. The broker supports the optimization of time or 
cost within specified deadline and budget constraints. The 
broker is made of a number of components, namely a 
persistent and programmable job farming engine, a schedule 
advisor, and a dispatcher, whose functionalities are discussed 
later. 

II.  GRID MONITOR AND DISCOVERY SERVICE 
The Grid Monitoring and Discovery Service (GMDS) 

component uses an extensible framework for managing static 
and dynamic information about the status of a computational 
Grid and all its components: networks, computer nodes, 

storage systems, and instruments. The benefits of GMDS 
include:  

 Access to static and dynamic information about 
system components  

 Uniform, flexible access to information  
 Access to multiple information sources  
 A basis for configuration and adaptation in 

heterogeneous, dynamic environments  
 Decentralized maintenance  

GMDS is based on a hierarchical design targeted at 
federations of clusters. It leverages widely used technologies 
such as XML for data representation, XDR for compact, 
portable data transport, and provides secure communication 
to transfer data and information visualization. It uses 
carefully engineered data structures and algorithms to 
achieve very low per-node overheads and high concurrency. 
The implementation is robust, has been ported to an 
extensive set of operating systems and processor 
architectures, and is currently in use in CSCGrid .  

It provides ways to discover properties of the machines, 
computers, and networks in your Grid such as the number of 
processors available at the moment, the bandwidth provided, 
job information and the storage type (tape or disk).  

The GMDS can be illustrated as shown figure 1.  
A user can also create their own information providers to 

publish data into GMDS. It is relatively easy to create your 
own information providers. The essence of doing this 
involves three basic steps, as follows: 

1. Define provider schema, OID, and namespace. 
2. Create a provider program. 
3. Enable the provider program. 
By write your custom provider, you can get your required 

information from GMDS. With the GMDS, you can publish 
information about almost anything in your Grid. 
    GMDS offers metainformation to SCGridBroker and 
ScEye. Based on GMDS, SCGridBroker makes scheduling, 
and ScEye implements monitoring for HPC in CSCGrid 
correspondingly. GMDS consists of Resource Layer, 
Monitoring Entity Layer, Collector Layer, Transmission 
Layer, Management Layer, View Layer. 
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Figure 1: GMDS Arichitecture 

III. SCGRIDBROKER 

A.  Architecture 
 

 
 

Figure 2: ScGridBroker Layered Architecture and Runtime Environment 
 

ScGridBroker is developed by leveraging services 
provided by lower-level different Grid middleware solutions 
to perform resource discovery, trading, and deployment of 
jobs on Grid resources. These middleware systems provide a 

set of protocols for secure and uniform access to remote 
resources, and services for accessing resources information 
and storage management. The modular and layered 
architecture of ScGridBroker, and the interaction between 
components of ScGridBroker runtime machinery and Grid 
services during runtime are shown in Figure 2. 

The key components of ScGridBroker consist of: 
 ScGridBrokerUIM (ScGridBroker User Inteaction 

Manager) 
 The ScGridBroker, that consists of: 

 A Job Farming Engine  
 A Scheduler that performs resource discovery, 

trading, and scheduling 
 A Dispatcher 

 
ScGridBrokerUIM: 
ScGridBrokerUIM supports declarative programming 

language that assist in creation of parameter sweep 
applications [3]. It allow the user to:  

parameterise input files, 
prepare a plan file containing the commands that define 

parameters and their values,  
generate a run file, which converts the generic plan file to 

a detailed list of jobs, and  
control and monitor execution of the jobs. 
The application execution environment handles online 

creation of input files and command line arguments through 
parameter substitution. ScGridBroker may control online the 
job. 

Job Farming Engine: 
The ScGridBroker job farming engine consists of two 

models: Job Control Manager (JCM) and Agent Manager 
(AM). It is a persistent and programmable job control agent 
that manages and controls an task. 

JCM is a persistent control engine responsible for 
shepherding a job through the system. It coordinates with 
schedule adviser for schedule generation, handles actual 
creation of jobs, maintenance of job status, interacting with 
ScGridBrokerUIM, schedule advisor, and dispatcher. JCM 
interacts with the scheduler and dispatcher in order to 
process jobs. It manages the job under the direction of 
schedule advisors, and then instructs the dispatcher to 
allocate an application task to the selected resource. It 
exposes interfaces for job, resource, and task management 
along with the job-to-resource mapping APIs. Accordingly, 
scheduling policy developers can use these interfaces to 
implement other schedulers without concern for the 
complexity of low-level remote execution mechanisms. 

AM deploys agent on Grid resources dynamically at 
runtime depending on the instructions of  scheduler. The 
agent is submitted as a job to the resource process server, 
which then submits to the local resource manager for starting 
its execution. The agent is responsible for setting up the 
execution environment on a given resource for a user job. It 
is responsible for transporting the code and data to the 
machine; starting the execution of the task on the assigned 
resource and sending results back to the JCM. Since the 
agent operates on the “far side” of the middleware resource 
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management components, it needs to provide error-detection 
for the user’s job, sending the job termination status 
information back to the JCM. The agent also records the 
amount of resource consumed during job execution, such as 
the CPU time and wall clock time. The online measurement 
of the amount of resource consumed by the job during its 
execution helps the scheduler evaluate resource performance 
and change the schedule accordingly. 

Scheduler: 
The scheduler is responsible for resource discovery, 

resource trading, resource selection, and job assignment. The 
resource discovery algorithm interacts with an information 
service (GMDS), identifies the list of authorized and 
available machines, trades for resource access cost, and 
keeps track of resource status information. The resource 
selection algorithm is responsible for  selecting those 
resources that meet the deadline and budget constraints along 
with optimization requirements. It consists of three models: 
Schedule Advisor that is responsible for resource discovery, 
resource selection and job assignment to ensure that the user 
requirements are met; Grid Explorer (GE) that is responsible 
for resource discovery by interacting with the Grid 
information server and identifying the list of authorized 
machines, and keeping track of resource status information; 
and Trade Manager (TM) that works under the direction of 
resource selection algorithm to identify resource access costs 
and trades with Grid service providers. 

Dispatcher: 
The dispatcher triggers appropriate actuators to deploy 

agents on Grid resources and assign one of the resource-
mapped jobs for execution. Even though the schedule 
advisor creates a schedule for the entire duration based on 
user requirements, the dispatcher deploys jobs on resources 
periodically depending on load and number of CPUs that are 
available. Different middleware service correspond to 
different dispatchers and actuators. 

B. DB_Scheduler Algorithm 
In a Grid environment it is hard to provide a guarantee of 

service that users place QoS constraints like deadline 
(execution completion time) and computation cost (budget) 
limitations since grid resources are shared, heterogeneous, 
distributed in nature, and owned by different organisations 
having their own policies and charging mechanisms. 
Therefore, scheduling algorithms need to adapt to the 
changing load and resource availability conditions in the 
Grid in order to achieve performance and at the same time 
meet the deadline and budget constraints. In our 
ScGridBroker, we have incorporated DB_Scheduler 
Algorithm. 

DB-Scheduler Algorithm:  
1. Resource Discovery: Through the GMDS to identify 

the resources and their capability. 
2. Resource Trading: Identify the cost of all resources 

and the capability to be delivered per cost-unit. 
3. If the user supplies D(Deadline) and B(Budget)-

factors, then determine the absolute deadline and budget 
based on the capability of resources and their cost, and the 
application processing requirements. 

4. Scheduling: Repeat while there exist unprocessed jobs 
and the current time and processing expenses are within the 
deadline and budget limits.  

a. For each resource, predict and establish the job 
consumption rate. 

b. Sort the resources by increasing order of cost.  
c. Create resource groups containing resources with the 

same cost. 
d. Sort the resource groups with the increasing order of 

cost. 
e. If any of the resource has jobs assigned to it in the 

previous scheduling event, but not dispatched to the resource 
for execution and there is variation in resource availability, 
then move appropriate number of jobs to the Unassigned-
Jobs-List.  

f. Repeat the following steps for each resource group as 
long as there exist unassigned jobs: 

Select a job from the Unassigned-Jobs-List 
Assign the job to the first resource  
Remove the job from the Unassigned-Jobs-List if the 

predicted job completion time is less than the deadline. 
5. Dispatcher 
Dispatch jobs as long as the number of user jobs 

deployed (active or in queue) is less than the number of PEs 
(Processing Elements) in the resource. 

IV. COMPONENTS IMPLEMENTATION  
A lot of information is stored in a GMDS server. We can 

get the xml data by the client programe sensor_cscgrid_site 
or access the GMDS Database. We can retrieves the 
hostname. The number of CPUs, the available storage space, 
and the total amount of memory are also valuable 
information for an application to know in order to run a 
remote program. By using the DN, you can access the two 
hosts through the same global virtual organization (Gmds-
Vo-name=cscgrid,o=Grid), but the hosts are probably 
located in two different IT centers.  

The broker must access the GMDS of the virtual 
organization at the top in order to access the maximum 
number of resources. You could implement local brokers for 
each virtual organization along with a global broker that 
would dispatch allocation requests to local brokers according 
to the location of the request initiator or based on the 
agreements between the IT centers. 

When you use a broker, the application needs to provide 
only a job description to the job broker that submits the job 
to the appropriate resource. The job description permits the 
broker to determine which resource is the best suited for a 
job. The job description consists of:  

 The JSDL string.  
 The system requirements: memory, disk space, 

other software prerequisites, dynamic library levels, 
and so on.  

 The service level agreement description. 
Figure 3 shows the interaction of these components. 

348



application

Data

global
brokerjob description

local
broker

local
broker

GMDSgmds queries server

virtual
organization

A
GMDS

su
bre

qu
est

subrequest

jobs submission

jobs su
bmissio

n

virtual
organization

B
GMDS

gmds queries server

gmds queries server  
 
Figure 3:the Interaction between Global Broker,Local Broker and GMDS 
 

For give facilities to user to program using 
ScGridBroker, we implement some classes: SCGRID_JOB, 
SCGRID_HOST, SCGRID_JOBS_CALLBACK, and 
SCGRID_BROKER. The Grid Middleware does not provide 
an allocation mechanism that can make advanced 
reservations, and it does not include an intelligent scheduler. 
Indeed, it relies on PBS, Condor, or LSF for these functions. 
ScGridBroker implement a queuing system. Therefore, the 
broker application may submit more jobs than the number of 
available CPUs. Also, a running job can be stopped to run 
another job with a higher priority. 
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Figure 4:ScGridBroker Strategy 
 

The class SCGRID_BROKER is the implementation of 
our broker. It will be able to run a job on the best available 
GNU/Linux node and to perform a basic advanced 
reservation. In CSCGrid, all jobs use the same broker to 
submit, so it would be better to implement the broker as a 
daemon or as a Web service. The broker will remain 
implemented as one SCGRID_BROKER object. It is shared 

by all SCGRID_JOB objects. The SCGRID_JOB class is 
able to use the broker to locate a node for the job submission. 
A  SCGRID_JOB_CALLBACK object will handle the job 
state changes on the execution hosts (Figrure 4). The 
implementation will be totally thread safe to be able to 
integrate safely in a multithreaded application. 

V. CONCLUSION AND FUTURE WORK  
In this paper we major in discussing the design and 

development of the ScGridBroker, that supports deadline and 
budget constrained and quality of service requirements-
driven scheduling. It has an ability of dynamically adapting 
to the changes in availability of resources and user 
requirements at runtime. It also provides scalable, 
controllable, measurable, and easily enforceable policies for 
allocation of resources to user applications. Moreover, we 
also discuss the GMDS that is used in CSCGrid. We provide 
some class to give facilties to user in developing 
applications.    

Now ScGridBroker is underway. In order to offer 
ScGridBroker service to users in the near future, we plan to 
develop more new scheduling algorithms with deadline and 
budget constrain and incorporate to our broker. 
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Abstract

The short utility lifetime of performance monitor-
ing information is an important consideration in the
design of grid monitoring architecture. Disseminating
fresh performance information quickly and accurately
to satisfy thousands of potential requests is a challenge
for Information Service. We propose a request schedul-
ing mechanism that considers the indexes and urgency
of information request. This mechanism is used to
schedule the requests waiting on an information Ser-
vice which is based on Web Service. Comparing to two
existing scheduling mechanisms, the average response
time is 57.7% shorter than EDF at best and the dead-
line miss rate is 50.4% lower than SRF at best. These
results support the usefulness of the request scheduling
mechanism as the means for increasing client satisfac-
tion of Information Service.

1. Introduction

Information Service in grid monitoring system col-
lects latest performance information about grid re-
sources and makes this information available as re-
source properties[1]. There are thousands of potential
clients that would like to receive performance informa-
tion from Information Service, such as real-time ap-
plications or management middle-wares. Performance
information has a fixed and short lifetime of utility and
goes stale quickly[2]. Obviously, only fresh information
can satisfy clients.

Therefore, it is important to disseminate fresh mon-
itoring information quickly and accurately. Scheduling
is an effective way to make the best use of resources[3].
It is used widely to shorten average response time and
avoid invalidity.

The principal contributions of this paper are as fol-

lows:
1. We described the requirements of clients’ infor-

mation request about quickness of response and accu-
racy of information. Especially, we focused on the time
constraint called deadline that associates with request.

2. We proposed a request scheduling mechanism
considering both the indexes and the deadline of re-
quest. Especially, we defined the IxD value for each
request.

3. We developed this mechanism inside an Infor-
mation Service based on Web Service and evaluated its
performance on the average response time and deadline
miss rate.

2. Information Request

The Information Request discussed in this paper is
the request sent to Information Service by client. Its
purpose is to retrieve the whole or part of the latest
performance information. Performance information is
composed of indexes such as the utility of CPU, used
disk capacity, and so on. The number of indexes de-
notes the size of information. We enumerate the re-
quirements of Information Request as follows.

1. Quickness of response
Quickness of response indicates how fast a client will

receive the performance information as response after
sending out an information request. This can be mea-
sured by the response time. The response time denotes
the amount of time required for Information Service to
handle the request. It depends upon the size of in-
formation request for and the bandwidth of the clients’
connection. We estimate the response time by the num-
ber of indexes. The more indexes are requested for, the
longer response time is.

2. Accuracy of information
Accuracy of information indicates whether the in-

formation received by the client is which it expected.
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In most cases, Information Request is associated with
a time constraints called deadline. The performance
information in the cache of Information Service has a
time stamp that indicates when it was collected by In-
formation Service. If the time stamp of information
which client received is beyond the deadline of request,
the information is inaccurate. That is, the deadline is
missed.

Achieving both the above two requirements of Infor-
mation Request is a challenge since it requires a trade-
off between the two.

If we only focus on the quickness of response, we
should serve the request for the most indexes and with
the shortest response time first[11]. In this way, we
can minimize the average response time of requests.
However, in this case, the requests with earlier deadline
have to wait to be scheduled and miss their deadlines
possibly.

On the other hand, if we only focus on the accu-
racy of information, we should serve the request which
deadline is earliest first. Although this approach re-
duces the deadline miss rate, it does not satisfy the
requirement for quickness of response.

3. Design and Implementation

3.1. Approach

Each Request is characterized by 3-tuple: <id, In-
dexes, Deadline>. id is the identifier of the re-
quest. Indexes is the number of indexes requested
for. Deadline has been specified in Section 2.

As previously stated, the new combination mecha-
nism should be based on following principles.

Given two requests with the same response time,
the one with earlier deadline should be handled first to
reduce deadline miss rate.

Given two requests with the same deadline, the one
with shorter response time should be handled first to
reduce average response time.

Therefore, we proposed a mechanism that selects the
request either because its response time is shorter or
because its slack time is shorter. The response time is
positively correlated with Indexes. The slack time is
positively correlated with Deadline. For each request,
we define the IxD of requesti in formula (3.1).

IxD[i] =

(Imax − Indexes[i])

Imax
∗ (Dmax −Deadline[i])

Dmax
(3.1)

Imax and Dmax are respectively maximum value of
Indexes and Deadline among all requests. Since

Imax and Dmax are constants in this lookup, there is
no need to divide by the product of Imax and Dmax,
the formula(3.1) can be optimized as:

IxD[i] =

Imax ∗Deadline[i] +Dmax ∗ Indexes[i] (3.2)

This mechanism selects the request with the mini-
mum value of IxD to be the scheduling decision.

3.2. Design

Figure 1 shows the design of proposed request
scheduling mechanism. Register intercepts the request

Figure 1. Design of request scheduling mech-
anism

before Information Service is called. Each time a re-
quest is received, Register preprocesses the request by
Algorithm 1. Register examines Indexes and Dead-
line associated with the request. If Deadline is rela-
tive, the current time is added to Deadline. Register
keeps records of the maximum Indexes and Deadline
in Imax and Dmax. Register assigns an identifier to it
and inserts it into the request queue (Queue).

Algorithm 1 Register ()

if request.deadline is relative then
request.deadline = request.deadline + now

end if
Max(&Imax, request.indexes)
Max(&Dmax, request.deadline)
AssignID(&request)
Insert(request, Queue)

Selector makes scheduling decision by Algorithm 2.
For each request, if the Deadline of this entry is be-
yond the timestamp of information in cache, Register
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removes the entry from Queue. Else, Register calcu-
lates its IxD value by formula(3.2) and keeps a record
of the request with maximum IxD in IxDmax. The re-
quest IxDmax has the maximum IxD and is qualified
decision. Register sends IxDmax to Redirector which
redirects the request to Information Service, and re-
moves it from Queue.

Algorithm 2 Selector ()

if request.deadline <= info.stamp then
Destroy(&request)

else
Max(&IxDmax, request.IxD)

end if

The number of concurrent connections (NCC) is a
count that tracks the concurrent connections to Infor-
mation Service. In order to guarantee that Information
Service doesn’t overload and runs correctly, NCC has
an upper threshold set by administrator. The threshold
may be the limit value on the maximum number of con-
current connections to service. It varies as the system
implementation and could be an empirical value. Each
time NCC changes, if it does not reach the threshold,
it calls Selector to schedule one more request.

3.3. Implementation

We develop two servlets run on Web Server. One
is service servlet that publishes an information service
based on Web Service in Java6. The other one is filter
servlet that intercepts the requests and makes schedul-
ing decisions. We also develop a consumer that re-
quests for performance information from service servlet
in Java6. To ensure inter-operability, both of them are
WSRF/WSN-based.

The performance information is formatted as XML
which schema is defined by Ganglia. DOM[5] is used
to parse XML file.

4. Evaluation

We evaluated the request scheduling mechanism im-
plemented inside Information Service by measuring the
average response time and the deadline miss rate. The
average response time is defined as the average amount
of response time (in seconds) required for each request.
The deadline miss rate is defined as the number of re-
quests which deadlines are missed to the number of
total requests.

4.1. Experiment Strategies

We compare EDS with two existing algorithms SRF
and EDF.

1. Shortest Request First (SRF): serves the requests
in the ascending order of Indexes.

2. Earliest Deadline First (EDF): serves the requests
in the ascending order of Deadline.

3. Earliest Deadline Shortest (EDS): serves the re-
quests in the ascending order of the value of IxD.

4.2. Experiment Environment

The experiments were run on the Sceye testbed in
supercomputing center[4]. The Sceye testbed includes
4 computers with names PC {0, 1, 2, 3} and a high per-
formance computer DEEP7000 equipped with Ganglia.
The machines are connected within the 100M Ether-
net. PC0 is equipped with one 2590MHz Intel Core
Duo CPU and 2G main memory. It runs a Linux ker-
nel 2.6.18. PC1, PC2 and PC3 are equipped with one
2660MHz Intel P4 CPU and 521M main memory. They
run Windows XP Profession Service Pack3 as operat-
ing system. The information provider is installed on
PC0. The threshold of NCC is 10. It retrieves re-
source information from DEEP7000 every 60s. The
size of information is about 400KB. The Information
Consumers are installed on PC1, PC2 and PC3.

4.3. Results

In the experiment, we make mean request sent rate
to vary from 1 per second to 1000 per second. We
assign the deadlines randomly between 0-120s. We also
assign the indexes randomly between 0-100% of whole
information.

Figure 2. The average response time
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Figure 2 shows the average response time in three
strategies. It can be seen that EDS and SRF provide
the best advantage performance. The average response
time of EDS is 57.7% shorter than EDF at best while is
even with SRF at best. Especially, EDS takes consid-
eration of deadline besides indexes, but still performs
as well as SRF when the mean request arrival rate is
over 100 per second. We believe this is because the
response time SRF used is inexact since it is only es-
timated with the number of indexes. If we estimate
response time more exactly, SRF may perform better.

Figure 3 shows the deadline miss rate. It can be seen
that EDS provides the best performance. The deadline
miss rate of EDS is 40% lower than SRF at best. Espe-
cially, EDS performs better than EDF when the mean
request arrival rate is over 12 per second. We believe
this is because EDS avoids that the request with ear-
lier deadline and larger informaiton indexes runs first,
while remaining requests with smaller indexes have to
wait and miss the deadlines.

Figure 3. The deadline miss rate

Compared to SRF, EDS performs better on dead-
line miss rate and even on average response time. Com-
pared to EDL, EDS performs better both on average
response time and deadline miss rate. These results
show that EDS considering both number of indexes
and deadline of request reduces the average response
time and deadline miss rate effectively, and performs
better than SRF and EDF.

5. Related work

The short utility lifetime of performance informa-
tion has been discussed in GMA[2]. A large amount
of work has been done on the scalability and efficiency
of Information Service. For example, P2P and grid
are slowly converging[6][7]. These works improve the

performance of Information Service effectively at the
expense of complexity introduced to architecture. We
focus on the request scheduling mechanism on Infor-
mation Service. It is an easy way to make an improve-
ment. A closely related area is on-demand broadcast
scheduling which scheduled the data items. Relative al-
gorithms include SRF[11], and EDF[10]. RxW[8] leads
the way to implement multiple objective scheduling.
SIN-α takes the urgency into consideration[9]. How-
ever, none of these algorithms has simultaneous consid-
eration of the waiting time and urgency of the request
in making scheduling decisions.

6. Conclusions and future work

We proposed a request scheduling mechanism
considering both the index and urgency of Information
Request. This mechanism achieves both requirements
of Information Request. Namely, quickness and
accuracy. We designed this mechanism on Information
Service and implemented this mechanism in a servlet.
From the results of evaluation, we confirmed that the
proposed request scheduling mechanism reduces the
average response time of clients and the number of
requests missing their deadlines. These results show
that we can develop grid monitoring system with
efficient Information Service using request scheduling
mechanism as the underlying technology for increasing
clients satisfication.

Acknowledgement This work was supported by
a grant from Informalization Construction Project of
Chinese Academy of Sciences during the 11th Five-
Year Plan Period (No.INFO-115-B01).

References

[1] Jennifer M. Schopf, Ioan Raicu, Laura Pearlman,
Neil Miller, Carl Kesselman, Ian Foster, Mike
D’Arcy, Monitoring and Discovery in a Web Ser-
vices Framework: Functionality and Performance
of Globus Toolkit MDS4, May 2006.

[2] Bhaskaran Raman, Randy H.Katz, Load Balanc-
ing and Stability Issues in Algorithms for Ser-
vice Composition, INFOCOM 2003, pp.1477-1487,
April 2003.

[3] Wei Guo,Zhengyu Wang, Zhenyu Sun, Weiqiang
Sun, Yaohui Jin, Weisheng Hu, Chunming Qiao,
Task scheduling accuracy analysis in optical grid
environments, Photonic Network Communications,
v.17, n.3, pp. 209-217, June 2009.

354



[4] The Supercomputing environment build and appli-
cation project, http://www.sccas.cn, 2008.

[5] Document Object Model
(DOM) Technical Reports,
http://www.w3.org.sixxs.org/DOM/DOMTR,
2004.

[6] Foster, I. and Iamnitchi, A. On death, taxes, and
the convergence of peer-to-peer and grid comput-
ing, In Proceedings of the 2nd International Work-
shop on Peer-to-Peer Systems, pp.118-128. 2003.

[7] Jin. H, Tao. Y, Wu. S, and Shi. X, Scalable dht-
based information service for large-scale grids, In
Proceedings of the 5th Conference on Computing
Frontiers, pp.305-312, 2008.

[8] D．Aksoy and M．Franklin．Scheduling for large
scale on-demand data broadcast In Proc of IEEE
INFOCOM， pp：651-659. March 1998.

[9] J．Xu，X．Tang，W．-C Lee． Time-Critical
On-Demand Broadcast： Algorith ms， Analysis，
and Performance Evaluation Technical report，
pp：156-171, 2003.

[10] C. L. Liu and J. W. Layland, Scheduling algo-
rithms for multiprogramming in a hard real time
environment, J. ACM, vol. 20, no. 1, pp. 46-61,
1973.

[11] Bansal, Nikhil and Harchol-Balter, Mor, Analysis
of SRPT scheduling: investigating unfairness, SIG-
METRICS Perform. Eval. Rev., pp. 279-290, 2001.

355



DSWE: A Grid-enabled Domain Specific Workflow Engine for Aircraft MDO 
 

Ping Yang†, Xinhua Lin†, Xu Li♦ and Minglu Li† 
†Department of Computer Science and Engineering, Shanghai Jiao Tong University, Shanghai, China 
♦Department of Computer Science and Engineering, State University of New York at Buffalo, USA 

 
 
Abstract—Aircraft MDO (Multidisciplinary Design 

Optimization) needs Grid technology because of complex 
process and time-consuming design. Specifically, aircraft 
MDO can benefit from Grid computing in terms of massive 
computational capacity and resource sharing. However, 
determining how to manage aircraft MDO processes and 
how to effectively apply grid technology into aircraft MDO 
remain as problems, which address the demand of an 
effective domain specific workflow engine. Different 
previous works focus on universal workflow engines. In this 
paper, we propose a Grid-enabled DSWE (Domain Specific 
Workflow Engine) system for aircraft MDO, which 
highlights the requirements in aircraft MDO and provides a 
friendly interface for workflow construction. A practical 
prototype system of the DSWE has been implemented. We 
demonstrated the effectiveness of the Grid-enabled DSWE 
system from performance evaluation and testing results in 
the case study.  

 
 Keywords- Grid computing; workflow engine; aircraft 

design; MDO; DSWE 

I. INTRODUCTION 
Aircraft design has been regarded as the most 

complicated process, which involves multiple disciplines 
and technologies, such as mechanics, mathematics, and 
materials. Complete design of an aircraft always lasts for a 
long-term period, at least for several years, because of 
system complexity. Multi-disciplinary Design 
Optimization (MDO) is a methodology that coherently 
exploits the synergism and interaction in complex system 
[1]. Although it is widely used in aircraft design, the 
whole design circle is still time-consuming. Specifically, 
various programs and applications need to be well 
organized and integrated in order to compute different 
parameters in aircraft MDO. Meanwhile, computing 
resources are distributed in different geographical 
locations in terms of hardware, software and designers, 
which make efficient aircraft design a nontrivial 
challenge. 

Fortunately, grid computing has an attractive feature 
in resource sharing, which can be used to support MDO 
aircraft design effectively [2]. Grid is an infrastructure, 
which integrates large-scale, distributed, and 
heterogeneous resources [3][4]. One of its essential 
applications is the high performance computing. As 
aircraft design needs massive computing resources for 
model validation and parameter selection, it can benefit a 
lot from grid computing. However, determining how to 
manage aircraft MDO processes and how to effectively 
apply grid technology into aircraft MDO remains as 
problems. 

As we mentioned, Aircraft MDO processes should be 
well organized before execution on Grid platform. 
Workflow provides a natural way to describe sequence, 
dependency, and priority among tasks and systems. In 
aircraft MDO, workflows can be constructed according to 
data exchange, which mainly reflects the interaction 
among sub-processes. Using workflow systems, each step 
in aircraft MDO could be well organized and submitted to 

be executed on Grid platform [5]. Most of workflow 
systems focus on general scientific applications currently. 
For domain specific applications such as topics of 
workflow system for aircraft MDO has not been well 
studied.   

In this paper, we propose a Grid-enabled domain 
specific workflow engine for aircraft MDO based on the 
project of China's first commercial airplane. The 
collaborative research is between computer science 
department and aeronautics & astronautics department of 
Shanghai Jiao Tong University. Main scientific 
contributions of this paper are listed as follow: 1) we 
propose an approach to improve aircraft design from two 
aspects: automatic process composition and seamless 
sharing of computing resources; 2) we design and 
implement a lightweight Domain Specific Workflow 
Engine (DSWE) system for aircraft MDO; 3) we provide 
users with a friendly interface to deploy aircraft MDO 
applications on Grid platform. To the best of our 
knowledge, there is no previous works addressing similar 
issue about domain specific workflow system for aircraft 
design. 

The rest of this paper is organized as follows: Section 
II discusses the related work. Detailed design and 
implementation of Grid-enabled DSWE system are 
presented in Section III. Section IV introduces how the 
proposed DSWE works based on a typical case in aircraft 
design. We conclude the paper in Section V. 

II. RELATED WORK 
Currently, many efforts have been made towards 

developing workflow systems based on Grid [6]. Both 
standard-oriented and domain-oriented workflow 
languages are used in these projects, here we introduce 
some typical workflow systems. 

Condor is a specialized resource management system 
(RMS) [7], which provides a High Throughput 
Computing (HTC) environment based on large distributed 
computing resources ranging from desktop, workstations 
to super computers. The Directed Acyclic Graph Manager 
(DAGMan) is a meta-scheduler for Condor jobs, and it 
handles the dependencies between jobs while Condor 
aims at discovering available machines for the execution 
of them. But, DAGMan does not support automatic 
intermediate data movement so users have to specify data 
movement transfer by preprocessing and post-processing 
commands.  

Taverna is an open-source and Grid-aware workflow 
management system in myGrid project [8]. Taverna 
provides data models, enactor task extensions, and 
graphical user interfaces. In Taverna, data models can be 
defined in either a graphical format or in an XML-based 
language called Simple Conceptual Unified Flow 
Language (SCUFL). Taverna is designed to assist 
scientists to develop and execute bioinformatics-related 
workflows on Grid. 
   Kepler is a popular workflow system with advanced 
features for composing scientific applications [9]. Besides 
a user-friendly graphical interface and an extendable open 
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Figure 1, Architecture of the Grid-enabled DSWE System 

source platform, Kepler has an actor-oriented feature in 
Ptolemy II system [10]. Kepler models a workflow 
system as a composition of independent components 
(actors) that can communicate through well-defined 
interfaces. This modular design approach allows different 
execution models or machineries to be implemented and 
easily plugged into workflows without changing any of 
the components. 

For the current workflow systems discussed above, 
some are domain specific and not suitable for aircraft 
MDO, such as Taverna. Some are for general scientific 
workflows, which can be employed in wide areas but 
complex and difficult to meet specific demands in aircraft 
MDO. Different from the exiting workflow systems, we 
design and implement a Grid-enabled DSWE for aircraft 
MDO.  

III. THE GRID-ENABLED DOMAIN SPECIFIC WORKFLOW 
ENGINE SYSTEM (DSWE) 

A. System Architecture 
With the advantage of DSWE, Aircraft MDO 

processes can be easily organized and executed on Grid 
platforms. The architecture of the system is shown in 
Figure 1. 

Grid infrastructure is constructed with distributed and 
heterogeneous computing nodes. These nodes could be 
distributed in different geographical locations and owned 
by various organizations. Applications used in aircraft 
MDO share these Grid nodes while job managers 
automatically manage jobs running on them. 

Domain Specific Workflow Engine seamlessly 
connects to the Grid nodes and coordinates aircraft MDO 
application to be executed on them. Meanwhile, it 
provides users an interface to organize aircraft MDO 
workflows. There are three parts in the DSWE: 1) 
Platform Wrapper provides a unified interface of Grid 
nodes, through which they can be managed in the same 
way. 2) Application Wrapper wraps all the aircraft MDO 
applications, including commercial software and open 
source programs. Benefit from the wrapper technology, 
the DSWE is seamlessly connected to the Grid resource 
by hiding the heterogeneity of nodes and diversity of 

applications. 3) Workflow Constructor provides users an 
interface to compose workflows with different structures 
so that they can be executed on Grid in specific order. 
Accordingly, with the utilization of friendly interface, 
most of the aircraft MDO workflows can be composed. 

User Interface of the system enables users to interact 
with the Workflow Constructor in a simple way. In 
particular, users could define and compose workflows by 
writing some scripts based on workflow language or 
using a web GUI.  

B. Design and Implementation 
In aircraft design, the MDO of complex analysis and 

optimization codes for disciplines and subsystems interact 
by exchanging data. These codes usually belong to 
disparate groups of people who are often dispersed 
geographically. To successfully integrate the codes 
presents formidable organizational challenges to the 
workflow engine. Mathematical models are usually 
indispensable in aircraft MDO. Each model represents an 
aspect of the aircraft, such as an airfoil or an airframe. 
Based on the models, CFD (Computational Fluid 
dynamics) is always used to analyze aircraft performance. 
Besides, structures technology is a key discipline in 
aircraft MDO, which tightly interacts with the 
aerodynamics. Generally, computing processes in aircraft 
MDO always consist of simple computational sequence 
of meshing, solving and post-processing at the lowest 
level. At higher levels, processes are much more complex, 
always computing under multi disciplines. For example, 
the design of an airfoil is optimization over a Design Of  

 
Figure 2, Four Structure Items in Workflow Constructor 
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Figure 3, Decoupled Implementation of DSWE on Grid 

Experiments (DOE) from a given input specification [11]. 
Aerodynamics and structure should be analyzed and 
computed based on DOE. So applications used during the 
optimization should be well organized and results 
generated from different disciplines should be integrated 
correctly. 

In DSWE, Workflow Constructor provides users an 
interface to compose aircraft MDO workflows. Based on 
the general features of aircraft MDO processes, four 
structure items are defined in the Constructor: Sequential, 
Concurrent, Loop, and Conditional Loop. Each structure 
item describes a typical interaction among aircraft 
applications. The interactions are always reflected by the 
data exchange among applications. As shown in Figure 2, 
Sequential item is composed of applications with specific 
sequence, such as the sequence of meshing, solving, and 
post-processing, which is typical in lowest level of 
aircraft MDO. Data among sequential item should be 
generated successively. Concurrent jobs run 
simultaneously, taking advantage of the rich computing 
resources. In Loop, jobs run repeatedly for fixed times. In 
Conditional loop, jobs run repeatedly as long as the 
judgment is right. With these four structure item, various 
aircraft MDO workflows can be constructed.  

After constructing workflows, the challenge remained 
is to send them to run on complex and heterogeneous 
Grid platforms. As is shown in Figure 3, we design and 
implement the Grid-enabled DSWE in a decoupled 
approach in order to divide the complex system. The 
outside level is Workflow Constructor; it focuses on 
constructing aircraft MDO workflows. The middle level 
is Platform Wrapper, in which Grid nodes are wrapped to 
a unified interface. The basic level is executable 
applications shared on Grid nodes. On this level, a 
standard application model is defined; and all software 
and programs are wrapped to unification based on it, so 
that they can be managed and composed in a unified 
approach. Using this strategy, complex aircraft MDO 
workflows and heterogeneous Grid resources are 
decoupled so that they can be managed separately. 

Workflow Constructor aims at composing separated 
applications to workflows. When implementing it, we 
defined four modules: "Solver", "Task", "Job", and 
"Workflow", in order to simplify the diverse actions of 
applications. Solvers are executable aircraft MDO 
software and programs distributed on Grid nodes. 
Information about unification and I/O is defined in this 
module. Task is formed of several solvers, with 
information of data transformation and configuration of 
remote invocation. Job is formed of one task or several 
tasks in sequence, and it is the basic module to compose  

 
Figure 4, Standard Model of Executable Application 

workflow. Each structure item in workflow is basically 
composed of several Jobs, and the item itself can 
compose to other items as a "Hyper Job". Workflow is a 
structure item composed of many Jobs and Hyper Jobs. 
With the four modules defined, separated aircraft 
applications are clearly configured and most workflows 
in aircraft MDO can be described. Specially, the four 
modules are described in XML files, which are easily to 
read and analyze.  

Platform Wrapper provides a unified interface to 
manage different Grid nodes. It is implemented by 
wrapping job managers on each Grid node to hide 
heterogeneity and complexity. Job managers, such as 
Windows CCS (Cluster Computing Server) [12], SGE 
(Sun Grid Engine) [13], and Condor are responsible for 
job management on different platforms. They provide 
functions to manage jobs on different platforms. In the 
Platform Wrapper, three basic functions are provided: 
"Start", "Check", and "Kill". "Start" invokes functions of 
job managers such as: queuing jobs, balancing loads and 
executing jobs. "Check" gathers status of jobs and 
computing resources through invoking specific functions 
of job managers. "Kill" terminates jobs using the methods 
of hanging or canceling them. Benefit from Platform 
Wrapper, all jobs on different Grid nodes could be 
managed in unification. 

In order to simplify application management, we 
define a standard application model in the DSWE. Based 
on it, Application Wrapper is designed to provide a 
unified interface of applications. Through analyzing 
features of aircraft MDO applications, the standard model 
is defined as shown in Figure 4. Every application has a 
workspace, which is set up when the application is 
initialized. The workspace has a standard directory 
structure so that the application wrapper and platform 
wrapper can create and find information stored in it. The 
workspace includes a working sub-directory where the 
application actually runs. Besides, there are input and 
output sub-directories. Input of the applications is usually 
prepared by users or generated from the former 
applications, and it should be sent to the workspace 
before the application actually runs. After the application 
finishes, result data could be found in the output folder 
and transformed according the workflow definition. 
Based on the standard application model, Application 
Wrapper provides three basic functions to manage 
applications: "Start", "Check", "Kill". These functions are 
coherent with those in Platform Wrapper and they 
corporately provide a unified interface to manage aircraft 
MDO applications on Grid nodes.  
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IV. CASE STUDY 

A. Case Introduction 
To give a clearer overview of the Grid-enabled DSWE 

system, we illustrate use of it by running a typical 
sub-process in aircraft MDO. The case is picked up of an 
airfoil design through optimization from DOE (Design Of 
Experiment). Each step of the optimization is to generate 
a new point by calculating the performance of all design 
points in DOE. As shown in Figure 5 is the calculation of 
the performance of one DOE point. First stage of the 
process is creating a DOE, it is based on the design 
parameters read from the OGSA-DAI design database 
[14]. The inputs to the DOE creation are: The choice of 
DOE algorithm, the number of design points required, the 
upper and lower bounds of the parameters, and a "current 
best set" of parameters. Output of DOE is design points to 
be calculated. Before calculating we should create model 
upon the point. The application HICKS is a modeling tool 
developed by engineers of aeronautics & astronautics 
department at Shanghai Jiao Tong University. Output of 
HICKS is the model of the point on two-dimensional 
airfoil. Then meshing is done by GAMBIT, which is 
commercial software. The mesh of the point is integrated 
with different flight conditions before solving. 
MACH_Assign is a self-developed program to generate 
different MACH parameters, which simulate flights in 
different speeds. ALP_CALC and FLUENT are 
applications to calculate parameters of aircraft 
performance. FLUENT is famous commercial software in 
CFD and ALP_CALC is a self-developed program. 

 
Figure 5, Process Structure of the Case 

Seven applications are used in this case, which are 
distributed on different Grid nodes. Computing resources 
used in this case are Grid nodes located in Shanghai Jiao 
Tong University. One node is Windows Computing 
Cluster Server [12], which provides high performance 
computing resources. Workstations with Linux operating 
system compose another Grid node, and it is managed by 
Sun Grid Engine [13]. The left nodes are Personal 
Computers managed by Condor [7]. We can take 
advantage of rich idle computing resources of personal 
computers with Condor. As shown in Figure 6, we 
construct the workflow through the user interface of the 
DSWE. After input data is prepared, the workflow is sent 
to run on diverse Grid nodes. 

B. Results and Performance 
Results are sent back to clients after the workflow 

finishes running. Outputs are organized in the same 
structure as the workflow, which is clear for detailed 
check. In this case, results are shown in Figure 7. Main 
structure of the workflow is in a sequence. There are two  

 
Figure 6, DSWE interface and Grid Platform 

concurrent items in the 4th job of the sequential structure, 
and each concurrent branch is composed as a Loop item. 
Outputs are presented in every job folder and can be 
displayed by post-processing software. For example, the 
mesh generated from GAMBIT could be displayed by 
FLUENT, which is shown in right part of Figure 7. The 
automation of workflow construction in the DSWE 
reduces users’ manual work and improves the efficiency 
of aircraft MDO. So the complete aircraft design cycle is 
greatly shortened. Performance test of the Grid-enabled 
DSWE is carried out and shown as follows. 

First, we focus on the performance of DSWE in 
workflow construction. The test is carried out by 
repeatedly running the above case, comparing workflow 
construction time and the whole execution time. As 
shown in Figure 8, whole time spent on executing 
workflow is expressed in the blue line, and time spent on 
constructing workflow expressed in red line. We can see 
the two lines both rises nearly linearly, different slopes 
reflect the time spent on workflow construction is much 
less than the whole workflow execution. Meanwhile, the 
automation of workflow construction is much more 
efficient comparing to the complex manually work. With 
the increase of workflow size, there are more applications 
running in the process, so the entire execution time 
increases quickly. If the applications are more time 
consuming, workflow will run for much longer time. 
However, time spent on workflow construction is 
independent on each application, and it only increases 
along with number of applications increases. To the best 
of my knowledge, most applications in aircraft MDO are 
time consuming, so workflow execution time always 
increases more quickly than construction time. From this 
test, we can conclude that the automation of workflow 
construction in the DSWE wins a good performance. 

In the DSWE, Application Wrapper and Platform 
Wrapper are implemented in order to execute workflows 
on complicated Grid platforms. The second test aims at 
analyzing the performance the wrapper technology used 
in the DSWE. By running above case with different 
concurrent numbers we record time spent in different 
levels of the applications. Here, we take FLUENT 
application for example. As shown in Figure 8, average 
time spent on FLUENT application of different levels is 
expressed. In Application Wrapper Level, the time 
includes actual computing and the extra expenditure of  
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Figure 7, Workflow results and mesh generated by GAMBIT 

Application Wrapper. In platform wrapper level, time 
spent on job management such as queuing and load 
balancing in Platform Wrapper is included. In workflow 
level, interaction among applications takes extra time, 
such as data searching and transformation. Comparing 
time spent on the three levels, we can see that the 
implementation of Application Wrapper and Platform 
Wrapper takes little time. As most applications of aircraft 
MDO are time-consuming, the extra time spent on 
wrapper actions almost can be omitted. We can conclude 
from this test that the wrapper technology used in the 
implementation of the DSWE is very efficient and it helps 
workflow to run on Grid in a high performance. 

 
Figure 8, Performance Test of Workflow Construction 

 
Figure 9, Performance Test of Job Running on Grid-enabled DSWE 

V. CONCLUSION 
We study workflow in Aircraft Multidisciplinary 

Design Optimization. In order to utilize Grid technology 
to facilitate aircraft MDO process, a Grid-enabled 
Domain Specific Workflow Engine, DSWE, has been 

proposed. The nice features of DSWE, such as friendly 
interface for workflow construction and easy use for 
aircraft designers, speed up aircraft MDO process by 
integrating distributed resources with Grid technology. A 
practical prototype system of DSWE has been 
implemented, with which a case study has been presented 
to demonstrate the effectiveness of DSWE. 
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Abstract—Grid monitoring is a process to collect information 
regarding the current and past status of large-scale distributed 
grid computing resource. It is still a challenge to efficiently 
cope with the highly complicated issues of monitoring 
distributed heterogeneous resources of different ownerships in 
Grids. For that, we propose PFRA-GMA (Performance-
Forecast and Resource-Autonomy Grid Monitoring 
Architecture) which has been developed preliminary in Sceye 
monitoring system for Scientific Computing Grid (SCGrid) in 
Chinese Academy of Sciences. It is based on the GMA (Grid 
Monitoring Architecture) and SOA. The special strength of 
this implementation comes from the power of its dynamical 
performance forecast and resource autonomy. Forecast service 
takes periodic measurements of deliverable resource 
performance from grid distributed networked resources, and 
uses numerical models to dynamically generate forecasts of 
future performance levels. Resource autonomy based on a 
closed loop control is a good mechanism for efficient 
monitoring within the scope of same ownership. 

Keywords-performance forecate; resource autonomy; grid 
monitoring; PFRA-GMA 

I.  INTRODUCTION  
Grid computing aims to integrate distributed, 

heterogeneous, and possibly miscellaneous computing 
resources seamlessly for some overall computational tasks. 
It provides an alternative way to the homogeneous 
supercomputing. There are varieties of computational 
problems suitable for grid computing, including: protein 
folding, climate simulation, earth quake prediction, drug 
discovery, social and economical simulations. Collectively, 
the grid can provide huge computational resources. For 
example, the BOINC (Berkeley Open Infrastructure for 
Network Computing) project has reached 4.76 Pflops as of 
March 13, 2010, while the protein folding project: 
Folding@Home has reached 5 Pflops in March 17, 2009. 
The operation of the grid is mostly managed by the grid 
middleware, which helps to parse a computational task into 
small pieces, and then send these pieces into different 
resources distributed throughout the grid. While, ideally, 
everything can be dealt with by the middleware 
automatically without much user intervention, in reality 
however, it is highly desirable to have a human monitory 
system which can track the current status of the grid, the 
usage loads of different parts of the grid, the 
communication/traffic information, the dispatching pattern 
of a given job, and recommends the resources to users. With 

such monitory system, the user can make human decisions 
for how and where to launch their jobs. To provide these 
services, the monitory system needs to collect vast amount 
of data for fault detection, performance analysis, 
performance tuning, performance prediction, and scheduling. 
Overall, grid monitoring is a critical part of the grid 
computing. It can also be viewed as a part of the grid 
middleware.  
   The developments of grid system prototypes and grid 
monitoring technologies are being carried out in a number 
of countries and regions, including the United States, 
European Union, China, Japan, and Korea, etc. In China, the 
grid has aroused the interests of many researchers in 
information technology and applied sciences [14]. China is 
experiencing a rapid growth in internet bandwidth and 
computing resources. The desire for cooperation and 
volunteering resources is abundant, and there are national 
initiatives for large scale grid computing projects. A test-bed 
for the grid technologies, the Scientific Computing Grid 
(SCGrid), is being developed in Chinese Academy of 
Science under the support of the National High-tech 
Research and Development Program (the 863 program). 
SCGrid consists of thirteen high performance computing 
centers across the country. Applications running on the grid 
includes: protein folding, earth quake simulation and 
financial simulations etc. The goal of SCGrid is to promote 
the development and application of high performance 
computers and to develop grid technologies that enable 
resource sharing and cooperative work in the Internet 
environment. The Sceye monitoring system based on 
PFRA-GMA (Performance-Forecast and Resource-
Autonomy Grid Monitoring Architecture) has been 
developed preliminary as a monitoring system for SCGrid in 
our institute. 

Due to heterogeneity and various ownerships, grid 
monitoring is quite different from traditional resource 
monitoring. The former must be able to handle different 
requests of diverse monitoring implementations, and the later 
is just fit to global identical monitoring implementations, 
which is far from satisfaction in Grids. PFRA-GMA 
proposed in the paper is a novel measurement for above 
problem. The PFRA-GMA adopts a three-layer philosophy: 
local resources are in the bottom layer, and the second layer 
is in charge of various monitoring services, atop of that, 
focusing on interacting with external domains in global level. 
The three-layer conception logically separates resource local 
management from system global management, and brings 
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great flexibility and scalability. Resource autonomy shields 
underlying heterogeneity and various ownerships for 
components of system global level, facilitating them to 
wholly focus on their own business logic. Based on the 
autonomy feature of underlying shared resources, global 
unified access manner and data structure at high logic level 
are more acceptable in practice.  

PFRA-GMA absorbs advantages of GMA and SOA. In 
order to reduce volume of global-maintained data, only 
necessary measurements and control metadata are delivered 
in global scope. Data communications between objects of 
different ownerships is handled by various service 
invocations. Note that, interactions within the scope of same 
ownership might use any other technologies. PFRA-GMA 
also adopts a close-loop control within a domain to achieve 
resource autonomy. Domain master can predefine some 
local resource management rules in Rule Base which could 
be modified dynamically through rule APIs. Another crucial 
component of resource autonomy is Local Decision, which 
could extract control indications from management rules 
and send corresponding commands to execute accordingly 
through parsing and analyzing real-time sensory data 
continuously.  

Moreover, we also propose a forecast service to 
dynamically generate forecasts of future performance levels 
periodically. Grid computing offers tremendous potential 
performance, realizing that potential depends, in part, on the 
ability to manage the effects of resource contention on 
application performance. In particular, resource allocation 
and scheduling decisions must be based on predictions of 
the performance which each resource will be able to deliver 
to an application during a specified time frame [11]. So 
including performance-forecast service in monitoring 
architecture is necessary. 
    The remainder of this paper is organized as follows. First, 
in section II, we describe the related work briefly. Section 
III introduces the design of PFRA-GMA, and then we detail 
the implementation of our preliminary prototype in section 
IV. At last, we summarize the work and discuss future 
research goals. 

II. RELATED WORK 
A majority of existing distributed monitoring systems or 

toolkits, such as NetLogger [3] and Paradyn [4] can collect 
data from distributed systems for analyzing them. However, 
these monitoring systems cannot serve as data collection 
components for other tools and applications which may 
want to use this information. The Heart Beat Monitor (HBM) 
is an extension of Globus that periodically sends heartbeats 
often used for periodically determining the status of a 
remote node to a centralized collector and provides a fault 
detection service in a distributed system [7]. Java Agents for 
Monitoring and Management (JAMM) [8] is another effort 
in the same direction, which addresses the needs of only 
Java based applications. Above systems all have their own 
characteristics, but they are seldom addressed the relate 

issues about heterogeneous resources of different 
ownerships.  

Some other famous monitoring systems, such as The 
Network Weather Service (NWS)--which measures 
available network bandwidth and system load to predict 
their future states [9], and Autopilot--which integrates 
dynamic performance instrumentation and on-the-fly 
performance data reduction with configurable resource 
management and adaptive control algorithms based on a 
closed loop structure [10]. They both have no standards 
which are widely followed.  

Until now, there have been several popular monitoring 
architectures for grids, such as Global Grid Forum’s GMA, 
Globus’ MDS, and OGSF (Open Grid Services 
Architecture). GMA logically separates the discovery of 
events from the event transmission, but does not constrain 
any of the protocols nor underlying data model. So projects 
following it are free to adopt a data model that would allow 
the formulation of powerful queries over data when 
producing implementation, such as R-GMA [12] and 
GridMon [13].  

Absorbing advantages of above models, PFRA-GMA 
adopts a three-layer philosophy. Local resources are in the 
bottom layer. At the second layer, a close-loop structured 
local deciding procedure is used to monitor resources’ real-
time activities in order to efficiently achieve resource 
autonomy within a scope of same ownership. The third layer 
is the system global level, at which only necessary 
measurement and control metadata required for objects 
locating or discovering are published, and data 
communications between elements of different ownerships 
are handled by means of service invocation through 
interfaces to the external. Moreover, forecast service in 
PFRA-GMA can dynamically generate forecasts of future 
performance levels periodically. 

III. DESIGN 

A. Resource Autonomy 
All activities within grids could be grouped into two 

categories: global activities and local activities. Grid 
resources firstly belong to their domain of same ownership, 
so they not only comply with global management rules of 
the grid system, but also have to obey their owner want 
simultaneously. For example, nodes within a domain should 
allow upper grid system to allocate tasks to them (as global 
activity), and reject to accept tasks from users when CPU 
usage exceeds 90% because they should obey their owner 
commands (as local activity). If global activity coincides 
and conflicts with local activity, local activity has higher 
priority than global activity. 

Different domains might have very different management 
rules. Each domain independently keeps a management rule 
set, which is dynamically configurable and makes no 
influence on other domains, for its own shared resources. 
Local monitoring services guarantee resources’ global 
activities and local activities compliant to requirements from 

362



all sides by adopting a close-loop control. If a domain wants 
to request non-local resources, it must get the authorization 
firstly from other domains. Above procedure ensures that 
both global activities and local activities work methodically 
to achieve resource autonomy. 

B. Forecast Service 
Forecast Service (FS) in PFRA-GMA can serve as a 

viable tool for scheduling. Forecasts predict the future 
performance of each resource based on historic sensory data, 
and then disseminate the forecast information to all 
interested clients. 

 FS uses a number of resource information history 
ordered by time stamp and any a priori knowledge of a 
resource’s expected performance response to anticipate 
performance functions. Every forecasting model generates a 
prediction with a tabulated cumulative error measure for 
each measurement. When a forecast is required, FS valuates 
a set of different forecasting models and then dynamically 
chooses the best model generating the lowest prediction 
error for the known measurements. We separate the sensory 
and forecasting functions of the FS. The resulting modular 
design is intended to provide a general facility in which a 
variety of different monitoring and forecasting techniques 
can be employed easily.   

The operation of forecasts can significantly change the 
conditions which it is attempting to forecast. Because 
computational or network resources within grids are not 
devoted exclusively to monitoring system, FS must limit its 
intrusiveness so that its resource consumption does not 
adversely impact grid computing it is designed to serve, 
which influences both the implementation of the overall 
system and the forecasting techniques we have chosen.  

C. Architecture 
Figure 1 shows the architecture of PFRA-GMA, in which 

both GMA and SOA are adopted. Each domain of PFRA-
GMA includes three layers: Resource Layer, Monitoring 
Service Layer and Management Layer. Various sensors and 
actuators are in Resource Layer which consists of various 
resources of grid system, such as Ganglia, PBS, Middleware, 
applications and services, etc. Monitoring Service Layer 
provides public monitoring services for resource information 
retrieving, aggregating, processing, delivering, forecasting, 
and local decisions. Management Layer including 
Measurement Agent (MA) and Control Agent (CA) is 
exposed to shield heterogeneous monitoring issues within 
domains from upper global system components, enabling 
them to focus on business requirements. 

System administer can use data or API both offered by 
domain Management Layer for web presentation, job 
scheduling, data replication, accounting, performance 
analysis, etc. Domains are all registered to Directory Service 
(DS) to publish necessary discovery and location information, 
including monitoring related metadata. DS, MA, and CA can 
be based on WSRF/WSN.  
     In the Monitoring Service Layer, Trigger Service is used 
to report alarm messages to domain manager by e-mail or 

other ways. Archive Service is in charge of collecting history 
data. Index Service is mainly developed to locate, name and 
describe the grid data with structured characteristics. In the 
following part, we mainly focus on the cores of PFRA-
GMA: Forecast Service (FS), Local Decisions (LDs), Rule 
Base (RB), Sensor Agent (SA), and Actuator Agent (AA).  

Inside a domain, RB is used to store management rules of 
local resources. SA is mainly concentrated on managing 
sensors’ working in the lower layer, which help to build a 
hierarchical architecture for achieving more scalability. 
Both SA and AA are respectively responsible for managing 
sensors’ collecting real-time resource performance data and 
actuators’ executing control indications. LDs take resource 
performance data from MA or SA as inputs, decide resource 
real-time states, and if the conditions of some management 
rules are satisfied, LDs send predefined control indications 
to CA or AA to execute. In PFRA-GMA, a domain could 
authorize management capability of its resources to other 
domains, making them be able to define and store 
management rules to local resources in their LDs. 

                     
Fig.1.The architecture of PFRA-GMA 

IV. IMPLEMENTATION 
The prototype called Sceye monitoring system is under 

development at present. Some snapshots are shown in Fig. 2. 
Fig.2.1 shows the geographical distribution and overall 

prototype’s deployment situation, which adopts three-tier 
structure. In the Fig.2.1, the pentagon indicates Beijing 
Supercomputing Center (BeijingSC) in the first level of the 
prototype’s three-tier structure ， which is the dominant 
center. The circles mean sub-centers in the prototype’s 
second level, such as Kunming Center, Wuhan Center, etc. 
The squares represent centers in the third level, such as 
Suzhou Center, Nanjing Center, etc. The icon being green 
indicates that the center has being linking with the dominant 
centre (BeijingSC), while red is in the other side. Authority 
becomes smaller and smaller form the first level to the third. 
Fig.2.2 shows the situation of CPU usage history of all 
centers.  

A. Sensor Agent and Actuator Agent 
The sensor/actuator agent is a repository of extant sensors, 

actuators and functions as a network accessible name server. 
They provide the mechanism needed to monitor and control 
both local and remote tasks.  
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PFRA-GMA adopts a hierarchical naming style. Every 
object (domains, resources, metrics, actuators, etc.) has a 
unique name which is a global identifier. Those names are 
strings which consist of their path of domain identifiers, 
separated by dots (e.g., BeijingCenter.Cluster0.node1). 
Table.1 shows sets and functions for sensor agent and 
actuator agent.  

Table.1 Sets and functions 
Set/ Function Describe 
SensorSet (domain) Sensors deployed in the scope of domain 
ActuatorSet (domain) Actuators deployed in the scope of domain 
MetricSet (domain) Data monitored in the scope of domain 
ContorlSet (domain) Control commands exposed by domain 
IntegrateFun (SA, 
SensorSet) 

SA integrates SensorSet 

IntegrateFun (AA, 
ActuatorSet)  

AA integrates ActuatorSet 

Collect (SA, MetricSet, 
domains) 

SA collects metricset from domains 

Collect (AA, ControlSet, 
domains) 

AA collects controlset from domains 

Execute (AA, contorlSet ) AA executes commands from LDs 
  

 
              Fig.2.1 Homepage of Sceye monitoring system 
 

 
             Fig.2.2 The situation of CPU usage history 

B. Rule Base 
Management rules are stored in Rule Base (RB). Rule 

logic as follow:   
 

If Object meets Condition A, then LDs send command B to actuator 
agent to execute. 

 
A is a quantity expression about metrics, and B is a set of 

control indications. Logical functors ‘||’ and ‘&&’ can be 
used to compose complex A, but only ‘&&’ is allowed in B 
composition, and the order of B is immutable. For example, 

A (Ave_Load_Node1 > 80% || Task_Num_Node1 > 60) B 
(Command node1 not to accept new task (b1) && reduce 
monitoring frequency (b2) ) 

Note that, ‘b1 && b2’ dose not equal to ‘b2 && b1’. 
Now we implement management rules just based on domain 
master’s subjectivity, which is not reasonable because grids 
are real-time dynamic. To support dynamic performance 
adaptation and distribution optimization in the grid 
environment, we plan to build a suit of adaptive scheduling 
services instead of current rules in the near future. 

C. Local Decisions (LDs) 

 
                       Fig.3 The workflow of LDs 
LDs serve as the domain master. It continuously retrieves 

cared sensory data from corresponding Measurement Agents 
or Sensor Agents, evaluates the conditions of management 
rules in local Rule Base using resources’ real-time states. 
The retrieval and control of performance information 
between domains can be handled by means of service 
invocation, so that current standards like WSRF and WSN 
can be followed. LDs supports both a streaming 
publish/subscribe model. Fig.3 shows the workflow of LDs. 

D. Forecast Service (FS) 
Now we are implementing FS based on methods 

proposed in [15], which forecast the future performance of 
grid resource explicitly using statistical techniques. 

 Mean-based methods, which uses arithmetic 
averaging as an estimate of the mean value over 
some portion of the measurement history to predict 
the value of the next measurement. The running 
average, as follows: 

 
0

1_ ( ) [ ]
1

t

i

VALUVE AVE t value i
t =

=
+ ∑                   (1) 

Above formula uses a predictor of the measurement 
to be taken at t+1. There are also other average 
methods, such as the fixed-length or ‘sliding 
window’ average. 

 Median-based methods, which uses a median 
estimator. We define ( )ASort j as the jth value in the 
sorted sequence of A (the most recent measurement 
values). 
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            If A is even, FS uses formula (2). Otherwise FS uses 
formula (3). Apart from formula (2) and (3), FS can 
use the fixed-length or ‘sliding window’ to specify A. 

 Autoregressive methods. 
In order to guarantee the accuracy and non-intrusion of 

forecast service, we do commend some new methods: [1] 
proposes a technique based on [15] and empirically gathered 
Cumulative Distribution Functions to make predictions from 
correlated measurement streams; [5][6] also propose some 
new techniques about forecasting. Above all methods have 
already been proved to be effective, so we plan to integrate 
them within our current FS. 

V. CONCLUSION AND FUTURE WORK 
In the recent years, grid technologies become more and 

more mature, such as discovery service, data transmission, 
security, scheduling, etc. But in current study, few work 
focus on monitoring distributed heterogeneous resources in 
Grids, especially about different ownerships of grid 
resources and information forecast. In this paper, we 
propose a novel performance-forecast and resource-
autonomy based grid monitoring architecture (PFRA-GMA). 
Based on GMA and SOA, PFRA-GMA adopts a three-layer 
logic conception to effectively deal with the highly 
complicated issues of monitoring distributed heterogeneous 
resources of different ownerships in Grids. Management 
Layer on the top level focusing on interacting with external 
domains in global level separates resources’ local 
management from system global management, so resource 
activities are guaranteed at local domain to strictly obey 
what their owners want. At Monitoring Service Layer, a 
close-loop structure is used to realize real-time management: 
not only to decide resource states of that time, but also to 
run decision-making procedure to send predefined control 
indications. Resource autonomy shields underlying 
heterogeneity and various ownerships for components of 
system global level, facilitating them to wholly focus on 
their own business logic by means of service invocation. 
And based on the autonomy feature of underlying shared 
resources, global unified access manner and data structure at 
high logic level are more acceptable in practice. Forecast 
service predicts the future performance of each resource 
based on sensory data, which is a viable tool for scheduling.  

As of this writing, forecast service of Sceye monitoring 
system, the prototype of PFRA-GMA, is still underway, 
other components have been preliminary completed. We 
intend to explore new forecasting methodologies to enhance 
predictive capability of Sceye including accuracy and non-
intrusion. Furthermore, in order to support dynamic 
performance adaptation and distribute optimization in the 
grid environment, we plan to build a suit of adaptive 
scheduling services based on forecast service instead of 
current management rules in Rule Base (RS). In addition, 
security is another important future task, which we plan to 

integrate some extant tools like Grid Security Infrastructure 
(GSI) to achieve. 
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Abstract—With the increase of the number of web services on 
the Internet, QoS driven service selection as an important way 
to satisfy user’s constraint on quality and maintain the runtime 
performance of services, has received much attention. The 
existing QoS driven service selection approaches always 
assume that the estimated QoS data is effective and 
trustworthy, which is actually impossible in reality. This paper 
proposes a method for estimating QoS in the context of 
environment and evaluating its trustworthiness dynamically. 
The proposed method considers the characteristics of the 
environment the service operating, which can give personalized 
estimated QoS and can make the evaluation adaptable in the 
dynamic environmental context. The experiments shows the 
proposed approach can reflect the dependent relation between 
estimated QoS and the environmental context effectively, and 
can insure the accuracy of trustworthiness evaluation. 
Meantime, the proposed service selection approach can 
improve the actual runtime performance of the selected 
service. 

Keywords-web service; service selection; QoS; 
trustworthiness 

I.  INTRODUCTION  
With the development of web service, composing 

available services to satisfy user’s requirement has become 
an important way to constructing the application [1]. Since 
services run in a highly variable environment, their quality 
may change which will affect the performance of the 
composite service. For this problem, researchers have done a 
lot of works in the field of QoS driven service 
selection[2,3,4].  

Currently, most of these works assume that the estimated 
QoS is absolutely effective and unchangeable. However, in 
the reality, the assumption cannot always be held true. One 
of the important reasons is that the difference between the 
historical reflected data about the quality is always 
neglected. For example, the response time of a service in the 
daytime may be a big difference from the response time at 
night due to the change of the network traffic. Similarly, the 
response time of a service will be changed when the 
environment to access the service is changed due to the user 
of the service moving to another place. Then, directly using 
an approach of computing the average (which is always used 
by several works) response time to give an estimated QoS 
may cause the estimated one far from the actual one. Using 
such an estimated QoS to select services for the application 
cannot meet the user’s requirement. And then a re-selection 
or the punishment will be needed which may cause extra 
delay or the punishing cost [5]. 

In this paper, we propose an approach for estimating the 
QoS in the context of the environment and evaluating its 
trustworthiness. The proposed model considers the 
characteristics of the environment the service operating, 
which can give personalized estimated QoS and make the 
evaluation adaptable in dynamically environmental context. 
Then, the paper presents how to put the proposed model into 
the problem of service selection and the experiments shows 
the better performance of the approach. 

II. METHOD FOR TRUSTWORTHINESS QOS IN THE 
CONTEXT OF ENVIRONMENT 

QoS of web service is an important factor to evaluate the 
runtime performance [6], which includes price, response 
time, availability, reputation etc. Currently, QoS values are 
estimated based on historical reflected data and always 
computed using an average function. Then, the estimated 
QoS may be far from the actual one. Then, this paper tries to 
give a method for measuring the distance between the 
estimated QoS and the actual one (we call it QoS 
trustworthiness). 

A. QoS Model in the Context of Environment 
A service may need the input parameter to invoke its 

execution and send the output parameter to give a result to 
the outside. As the parameter is transported via internet, the 
QoS, i.e. the response time of the service may be different 
when the outside environment is changed, i.e. the time to 
invoke the service and the location of the service requester. 
In this sense, there exists dependent relation between the 
QoS and the environment. With the consideration of this 
situation, this paper proposes an environment-dependent-
QoS model, which will be discussed in detail.  

In this paper, for similarity of the description, we use a 
vector e=<t, u, ct> to express the environment when and 
who to use the service. Here, t is the time to use the service, 
e.g. 8:00-9:00 AM May 1st 2009; u is the service requester; 
ct is the time interval to use the service, e.g. 8:00-9:00 AM.  

As the service runs on the internet, its performance will 
be affected by the status of the internet, i.e. the network 
traffic will affect the response time as some service receive 
the input parameter via the internet. Generally speaking, the 
network traffic will be different at different time interval, 
i.e., the daytime’s network traffic will be very different from 
the nights’. Therefore, considering such dependent relation 
will be important when estimating the QoS. The service can 
be invoked by different users from different locations. Then, 
as the location and the preference of the users are different, 
then the reflected data obtained from them will be different, 
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which will affect the effectiveness of the QoS estimation. 
For example, a user with good temper may give a good 
reputation to a service while a user with bad temper who is 
especially intolerable with the long response time may give 
a bad reputation to the same service. Therefore, such an 
environment may also affect the effectiveness of the QoS 
estimation. This paper respects these environment factors, 
aiming at give a QoS value which is closer to the actual one. 
Then, based on this idea, the formatted definition of the 
environment-dependent-QoS model is given. 

Definition 1. Environment-Dependent-QoS Model. For 
service s, in the context of environment e, the quality of it 
can be defined as QoSe(s)=<qe

1(s), qe
2(s),..., qe

n(s)>. 
Here, nkk ≤≤∀ 1, , qe

k is the QoS attribute k, i.e., the 
response time, and qe

k(s) is the function which gives the 
estimated value of qe

k.  

B.  QoS Estimation in the Context of Environment 
Currently, the QoS value is normally estimated by 

computing the average of the historical reflected data, i.e., 
the estimated response time is the average of the historical 
reflected response time in the most recent period. However, 
since the dynamics of the environment the service operates 
in, the QoS will be changed sometimes. For example, the 
net speed of the daytime is normally very different from the 
one of the night. This property of the environment will make 
the actual response time have a greater gap between the 
estimated one. Then, the selection based on such QoS will 
be affected and the service may not perform as the original 
expectation which induces the user’s dissatisfaction with the 
service. Thus, it needs to estimate the QoS with the 
consideration of the environment. In the following, we will 
discuss the method of QoS estimation in the context of 
environment. 

In this paper, for simplicity, we use the vector V e,s to 
signify the estimated QoS value, Ve,s=<v1

e,s, v2
e,s, …, vn

 e,s>. 
Here, nii ≤≤∀ 1, , vi

e,s is the estimated value of the QoS 
attribute i of service s in the context of environment e. we 
use the vector RQe,s to signify the reflected data in the 
context of environment e, RQe,s=<rq1

e,s, rq2
e,s,…, rqn

e,s>. 
Here, njj ≤≤∀ 1, , rqj

e,s is the reflected value of the QoS 
attribute i of service s in the context of environment e. The 
set of the vectors of the reflected data can be signified as 
SetRQs={RQe1, s, RQe2, s, …, RQem, s}. During the different 
time interval, the reflected data may be different to a large 
extent. For the relation between the response time and the 
net speed as well as the computer utility, we will classify the 
elements in the set of SetRQs into 3 classes SetRQs

A, SetRQs
B 

and SetRQs
C, according to 3 time interval, that is, the time 

interval A from 8:01 to 18:00, the time interval B from 
18:01 to 23:00 and the time interval C from 23:01 to 8:00. 
We use member(RQek, s, SetRQs

x) to signify the membership 
between ek.ct and x (seen in equation 1). If for each element 
RQek, s in the set SetRQs

T, the membership between ek.ct and 

T is the biggest, then the element RQek, s is in the set SetRQs
T 

(Here, T={A, B, C}). 
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Here, down and up are respectively the up and low 
boundaries of the time interval.  

By classifying the elements in the set of SetRQs, the 
dependent relationship between the reflected QoS data and 
the time interval can be shown. Then, in the different time 
interval the QoS can be estimated personally, which will 
minimize the distance between the estimated QoS and the 
actual one. Besides, we also notice that the service requester 
can also affect the reflected QoS data due to their different 
locations, different preferences and other factors. That is to 
say, in the same time interval, different service requesters 
may report different reflected QoS data. For this reason, to 
insure the effectiveness of the estimated QoS, such 
dependent relation between the QoS and the service 
requester should be considered. This paper will compute the 
personal estimated QoS by determining which QoS reflected 
data will be used in the QoS estimation according to the 
similarity degree of the requester reflected QoS. Definition 
2 gives the definition and the way to compute the similarity 
degree of the requester reflected QoS.  

Definition 2. Similarity Degree of the User Reflected 
QoS. Such degree is used to evaluate the similarity of the 
reflected QoS data reported by two different service users in 
the same time interval.  

In this paper, according to Reference [7], the services 
common used by the two service requesters can be seen as a 
multidimensional space and the reflected QoS vector 
reported by a service user can be seen as a point in the 
space. Then, the similarity degree can be computed 
according to the geometric distance between the points. If 
the distance is closer, the two requesters will be more 
similar. Formally, the services common used by the service 
users ur and ui can form a set of Sharei={si

1, si
2, …, si

n}. 
Equation (2) gives the way to compute the similarity degree.  
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Here, SimRQx is the similarity degree towards the service si
x 

between ur and ui (seen in Equation (3)). 
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Here, yu
zs

r

f
x

i
rq ,

,
and yu

zs
i

f
x

i
rq ,

,
are the average of the reflected data 

of QoS factor y reported by ur and ui in the time interval zf 
respectively. Here, zf can be A, B or C. k is the number of 
the QoS factors. 

When SimU is bigger than the threshold Thresholduser, 
the reflected QoS reported by the requester ur and ui has a 
high similarity degree. Then, for a service requester ur (here, 
we use the term service requester to signify the actor who 
will use the service at time t, and the term service user to 
signify the actor who has used the service in the past time.) 
in the time interval ct and at the time t (that is to say, in the 
context of environment e=<t, ur, ct >), if ur uses the service 
s, the estimated QoS of the service can be computed as 
follows. Imagine the set of the vectors of the reflected data 
is SetRQs={RQe1, s, RQe2, s, …, RQem, s}. Firstly, according to 
the time interval ct, determine which subset of SetRQs will 
be used for estimation. Then, the set SetRQs

A, SetRQs
B or 

SetRQs
C will be chosen. For simplicity, here, we signify 

such set as SetRQs
X. Secondly, in the set of SetRQs

X, 
determine which reflected data will be used for estimation 
according to the similarity degree. Then, in the set of 
SetRQs

X, the reflected data reported by the user whose 
similarity degree with the service requester ur is higher than 
Thresholduser will be used for estimation. We will use 
EstimQs={rqe1, s, rqe2, s, …, rqem, s} to signify the set of 
reflected data which can be used for QoS estimation. 
Finally, we will compute the estimated QoS based on 
EstimQs according to the current methods. For the QoS 
factor qk, such as response time and reputation, in the 
context of environment e, the estimated value can be 
computed as (4).  

n

rq
v i

k
se

k
E

i∑
=

,
              (4) 

Here, n is the number of elements in the set of EstimQs. 

sei
rq ,  is an element in the set of EstimQs and k

sei
rq ,  is the 

reflected data of factor k.  
Based on the above analysis, this paper gives the 

following algorithm for estimating the QoS. The aim of the 
algorithm is to compute the estimated QoS of the service s 
in the context of the environment e. Step 2 to 8 is to find the 
users whose reported QoS is similar to the service requester 
and then the reflected data reported by these users will be 
used for estimation. Step 9 is to get the subset according to 
the time interval. Step 10 is to get the subset according to 
the property of the users. Step 11 is to compute the 
estimated value.  

Algorithm 1. Algorithm for Estimating the QoS with 
the Consideration of the Environment. 

1Begin 
2 For each useri do 
3 Begin 
4  find the services used by both useri and 

e.u; 

5  calculate the similarity SimU of QoS 
feedback of useri and e.u according to Eq.(2); 

6  if SimU>Thresholduser then 
7   put the useri into U; 
8 end 
9 form subset SetRQs

X according to Eq.(1); 
       10  filter out reflected data in SetRQs

X which is not 
reported by the user in U and form the set EstimQs; 

11 Calculate QoS according to Eq.(4); 
12 return QoS; 
13 end 

C.  Evaluation for QoS Trustworthiness 
As the dynamics of the environment the services operate, 
the QoS can be changed sometimes which may affect the 
users’ satisfaction. In this sense, it should be measured 
whether the estimated QoS will be similar to the actual one 
especially in the dynamic environment. We call such a 
measurement the QoS trustworthiness. The QoS 
trustworthiness in this paper is a possibility that the service 
can perform with the QoS as pre-estimated one.  

The changes of the QoS may be caused either by 
service providers, who can minimize the price for invoking 
the service, or by the network, whose higher network load 
may affect the data transmission time. Compared with 
changes caused by service providers, changes caused by the 
Network may occur more frequently. Changes caused by the 
Network may affect the data transmission speed and thus, 
affect the response time of the composite service. Therefore, 
we try to predict the response time. In this paper, we will 
use our former work [8] to compute the possibility that the 
service can perform with the QoS as expected one (that is, 
the trustworthiness degree of the response time). As the 
limitation of the paper, we will not discuss it in detail. 

 

III. TRUSTWORTHINESS QOS DRIVEN SERVICE 
SELECTION 

With the consideration of the dependent relationship 
between the QoS and the environment, by estimating QoS 
according to the time interval and the properties of the users, 
the proposed environment-dependent-QoS model and the 
corresponding estimation method will minimize the distance 
between the estimated QoS and the actual one. Since in the 
reality, as the dynamics of the environment, the estimated 
QoS may also have a distance from the actual one, in the 
selection, it needs to consider the trustworthiness of the 
QoS. That is to say, select the services with better estimated 
QoS and higher trustworthiness QoS to insure the actual 
performance. In the following, we will give the service 
selection method based on the proposed model. 

The aim of the trustworthiness QoS driven service 
selection is to find the service which can satisfy the 
constraint of the service requester and has the highest utility 
in the context of the environment e. The problem can be 
formally described as:  
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Where, cand is the set of the candidate services which can 
satisfy the functional requirement of the service requester; 
ckis the constraint of the service requester towards the QoS 
factor k; F(si, e) is the utility of the service in the context of 
environment e and Equation (13) gives its computation. 
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Where, tk
e(si) is the QoS trustworthiness of QoS factor 

k of service si;  fik
 is the score of the estimated value of 

QoS factor k of the service si (seen in Equation (7)) and 
wuk is the weight of the QoS factor which is normally 
given by the service requester or the system to reflect 
the preferences of the service requester.  
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Where, ( )i
k
e sq  is the estimated value of the factor k of the 

service si in the context of e. qk
max and qk

min are the best and 

worst values of the factor k in the candidate set cand. Here, 
the range of fik is 0 to 1.  

Such a problem is a multi-object optimization, the 
solution to which is simple. Ref.[3] gives the common 
method for solving these problems. Then, this paper will not 
discuss how to solve the selection problem in detail. 

IV. EXPERIMENTS 
In the experiments, the QoS contains 2 representative 

factors: response time and price. In the experiments, 20 web 
services (here, service 1 to 5, 6 to 10, 11 to 15, 16 to 20 
provide 4 distinguished functions respectively) are used for 
testing the effectiveness of the proposed QoS model. 

Simulate a system which contains 1000 service users. 
In the system, 50% users (signified as UA) invokes 40% 
services, 30% users (signified as UB) invokes 20% services, 
and 20% users (signified as UC) invokes 5% services at any 
time. After the invocation, the users will report the response 
time. In the UA, UB, and UC, randomly choose a service 
user as a service requester u. This requester will invoke 3 
services 10 times respectively in 3 time intervals: 8:01 to 
18:00, 18:01 to 23:00 and 23:01 to 8:00. Compute the 
estimated response time of the services according to the 
proposed method and the method in Ref.[9], compares the 
estimated one (seen in Table 1). 

 
Table 1. Comparison between the Estimated QoS and the Actual One 

ct 8:01 to 18:00 18:01 to 23:00 23:01 to 8:00 
u∈  UA UB UC UA UB UC UA UB UC 
the estimated QoS based on the 
proposed method（sec） 

29 22 53 27 31 43 17 19 37 

the estimated QoS based on the  
method in Ref.[9]（sec） 

30 30 30 30 30 30 30 30 30 

Actual one（sec） 32 23 51 24 31 45 19 18 39 
 
From table 1, the estimated QoS based on the proposed 

method is more closer to the actual one than the one based 
on the method in Ref.[9], which shows the effectiveness of 
the proposed model. 

Experiment 2. Simulate 10 service requests. In the 
service selection, respectively use the proposed 
trustworthiness QoS driven service selection and the current 
QoS driven service selection [3]. When the distance (the 
difference between the actual QoS and the estimated one/ 
actual QoS ) between the actual QoS and the estimated one 
is lower than 0.1, the selection is though as effectiveness. 
For each request, in the different time interval, invokes 50 
times. Takes the average effective rate (the number of 
effectivenss/50) and compares it (seen in Fig.1). 

From Fig.1, the proposed selection method has higher 
effectiveness rate than the current one. This is because that 
the proposed method takes the QoS which considers the 
environment factors which can insure the estimated QoS 
closer to the actual one. Besides this, the proposed method 
also respects the QoS trustworthiness in the selection which 

considers the dynamics of the environment. And then, the 
performance of the service can be insured. 
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V.  RELATED WORKS 
With the development of the web services, there exist a 

large number of services on the Internet. In order to satisfy 
the users’ requirements, QoS driven service selection has 
become a hot issue.  

369



Ref.[3] gives a method for QoS estimation. This 
method computes the estimated QoS directly based on the 
reflected data. For example, the reputation is the average of 
the reflected data reported by the service users. The method 
assumes that the reflected data has no difference in different 
environment. However, in the reality, the assumption cannot 
be always held true. Ref.[10] gives a method for QoS 
prediction based on collaborative filtering. The method 
considers the dependent relations between the users and the 
QoS estimation. Similarly, Ref.[11] focuses on the relations 
between the users and the QoS estimation also and uses a 
method of computing the reflect similarity to measure the 
trustability of the reflected data. Compared with the above 
methods, this paper considers the dependent relationship 
between the QoS and its environment, including the users as 
well as the time interval. In this way, the distance between 
the estimated QoS and the actual one is minimized and the 
effectiveness of the selection can be insured.  

VI.  CONCLUSIONS 
This paper proposes an approach of the trustworthiness 

QoS driven service selection in the context of the 
environment. The proposed QoS model considers the 
characteristics of the environment the service operating, 
which can give personalized estimated QoS and make the 
evaluation adaptable in dynamically environmental context. 
Then, the paper presents how to put the proposed model into 
the problem of service selection and the experiments shows 
the better performance of the approach. 

In the future work, we will: (1) optimize the proposed 
QoS estimation method by the use of the machine learning 
and data mining, to make the estimated QoS much closer to 
the actual one; (2) extend the proposed QoS model, 
especially considers more environment factors to support 
the real application. The work is supported by the national 
natural science foundations (No. 60903008), the 

Fundamental Research Funds for the Central Universities 
(No. N090404011) and Dr. start-up foundation of Liaoning 
Province (No.20091022). 
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Abstract-Engineering Computational Service Grid Portal 
(ECSGP) is an engineering computational environment for 
integrating design resources effectively by using Grid portal 
technology. For ECSGP, the secure job process by integrating 
proxy credential, authentication trust level, and secure 
BPEL(Business Process Execution Language)  engine is 
proposed, and the implementation technologies are analyzed in 
this paper. The research results in this paper provide the basis 
for constructing ECSGP. 

KEYWORDS-Secure job process;   Authentication trust level; 
WSRF; Grid portal  

I. INTRODUCTION 
FIPER (Federated Intelligent Product Environment) is a 

typical framework of engineering computational 
environment to coordinate design activities and design 
resources for solving engineering design problems [1] by 
using Java component technologies. As a promising 
technology characterized by sharing heterogeneous 
resources coordinately and securely through user-friendly 
interface[2,3], Grid portal technology is adopted for the 
proposed Engineering Computation service Grid portal 
(ECSGP) by the author in [4]. In the engineering 
computational environment, valuable and proprietary 
engineering resources should by guaranteed to be accessed 
by valid users securely, and thus security is an  important 
issue in constructing such engineering computational 
environment.  

For security, Novotny [5] put forward Proxy credential 
management technology for protecting user’s long-term 
digital certificate by using proxy certificate, and proposed an 
online credential repository system called MyProxy. Hu & 
Weaver [6] presented a security mechanism by assigning 
trust level to different authentication technologies and 
setting up authorization engine based on context-aware 
authorization policy.  

In this paper, a secure job process of ECSGP is proposed 
by integrating user credential proxy and user identity 
authentication technology, and the implementation 
technologies of ECSGP are analyzed. The remainder of the 
paper is organized as follows. Section 2 gives a brief 
description of ECSGP architecture and describes the secure 
job process of the Grid portal. Section 3 gives the analysis of 
implementation technologies of ECSGP. Section 4 
concludes the paper. 

II. SECURE JOB PROCESS OF ECSGP 
2.1 architecture of ECSGP 

As shown in Fig. 1, ECSGP is composed of user layer, 
portal server layer and resource layer, and the portal server 
layer bridges the user layer and the backend resource layer 
by accepting user job requests, managing job queue, 
invoking grid services, and generating job results. 

The secure Web server of the portal server layer provides 
Web pages, processes HTTPS requests from user layer and 
transfers information between users and application server. 
The application server of the portal server layer consists of 
basic management module and workflow management 
module. Workflow management module includes workflow 
engine, workflow model management module, and 
execution module. Among the four modules of basic 
management modules, job management module provides job 
submission, queue management, job monitoring, and results 
generation functions.   

2.2 Security mechanism of ECSGP 
In ECSGP, Security of job process is guaranteed by job 

user identity authentication, user authorization, and 
delegation of user credential for secured workflow 
execution.  

When users login in ECSGP, there are two alternative 
authentication modes for users to select, which are digital 
credential or traditional name/pass pair, and authentication 
trust levels of the two modes are set to ‘high’ or ‘low’ 
respectively. Digital credential is made up of users’ long-
term digital certificate and corresponding private keys, and 
to avoid the risk of using long-term digital certificate 
directly, proxy digital certificate is generated from long-term 
one for user authentication. Users of ECSGP are divided into 
two kinds of role, which are ordinary customer and senior 
customer. 

User authorization management can be augmented by 
combining authentication trust level and user role. In 
ECSGP, the authorization policy is followed as below: 

(1) For 'high' authentication trust level plus 'senior' role, 
users can submit job request. 

(2) For 'high' authentication trust level plus 'ordinary' 
role, users can only browse job catalogue 

(3) For ‘low’ authentication level, users can only browse 
job catalogue 

When it is the first case of authorization policy, users 
authenticate with ECSGP only once, and job management 
module delegates user proxy digital credential to workflow 
model of requested job, which can invoke all the workflow 
components on behalf of users.
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Security Module

Fig.1  Functional system architecture of Engineering Computational Service Grid Portal
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2.3 Scenario of secure job process  
An application example of user job in ECSGP is 

illustrated in fig.2, and the detailed steps are followed as 
below: 

Step 1 MyProxy server generates proxy credential after 
receiving user’s ‘proxy credential generation’ request. The 
request includes proxy credential retrieval information, 
which is username, pass phrase, and expiration time of proxy 
certificate. 

Step 2 Users login in ECSGP by specifying portal user 
name/pass and submitting proxy digital credential retrieval 

information. Authentication manager verifies user's proxy 
digital credential by connecting MyProxy, assigns roles to 
users, and establishes the grid map from portal user account 
to user proxy digital account, which include proxy user 
name/pass phrase extracted from proxy digital credential 
retrieval information. For users of digital credential, 
'ordinary' and 'senior' roles are assigned, for users of 
traditional credential, only 'ordinary' one is assigned.  

Step 3 User submits portal user account for logon, and 
claims as 'senior' role. Authentication manager searches the 
gridmap for proxy digital credential retrieval information 
through user account, fetches proxy credential and checks 
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whether the credential expires. After user identity is verified, 
an identity token is assigned by authentication manager, 
which is made up of user identity and authentication trust 
level. 

Step4 User submits job request, and job management 
module fetches user proxy credential by using identity token. 

Step5 Job management module sends user identity token 
and authorization request to authorization manager. 

Step6 After the authorization request is passed, job 
management module generates a job instance waiting for 
execution. A job instance contains member attributes such as 
job workflow model file, input data file set, output file set, 
requirements of computational resources. Job management 
module checks whether the required computational 
resources are available by comparing the information from 
Grid information module and requirement of job instance, 
and transfers the input data files to secured Grid server. 

When computational resources needed are available and 
input data files are ready, job management module attaches 
user proxy credential to soap message of job workflow 
execution request, and sends the message to workflow 
engine for job workflow execution. 

Step 7 Workflow engine executes workflow activities 
including invoking secured Grid services on behalf of users. 

Step 8 job management module returns  job results to the 
user. 

 In step 3-6 aforementioned, user proxy credential is 
delegated to workflow model file for accessing multiple 
Grid resources on behalf of users. In step 7, workflow model 
file is executed in secure BPEL engine and the invoked Grid 
services are GSI-compliant WSRF services.  

III. ANALYSIS OF ECSGP IMPLEMENTATION 
TECHNOLOGIES  
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Portal server software structure, Grid server software 

structure, and database server software structure are 
illustrated in fig.3.  

Portal server software structure is made up of portal 
navigation, business logic and representation logic. Portal 
navigation functions as controller of MVC (Model-View-
Controller) mode, which is implemented by Java Servlet for 

realizing automatic circulation of portal user operations. 
Typical operation steps of a senior user include user logon, 
job catalogue browsing, job submission, workflow 
monitoring, and job result downloading. 

Business logic, which is made up of five types of Java 
business logic components, functions as model of MVC. 
Business logic components include security, job 
management, workflow management, Grid information 
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management, and data management. Security components 
include authentication and authorization logic components. 
Job management components include job submission, 
queuing, job monitoring, and result generation logic 
Workflow management components include model 

management, instance management, and execution and 
monitoring.  

Representation logic functions as view of MVC and is 
made up of dynamic interactive Web pages by JSP 
technology for portal users.  

Relationships among portal navigation, business logic 
and representation logic are illustrated as Fig.4. Portal 
navigation controls portal user operation process steps, 
which in turn are realized by invoking grid service or 
accessing database through business logic, and the results of 
portal operation process are transformed into HTML pages 
by representation logic.  

In ECSGP, Apache Web server is adopted; secure BPEL 
engine[7], which is implemented by T. D¨ornemann, et al., is 
adopted for workflow management subsystem; GT4 and GSI 
are adopted for creating GSI-compliant WSRF service; and 
GridFTP  is adopted for data management.  

Grid Service

Database

Fig.4 Relationship of Portal navigation, Business, and Representation

User

HTTP Response

HTML Page

HTTP
request Portal

Navigation

Representation Logic

Business Logic

 
 

IV. CONCLUSIONS  
The three-layered structure of ECSGP architecture can 

relieve users’ burden by completing job execution process 
on behalf of users automatically, including transferring of 
job data, checking the status of job setup, and submission of 
job workflow.  

In ECSGP, authorization manager combining 
authentication trust level with user role can guarantee 
appropriate access rights of portal server, and proxy 
credential technology of MyProxy is integrated with 
authentication manager for protecting users' long-term 
digital credential.  

The proposed secure process and implementation 
approach in this paper can facilitate to construct ECSGP.  

ACKNOWLEDGMENT 
The research in this paper was supported by the Youth 

funds of Fujian Province (Grant 2007F3051) and the 
National Science Foundation in China (Grant 50875049)  

 

REFERENCES 
[1] B. A. Wujek, P. N. Koch, M. McMillan, W. S. Chiang, A distributed, 

component-based integration Environment for multidisciplinary 

optimal and quality design. In: 9th AIAA/ISSMO Symposium on 
Multidisciplinary Analysis and Optimization, Atlanta, GA, September 
4, 2002. 

[2] M. Baker, R. Buyya, D. Laforenza, Grids and grid technologies for 
wide-area distributed computing ． In: Software — Practice & 
Experience 2002 ， John Wiley & Sons Inc.，New York, 2002, 
pp.1437-1466. 

[3] M. Thomas, S. Mock, M. Dahan, The GridPort toolkit: A system for 
building grid portals．In: Proceedings of the 10th IEEE International 
Symposium on High Performance Distributed Computing (HPDC 
2001) , IEEE Computer Society Press, San Francisco, 2001, pp.216-
227 . 

[4] Wei Wang. Engineering Computational Service Grid: A Flexible 
Engineering Computational Environment Based on Grid Computing. 
2009 World Congress on Computer Science and Information 
Engineering(CSIE 2009), March 2009, Los Angeles/Anaheim, USA. 
IEEE Press, pp.398-403, doi: 10.1109/CSIE.2009.264  

[5] J. Novotny, S. Tuecke, V. Welch, An online Credential repository for 
the grid: MyProxy, In: Proceedings of the 10th International 
Symposium on High Performance Distributed Computing (HPDC-10), 
IEEE Computer Society Press, 2001.  

[6] Hu J., A. C. Weaver, A Dynamic, context-aware security 
infrastructure for distributed healthcare applications, In: Pervasive 
Security, Privacy and Trust (PSPT2004), Boston, MA, August 2004. 

[7] T. Dörnemann, M. Smith, B. Freisleben, Composition and Execution 
of Secure Workflows in WSRF-Grids, In: 2008 Eighth IEEE 
International Symposium on Cluster Computing and the Grid 
(ccgrid), 2008, pp. 122-129 

 

 

374



Research on Business Processes with Semantic Web Technologies  
 

Qiumei Pu, Xiuqin Pan, Yue Zhao, Xiaona Xu 
Institute of Information Engineering 

MINZU University of China 
Beijing 100081, China 
pu_qiumei @163.com 

 
Abstract— Open environment of dynamic interoperable 
electronic business processes is a key demand for the 
increasing business applications. Business processes are at the 
core of dynamic electronic business. In this paper, we propose 
a model for business processes that provides an intelligent 
model for supporting distribute electronic business 
environment. This study brings up the business process on the 
semantic web and we define an agent’s ontology for this 
interaction framework. This mechanism can help agents 
understand the knowledge dynamically and cooperation with 
other agents in business process. 

Keywords- business process; intelligent agent; ;semantic web; 
ontology; electronic commerce;  

I.  INTRODUCTION 
The development process of agent and multi-agent 

technology in e-commerce application is agent used to 
commodity supply and demand information collection 
especially price comparison for users at the beginning. Later 
agent is mainly taken into for the auto-negotiation and 
collaboration for market workflow processing. Nowadays 
researchers began to consider the intelligence of agent 
technology to build a comprehensive e-commerce system. 

As the semantic web and agent technology increasing, 
the business process has also undergone tremendous change. 
Agent is a powerful program in nowadays distributed 
systems such as business system; however its disadvantage is 
that it lacks the interconnection with semantic web standards 
such as OWL (Web Ontology Language) [1]. OWL was 
developed as a W3C Web Ontology Language, which is used 
to describe the ontology semantics. Semantic web is a recent 
and promising research area, the application of ontology-
based modeling and reasoning to semantic web, which is 
these days often realized using intelligent architectures. 

In related research we often take interaction of agents as 
methods to resolve business problems. But in the process of 
the interaction of multi-agent, agent must take the same 
communication language and use common understanding 
about the content of communication. But in the open 
environment, the object that agent communicate with is 
different time by time and every agent may have different 
understanding about the same thing. Multi-agent system will 
become complicate when the interaction among agents get 
more times. 

With the technology of agent and semantic web gradually 
in-depth development, agent and multi-agent systems has 
been applied on semantic web technology. A lot of theory 

about agent issues needs further study. Such as agent should 
have what kind of structure, capacity constraints, it can be 
interacting with other agent on open and dynamic semantic 
web or intelligent Web environment. 

The semantics web technology is one of the popular 
research areas these days. It is based on the current web, and 
adds more semantics to it, on purpose of building the 
Ontology of web content. So, application program on Web 
can make the purpose of cross-platform calculation come 
true by taking advantage of Ontology. With the application 
of a large number of intelligent applications, based on 
different knowledge representation systems of knowledge 
conversion and interoperability issues become the focus of 
attention. Ontology can provide the basic framework for the 
interoperability among different systems which is an 
effective way to solve such problems.  

The purpose of our study is to apply agent technique to 
semantics web, and our method is to make application 
program of semantic web be able to make intelligent 
computing by utilizing agents. Moreover, agents can realize 
the information integration among platforms of agents by 
making capital of Ontology on Semantics Web. 

The rest of the document is structured as follows. In 
section 1, we resume the related work and summarize the 
business process in intelligent fields. In section 2, we put 
forward how to create ontology and describe the business 
processes. In section 3, we describe the rule-base model and 
present the layer theory. In section 4, we present conclusions 
and put forward future work. 

II. RELATED WORKS 
Literature [2] designs a Business Goal Ontology for 

modeling business goals. In this way, it integrates the 
intentional perspective into our business process ontology 
framework, enriching the process description and enabling 
new types of business process analysis. 

One important task of literature [3] for semantic business 
process management is the addition of corresponding 
semantic annotations to the business-oriented view on 
processes. In his paper, it shows how business-oriented and 
execution-oriented ontological representations of business 
processes can similarly be related. 

Literature [4] addressed that manufacturing enterprises 
improve the business process by information and knowledge, 
but the knowledge systems supporting the business process 
are distributed in heterogeneous environment and used 
different business process models with semantic variance of 
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knowledge, which makes knowledge no sharing and reuse. 
To integrate knowledge for business process, ontology 
method is used to build the architecture of business process 
knowledge integration for manufacturing enterprises and 
manufacturing enterprises business process ontology model 
for knowledge integration is presented. The knowledge of 
different business process can be interpreted in common 
semantics by unified and specialized description of ontology, 
and it makes the base for knowledge integration. 

Shuchuan Fan [5]presents an ontology based method for 
cross-organizational business process integration. The 
proposed method adopts ontology as the carriers of business 
processes. After translation from constructed business 
process models by business analysts into business process 
ontologies represented by OWL-S, ontology mapping and 
integration techniques are adopted to bridge the semantic 
gaps among organizations, and to integrate related processes 
into an organic process by eliminating redundancies and 
recomposing the processes after elimination.   

Silva, N [5] discusses the interoperability of e-business 
processes by using an ontology approach with description 
logic and agent systems to achieve e-business automation. 
An innovative e-business process modeling framework is 
proposed that outlines the building blocks required for 
Internet-based e-business in order to enable e-business 
process automation. The framework helps in understanding 
the role of many proposed standards with respect to the 
building blocks and in identifying both overlaps and gaps 
among them. The domain knowledge of e-business processes 
is conceptualized as an e-business process ontology that 
enables agents' communication in e-business application 
sharing and reusing. Several agent-based automation 
mechanisms are discussed based on the ontology that 
provides implementation guidelines to e-business process 
automation 

Based on the above, in this paper, we proposed the 
business process model which includes ontology modeling 
and agent interaction platforms. One is based on the 
negotiation protocol and another is based on the negotiation 
strategy. Where the focus of the study in accordance with 
this article, this article focused on the protocol based 
negotiation models. 

Development of business process ontology aims to 
describe the service delivery process provide a shared 
vocabulary. Buyer or seller completes the business process 
by transaction rules or policy conditions with variety of 
resources. In fact or a variety of activities realized the 
connection of an arrangement by logic level. So the whole 
process can use a service process activity to represent. Each 
activity is associated with input, output, Resources and 
constraints, and with other related activities to establish the 
right logical connection. 

Qi Tang [6] brings forward  the communication protocol, 
the mechanisms for agents to exchange ontologies and 
interpret the messages. XML is used as the protocol in the 
proposed system due to it flexibility and compatibility. This 
work focuses on providing a multi-agent cooperation 
infrastructure to achieve e-commerce automation. It satisfies 

the requirement of the system by employing J2EE multi-
thread technologies 

Ontology can abstract the essence of the domain of 
interest and helps to catalogue and distinguish various types 
of objects in the domain, their properties and relationships. 
An agent can use such a vocabulary to express its beliefs and 
actions, and so communicate about them. 

III. BUSINESS PROCESSES 

A. Ontology modeling 
First, this article use the common domain ontology as the 

repository of the knowledge base to realize a distributed 
search based on semantics. 

Ontology modeling is based on the analysis in the field 
(the field of analysis described here refers to a specific area, 
such as electronic business). Through the help of domain 
experts, we can extract to express terms of knowledge in the 
field (or called concepts), and the relationship between these 
words. After completing field analysis and according to the 
characteristics of the area we are modeling domain ontology. 

In this paper we take top-down extraction of terms from 
the field level of abstraction of the terms starting on the 
meaning of these terms gradually extracted the selection of 
vocabulary in the field all of the words, Meantime we use 
bottom-up construction method which has two advantages. 
First, it can ensure the consistency between the system 
ontology base, and second, as in the previous step extraction 
of vocabulary is a complete test. On the construction of 
domain ontology relations, we choose from the relationship 
between high-level relations to the lower one by one method 
of construction. The above three steps can be completed by 
the field of ontology modeling, the process shown in Figure 
1 follows, where each step requires the participation of 
experts in the field. 

 
Figure 1.  Domain Ontology Creating Process 

 

 

 

Figure 2.  Ontology Description 

In the business process, this article describes the 
communication language using OWL language and its action, 

<owl:ObjectProperty rdf ID="hasSamePriceAs"> 
<rdf:type rdf resource="&owl TratisitiveProperty" /> 
<rdf:type rdf resource="&owl SymmetricProperiy"/> 

<rdfs:domain rdf resource="#googs"/> 
<rdfs:range rdf:resource="#goods"/> 

   </owl:ObjectProperty> 
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the application ontology can be formulated very good 
expression and reasoning without having to consider the 
application of the system. Communication action expressions 
using OWL to describe the content of language can be 
expressed as above figure 2. 

B. Business  process 
Secondly, we use multi-agent technology to represent the 

buyer or the seller carries out business process interaction on 
the semantic. The first agent will request the information 
from the main site, and after obtain necessary information it 
move to the vendor site and its resources, transactions with 
negotiation. By comparing the selection to complete the 
transaction, and then return to the site. 

This paper designs a business process platform. It enables 
one to one, one to many and many to many transaction with 
intelligent agent. The negotiation strategy is the random bid, 
so the seller through a negotiation parameter set is given the 
highest goods, and the minimum acceptable bid price, and 
the negotiation time limit, the buyer can also be set through 
negotiation parameters, given the maximum and minimum 
prices to receive affordable price, Agent on behalf of buyers 
and sellers to transact with possible result: the seller found a 
buyer Agent which will be required for the final product; or 
negotiation time out that is no deal. 

In this section, a business transition to comply with the 
proposed definition of model based on the agent. The flow 
that can be formalized it. As shown in Figure 3 is the 
business process with agents. 

 
Figure 3.  Business Processes. 

The distributed repository architecture will be described in 
Jade multi-Agent technology as the foundation [9, 10].  

IV. RULE-BASED REASONING ON BUSINESS PROCESS 
In order to have the same semantics cognitive ability 

between agents, agent must have knowledge of related fields. 
This paper use ontology to express abstract concepts, and 
define logical axioms limitation to express the relationship of 
concept for both parties in the communication process with 
the same awareness. 

This paper combines W3C metadata modeling language 
(OWL) to improve communication between the both party’s 
agents. The OWL is equal to a platform language for 
encoding and decoding on semantic web. In this way agents 
can exchange information each other. As the OWL-DL 
supports reasoning, this reasoning mechanism can be defined 
using Agent's actions. 

Ontology reasoning unit contains the description logic 
(DL) inference engine and function modeling rule set. First 
we use DL reason engine to resolve semantics problem 
between many ontologies. And then we use function 
modeling for functional inference rule sets to get ontology 
designing sequence. 

The rule-base reasoning model is described as followed 
Figure 4: 

 
Figure 4.  Rule-base reasoning model. 

As Figure 4 shown, Agent Communication Language 
(ACL) [7] is a knowledge-sharing between the agent and 
knowledge exchange protocol language. JADE (Java Agent 
Development Framework) is multi-agent system. It is a fully 
realized by the Java language software framework, it 
establish a consistent standard Multi-Agent System 
middleware platform. This platform provides API functions 
to build and support agent system debug environment and 
configuration tools to simplify the Multi-Agent System. 

On application layer, this paper use OWL language as 
content language to express communication act [8]. This 
method solves the knowledge transfer and sharing between 
the needs of agent. Agent through this mechanism to 
negotiate and transact in distributed network. At the same 
time, intelligent e-business system to provide unified access 
to the entrance is a gateway to the application layer, various 
types of user services through the portal to request 
negotiations, and the result of access to services through the 
portal. In addition, the application layer gateway can also 
support system aimed at increasing the availability of some 
services. 

The base layer provides ontology knowledge base to 
application layer. The ontology is designed based electronic 
business knowledge base. It plays a bridge role between 
ontology and agent. 

V. FUTURE WORK 
In this paper we take semantic technologies into business 

processes that have actually been fulfilling the basic function 
of agent system. The main advantage of this approach is to 
address the heterogeneous knowledge representation and 
reasoning. Meantime we have adopting ontology to describe 
the concepts, attributes and relationships of terms in related 
fields. The research results of the above mentioned theories 
and technologies combined with JADE have been applied to 
a prototype system, which validates their rationality and 
feasibility. Through the establishment of rules and logical 
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reasoning, it can effectively improve the intelligence of 
business process, but there are a number of related 
technologies to be further exploration and research. For 
example, there is a question that agent how to quickly find 
the necessary ontology. Moreover, we intend to implement 
the proposed system and use semantic technologies to reach 
a relative intelligent system in the future work. 
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Abstract—This article analyzed the possibility of mobile 
commerce based on short messages in detail through 
combining SMS in mobile communication with the enterprise 
commerce application. Moreover, discussed the SMS 
application in mobile commerce according to the flexibility and 
universality of the SMS, and designed a mobile-commerce 
architecture based on commerce application server and short 
messages process server according to the features of SMS and 
flexibility of the commerce applications.  

Keywords- M-commerce;  SMS;  SMSC 

I.  INTRODUCTION  
For a long time, the mobile phone as a communication 

tool well performed its duty. As the times progress and 
technology advances, people want to get more information 
through mobile phones, text messaging service provides a 
solution platform for this idea. In e-commerce system the 
application of B2C, B2B has become increasingly common, 
with the popularity using of mobile phone, the applications 
of e-commerce directly touch to any place. Where there is a 
mobile phone there is business activities. 

II. FEASIBILITY OF SMS MOBILE COMMERCE 
SMS is the service delivers text messaging between 

mobile terminals, so that thus message is generally not more 
than 160 letters or numeric characters. The main features of 
this service are fast, inexpensive and reliable. The messages 
firstly were sent to the SMSC (Short Messaging Service 
Center), and then immediately forwarded by the SMSC to 
the appropriate mobile devices. In order to achieve such a 
real-time transmission, the whole sending process is as 
shown in Figure 1. Firstly, SMSC will send SMS request to 
HLR (home location register) to look for roaming users. 
Once HLR receives the request, it will appear as the user's 
status (1. no activity or activities, 2. roaming location) to 
response to SMSC. If the response is not active (receivers 
don’t startup or not within the coverage area of network), 
then the SMSC will retain the message for some time 
(usually set by the user's own shot of information retention 
time). When users use the mobile device, HLR will send an 
SMS notification to SMSC, while SMSC will try to send, 
SMSC sends a message to GSM message delivery system as 
point-to-point mode. The system will page equipment, if the 
device responds, and then send the message. SMSC will 
receive verification that the end user has received the 

message, and then the message is classified as has been sent, 
and no longer try to send it [1]. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  SMS Sending System. 

The establishment of mobile business applications must 
satisfy the conditions of flexible, reliable, efficient, and 
accurate and so on. Through the analysis of SMS’ features 
(fast, cheap and reliable), we found short message service 
have inherent advantages for the achievement of mobile 
commerce applications. SMS is real-time (in a very short 
time the recipient will receive the message after the 
messages was sent). SMS is as well as reliable (even if the 
receiver is inactive SMSC can monitor the status of the 
receiver until the receiver state is active, and then forwards 
the message out). SMS is high efficient also (through 
connecting GSM Modem to the computer can quickly send 
short messages in bulk). SMS service is cheap (the monthly 
SMS fee is very low). 

III. STRUCTURE OF SMS MOBILE BUSINESS 
Short Message Business Application System architecture 

is as shown in Figure 2. From Figure 2 we can see SMBAS 
is composed of business information database, business 
application service components, SMS processing services 
components, mobile networks, and mobile terminal. 

Business information database is used to store business 
information and user information. User information is 
mainly used to identify the user's identity, prevent 
unauthorized users to access, and the user's identity uniquely 
determined using the SIM card number.  

Business application services component is used to 
explain the instruction transferred by the SMS service 
component, or send query information to the short message 
processing server. Because the instruction passed from the 
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SMS components is a string of characters, when business 
application service components received such a string of 
characters, split the string of characters according to the 
definition of rules, and according to the results of 
decomposition operate the database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Mobile Commerce Application System structure 

SMS processing services component is the core of the 
whole system, which consists of a PC and a GSM Modem 
connected, and then through the programming control GSM 
Modem to send and receive text messages, which received is 
the operation instruction sent by the user and sent is the 
execution result implemented according to operation 
instruction. SMS processing services component has an 
important function is to authenticate the sender’s 
identification. When the short message processing service 
component receiving a message, first of all read the sender's 
SIM card number of this message, and then compare with the 
user information of business information database, if the 
user’ identity is valid then execute this instruction otherwise 
discard this instruction. 

Mobile terminal is the mobile phone or PDA and other 
mobile devices. As the current mobile devices become more 
powerful ， especially the mobile devices support JAVA 
become popular ， thus the functions of commerce 
application system based on short message are more and 
more powerful. There are two ways to access the system in 
the mobile terminals of SMBAS system. These two access 
methods are mainly determined by the functions provided by 
mobile terminal. The terminal does not support JAVA uses 
SMS function directly, thus users must remember some 
instruction codes. The terminal support JAVA can take 
advantage of J2ME to program client software to call 
universal message and deliver API [4] [5], so that we can use 
the system more convenient. 

IV. IMPLEMENTATION OF SMS MOBILE COMMERCE 
The hardware architecture of SMBAS is as shown in 

Figure 3, mainly is composed of database server, business 
application server, SMS processing server, mobile networks, 
and mobile terminal. 

 
 
 
 
 
 
 
 
 
 
 

Figure 3.  the hardware structure of SMBAS 

The database of SMBAS system can use SQL SERVER 
2000 and My SQL, SQL SERVER 2000 is a relational 
database running on the WINDOWS operating system, and 
My SQL is a relational database running on multiple 
operating systems. They provide friendly management 
interface, database is organized as the method of operating 
system files to simplify the database design and 
management. In addition to supporting the traditional 
relational database objects and features, it also supports the 
common objects of popular database such as stored 
procedures, views, and so on and supports standard query 
language in the meantime. In design of business information 
database in accordance with the different business rules in 
various industries, as well as the data requirements of users 
need to use most frequently and update quickly to define the 
structure of the database [8] [9]. 

Commerce application server is mainly used to 
formulate, interpret, extract and transmit service the service 
functions provided by the system through which generate the 
information users need. 
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Figure 4.  the command word of SMBAS structure 

Formulating command word of business systems: In 
SMBAS system, the first eight characters of SMS is 
command word (Figure 4) which is used for operational 
request between the user and system, the rest belong to 
command parameters which provide the data the receive 
command side need and store all the command word and its 
corresponding operation instruction in database. Using the 
method of formulating command word allows the user to 
increase the functions of system flexibly or remove the 
functions system not required, thereby enhance the system's 
scalability. 
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Execution instruction is produced in interpretation 
component of the business application server through the 
received messages. Firstly, find the corresponding operation 
instructions in database through the command word. Then 
assemble the operation instructions and command 
parameters into the executive instructions. After that, submit 
the executive instructions to the implementation components 
of business application server and produce the information 
user need. Finally, send the information user need to the 
user's mobile phone through SMS processing server. 

SMS processing server is composed of connecting to 
GSM Modem through a serial port and programming GSM 
Modem to control own send and receive automatically. GSM 
Modem usually has one-port, four-port, or eight-port, can be 
selected according to the user’s number. The work process of 
SMS processing server is as shown in Figure 5. When the 
server start up firstly check if there is any short messages. If 
there is short message it will check if there is valid user, if 
there is valid user it will send the short message to the 
business application servers and generated instruction by 
business application servers. Otherwise it will record the 
number of short message in the invalid users’ database to 
determine the number if there is existence of malicious and 
output invalid users’ number list from time to time to 
improve system’s security. 

SMBAS work process is like that: firstly, SMS 
processing server find the short message by valid users from 
all the short messages received. After that short message 
processing server transmit the short message to the business 
application server and business application server interpret 
the short messages into operation commands, and then 
execution operation commands find the information user 
need in database, subsequently transmit the information users 
need to the message processing server and sent to the user by 
the message processing server. 

V. CONCLUSION 
As a business system built on SMS platform, SMBAS 

has a wide application space that main characteristics are as 
the following:  Input is low, this sort of system hardware 
only needs one PC, and software technology is more mature 
too. Easy access and without the need for complicated 
negotiations with mobile operators, thus it can be constructed 
independently. The business carries out free; the business is 
not restricted by operators; self-customized SMS. High 
reliability: using point-to-point delivery mode, priority level 

is high, while providing function of information caching, 
good stability. Covering a wide range of users: you can send 
short messages through different operators’ SMSC, both 
China Mobile and China Unicom. High security: service 
does not need a third party, information security, and the 
entire application in the enterprise's control. Flexible and 
scalable service architecture: using a multi-module structure, 
function’s extension is flexible and simple. Installation and 
maintenance is convenient. 
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Abstract—The issue of the modeling for the distribution 
management based on demand forecasting. ANN model is 
applied to the field of demand forecasting. The modeling of 
market demand forecasting is built using BP algorithm. The 
model of forecasting is established by Simulation model of 
MATLAB. Based on them, a simple numerical example is 
given to test and forecast with three-layer BP network model. 

Keywords-Supply Chain; Demand Forecasting; Artificial 
Neural Network (ANN); Simulink. 

I.  INTRODUCTION  
Market scale size is decided by the market demand 

size,   which directly affects investment decision, the 
allocation of resources and strategy of enterprise. 
Therefore, market demand forecasting is crux of market 
forecast. Market demand forecast is the foundation of all 
strategy and planning decision-making in supply chain 
management [1-2]. Demand forecasting is indispensable to 
forming of a sales management model. The purpose of 
prediction is service to production management decision 
or marketing decision-making. Decision should take 
scientific prediction results as the foundation, and select 
the optimal solutions through the analysis and comparison. 
Therefore, this paper adopts the BP algorithm in artificial 
neural networks which forecasting precision is high to 
construct market demand forecasting model. 

II. ARTIFICIAL NEURAL NETWORK THEORY 
Artificial neural networks (ANN) ,originally 

developed to mimic basic biological neural systems – the 
human brain particularly, are composed of a number of 
interconnected simple processing units, which  simulates 
the structure and function of the nervous system of the 
human brain. It is some abstraction and simplifier of the 
human brain, but not completely true [3]. It is a 
mathematical model of the theorizing human brain nerve 
network, highly nonlinear, and can carry out complex 
logic operation and the nonlinear relationship system. The 
fitting ability of the complex and nonlinear relation 
between each factors in prediction is very strong, and the 
prediction precision and efficiency are high [4]. 

The BP neural network is an artificial neural network 
being widely implemented. Currently, BP application 
examples account for about 80% those of artificial neural 
networks, and become the classic representative [5]. The 
BP neural network has been successfully used in solving 

complicated problems in different areas of application 
including material data test handling, friction behavioral 
analyses, image processing and pattern recognition and 
automatic control [6-9]. The training process of classical 
BP algorithm is composed of positive transmission of 
signal and reverse transmission of error [10]. The BP 
neural network is the nonlinear feed forward network, and 
has the very good nonlinear mapping capability. Therefore, 
it is training and learning based on the original data 
provided, and finds the inner relationship between the 
input and output to get answers to questions, rather than 
rely on priori knowledge rules, so it has good adaptability. 

A. Basic Principle of BP Neural Network 
Artificial neural network are composed of a number of 

interconnected simple processing elements called neurons 
or nodes. Fig.1 is a basic unit (neurons) model of artificial 
neural networks, which are composed of three basic 
elements: a group of connection weights, a sum unit and a 
nonlinear excitation function [11]. In addition, it has a 
threshold (b), and can be expressed as:         
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Figure 1.  Presentation of a Basis Artificial Neuron 

An ANN consists of an input layer, a hidden layer, and 
an output layer. The number of hidden layers is decided by 
specific modeling requirement. In Fig.2 a three-layer BP 
network structure is illustrated. The number of neurons in 
the input layer, the hidden layer and the output layer is 

nlm ,,  respectively. Given an input mode, input in 
MATLAB can be expressed by a m×1 dimensional 
column vector: 
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Figure 2.  a Three-layer BP Network Structure Model  

Input neurons processed by the hidden layer and the 
output layer produce an output mode: T

nyyyY ),,,( 21 Λ= . 
Common transfer function is threshold function, linear 

function, logarithmic Sigmoid function and tangent 
Sigmoid function, and The input value ( )+∞∞−∈ ,x  is 
compressed respectively into ]1,0[∈y  and ]1,1[ +−∈y by 
logarithmic Sigmoid function and tangent Sigmoid 
function[12].which transfer function is used specifically  is 
decided by the input/output relationship. Log-sigmoid 
function is used when output values don’t contain negative,   
and tan-sigmoid function is used when output values 
contains negative. Because the nonlinear transfer function 
will compress output values, the output layer usually 
adopts linear transmission function to widen output range. 
Based on this, market demand forecast of manufacture 
enterprise is discussed in this paper, so logarithmic 
Sigmoid transfer function is used in neurons of the hidden 
layer, and linear Purelin transfer function is used in 
neurons of the output layer.  

B. Learning Process of BP Neural Network 
The learning process of the network is realized through 

the adjustment of the weights and thresholds. BP 
algorithm is used in this article, which is the typical 
supervised learning algorithm. Fig.3 shows the study 
principle of BP algorithm. BP algorithm has a strong 
nonlinear mapping function, so any input mode will 
produce an output mode. In other words, the process of 
training the network is the adjustment of the weights and 
thresholds so that the network can produce the desired 
response to the given inputs [13].  

 
Figure 3.    Supervised  Learning Theory. 

The learning process of BP neural network consists of 
forward propagation and back propagation. 
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The initialization is very necessary and important 
because the given initial connection weights )2,1(

ijW  and 
thresholds jθ  have certain effect on the algorithm 
convergence and training speed. 

Back Propagation②  
When the output mode does not reach desired values, 

namely does not meet the conditions of iteration 
termination, according to the iteration formulas of the 
connection weights and thresholds, the connection weights 
and thresholds are adjusted by back propagation. The 
iteration is terminated until output values reach 
requirements. 

C. BP Network Prediction 
Input values will produce output values using the 

trained BP neural network. 

III. APPLICATION OF THE ANN MODEL  
The prediction method used in this article predicts 

values at a certain moment in future by a group of 
historical data. This paper adopts data of one kind of 
product in a manufacturing enterprise over the past 12 
months to forecast. Specific parameters as follows :sales, 
selling price, advertising expenses, service level index and 
market average selling price of similar type cars produced 
other manufacturers in the same period. Specific data are 
listed in tableⅠ. 

TABLE I.  ADVERTISING EXPENSES, SERVICE LEVEL INDEX, 
PRICE DIFFERENCE AND SALES 

Month
Advertising 
Expenses 

(Million-RMB)

Service 
Level 

Price 
Difference(Ten 

Thousand -
RMB) 

Sales 
(Thousand)

1 6.75 0.99 0.60 3.836 
2 5.50 0.99 0.25 3.138 
3 6.00 0.99 0.40 3.832 
4 5.80 0.99 0.20 3.635 
5 5.50 0.98 -0.05 2.933 
6 6.75 0.99 0.20 3.995 
7 7.25 0.99 0.60 5.125 
8 6.80 0.99 0.45 4.853 
9 6.50 0.99 0.50 4.513 
10 5.25 0.98 -0.15 3.023 
11 5.65 0.98 0.15 3.826 
12 6.85 0.99 0.25 4.326 

Total 74.6 11.85 3.4 47.035 

A. Constructing Market Demand Forecasting Model 
Using Simulink Modules under Matlab Software 
The paper constructs the market demand forecasting 

model using Simulink modules under Matlab software 
which provides simulation tools of the neural network. 
According to the main factors affecting the product sales, 
and historical sales data, neural network structure is 
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decided, and using neural network model describes the mapping relationship between the main factors and demand 
forecasting, namely, to establish BP algorithm structure model of the  regression neural network analysis of the product 
demand forecasting which is shown in Fig 4. 

 
Figure 4.  Structure Model of BP Algorithm

B. The Main Factors Affecting the Product Sales 
The main influencing factors of product sales have 

price, brand awareness, marketing and service level, the 
region economy and policy, and the policy belongs to the 
uncontrolled factor. We may use sales price difference 
between a certain brand product and the same product of 
other brands in the same area to express the year-on-year 
price advantage, and use advertising cost to reflect the 
brand awareness. Moreover, marketing service level is 
taken as one of the main factors. Therefore, three main 
factors affecting product sales are the year-on-year price 
advantage, the advertising expenses and service level. 

C. Constructing BP Neural Network Model 
When the BP neural network is designed, we consider 

from the following several aspects: the data pre-processing, 
the number of  the network layers, the number of neurons 
in each layer, the initial value and learning algorithm, etc. 
Because there are three main factors affecting the product 
sales, the number of neurons in the input layer is 3, 
namely: 3=m .Input function: ),,( 321 xxxX = .Since there 
is only one predicting goal, the number of neurons in the 
output layer is 1, namely, 1=n .The number of neurons in 
hidden layer can be adjusted according to the need. The 
number of neurons in hidden layer needed have something 
to do with the scale of problems, complexity, network 
learning algorithm, etc. A rough estimate method, the 
number of neurons in hidden layer hidden is about twice 
that of neurons in the input layer, namely: ml 2= . 
Regression neural prediction model: ),,()( 321 xxxfXfY == . 

According to the mapping relationship of various 
factors to demand forecasting andFig.4, a BP neural 
network model which contains a hidden layer is 
constructed, which contain 3 input neurons, 5 neurons in 
hidden layer, and 1 output neuron which are shown in 
Fig.5. Corresponding Simulink simulation model is shown 
in Fig.6. 

 
Figure 5.  BP Neural Network Diagram with a Hidden Layer 

 
Figure 6.   Simulink Simulation Model Based on BP Algorithm 
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Figure 7.   Weights Allocation Structure Model of Input-hidden Layers 

in BP Algorithm 

D. Training Network 
In this paper, the network training adopts supervised 

learning, namely learning in the known input pattern and 
ideal output pattern. The top ten sets of data in table 1 are 
taken as learning samples of neural network to train 
network, and the latter two sets of data are taken as test 
samples to forecast.  

Any network has a suitable learning rate, learning rate 
decides variation of weights produced in each cycle 
training, big learning rate can lead to instability of the 
network, but little learning rate can lead to training 
prolonged and slow convergence, and cannot guarantee 
network error to tend to the minimum eventually. To sum 
up, the lesser learning rate is usually chosen in order to 
ensure the stability of the network. Average range of 
learning rate is 0.01~0.8, this paper selects 0.6 
(namely, 6.0== βα ). Momentum coefficient is used to 
reduce sensitivity of the network to error surface local 

details, and effectively restrains network into the local 
minimum. In this paper, the momentum coefficient is 0.8, 
training objectives error is 0.002, and iteration are 1100. 
The network is trained by training samples until obtaining 
satisfactory results. 

E. Network Forecasting 
Using the trained network, the latter two sets of data in 

table  are inputed to foreⅠ cast. Output index forecasting 
data is shown in Fig.8 and Fig.9. 

 

Figure 8.  The Forecast Result in November 

 

Figure 9.  The Forecast Result in December 

The number of demand forecasting in November is 
3820, but actual sales is 3826, predicting error 0.15%. 

The number of demand forecasting in December is 
4192, but actual sales is 4326, predicting error 3.10%. 

With the trained network, specific results of input data 
in table Ⅰ to train and to predict is shown in table Ⅱ. The 
training goal error set in the BP neural network model is 
0.002, and the actual error in during training is within the 
scope of training target error, which is shown the Fig.10. 

TABLE II.  LEARNING AND FORECAST RESULTS CROSS-REFERENCES IN BP NETWORK 

 Month Advertising Expenses 
(Million-RMB) 

Service 
Level 

Price 
Difference(Ten 

Thousand -RMB) 

Actual Sales
(Thousand) 

BP Output Value 
(Thousand) 

Relative  
Error (%) 

1 6.75 0.99 0.60 3.836 3.8328 0.08 
2 5.50 0.99 0.25 3.138 3.1445 0.21 
3 6.00 0.99 0.40 3.832 3.8371 0.13 
4 5.80 0.99 0.20 3.635 3.6259 0.25 
5 5.50 0.98 -0.05 2.933 2.9559 0.78 
6 6.75 0.99 0.20 3.995 4.0478 1.32 
7 7.25 0.99 0.60 5.125 5.0883 0.72 
8 6.80 0.99 0.45 4.853 4.8745 0.44 
9 6.50 0.99 0.50 4.513 4.4270 1.91 

learning 
samples 

10 5.25 0.98 -0.15 3.023 3.0489 0.86 
11 5.65 0.98 0.15 3.826 3.8200 0.15 test 

samples 12 6.85 0.99 0.25 4.326 4.1920 3.10 
 Total    47.035 46.8947  
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Figure 10.  Error Curve of BP Neural Network 

IV. ANALYSIS OF SIMULATION RESULT 
The forecast model proposed in this paper is usable. First, 

seeing the predicted results data, the number of demand 
forecasting in November is 3820, but actual sales is 3826, 
predicting error 0.15%,and the number of demand 
forecasting in December is 4192, but actual sales is 4326, 
predicting error 3.10%. Prediction result is very close to the 
real sales results, so the prediction accuracy is very high. 
Second, the prediction model is able to adapt to the change 
of the market. When the market is changing, the dynamism 
of market demand forecasting is realized by changing the 
parameters to train network again. In addition, it is very good 
significance to apply the neural network method to predict 
the quantitative study of modern market forecasting. through 
forecasting these indicators, we not only won the index data, 
more important is, we can use these data and combined with 
actual situation to analyze decision scheme of the enterprise 
so that quantitative basis for decision-making are provided 
for the strategic decision of the enterprise. At the same time, 
according to the forecast results to control inventory, 
inventory cost can greatly reduced, customer service level is 
improved, and the sensitivity of inventory model can be 
analyzed using ultimate inventory model in order to further 
reduce the anticipated cost of the entire supply chain system, 
to improve the customer service level, and to seek for the 
approach of business process optimization and supply chain 
optimization. But this decision system is very convenient, 
namely, the evaluation result is obtained by input the initial 
value and clicking run button. It also can be embedded the 
sales management module in the enterprise information 
management system. 

V. CONCLUSION 
The market demand forecasting model using the BP 

neural network in this paper can greatly improve the 
accuracy of market demand forecast and also can easily 
adapt to market changes. The market demand forecasting 
based on the BP neural network can consider more influence 
factors which can be quantitative factors and can also be 
qualitative or uncertain factors, which can solve existence of 

nonlinear problems in the market demand forecasting and 
also avoid limitations which are caused by man-made each 
index or all levels of weights in the traditional method. 
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Abstract—Two typical application lays of VMI mode are 
introduced, and the VMI mode of upstream lay is addressed 
to research on. In case of the indefinite demand, economic 
effects of every node in both traditional mode and VMI 
mode are compared by setting up mathematic models and 
using simulation skills. Basing on the above analyses, the 
paper tries to find a rational space of supplier's sales price 
which can enhance both supplier and manufacture's benefit 
base on the stable sales price of manufacture when the VMI 
strategy is conducted, and give a theory gist for a longer 
cooperation of every enterprise. 

Keywords-VMI mode of upstream lay; supply chain; rising 
space; win-win 

I. INTRODUCTION 
Vendor Managed Inventory (VMI) is a cooperate mode 

between consumers and suppliers, in which the inventories 
of consumers are managed by suppliers and the costs of 
the whole supply chain and every participant are 
optimized. The mode is often supervised and revised 
according the environment [1][2]. There are two typical 
application lays of VMI in the supply chain whose core is 
a manufacturing enterprise: (1) suppliers and final product 
manufacturer; and (2) final product manufacturer and 
retailers. We call them VMI mode of upstream or 
downstream lay. Most studies of VMI focus on the latter, 
while the former is often ignored. But VMI mode of 
upstream lay is related to the procurement logistics system, 
and it is essential to overall effect of supply chain. So, this 
paper intends to research VMI mode of upstream lay and 
provide a theoretical basis for its smooth promotion. 

II. PROBLEM DESCRIPTION AND RESEARCH METHOD 
CHOICE 

Under VMI mode of upstream lay, every supplier often 
advance its parts sale price to compensate the additional 
cost caused by managed the inventory of manufacturer [3]. 
The most important problem is: when the sale price of 
manufacturer is stable, whether both the supplier and 
manufacturer could mutually benefit, that the profit of 
manufacturer at least could not fall down because of the 
advance of supplier sale price. Only the “win-win” 
situation could guarantee a stability and long-term 

development of supply chain. In order to analyze the 
problem, comparative study method is used in this paper. 
Economic effects of suppliers and manufacturer in both 
traditional mode and VMI mode are compared by setting 
up mathematic models and using simulation skills. 
Through these analyses, a “rational rising space of sale 
price” for every supplier is brought forward. When the 
VMI mode of upstream lay is applied, the suppliers and 
manufacturer could mutually benefit. These “rational 
rising space of sale price” are the win-win conditions for 
VMI mode of upstream lay. 

III. VARIABLES AND ASSUMPTIONS 
Variables are defined as follows: (1) V : average 

demand speed of consumers to manufactured goods 
( ~ [ , ]V U a b ); (2) SV : the highest demand speed of 
consumers to manufactured goods; (3) P : sale price of 
manufactured goods; (4) iα : matching modulus between 
manufacture goods and accessory i (A manufactured 
goods needs iα  accessories, and iα  is plus integer); (5) *

siC : 
a unit storage cost of supplier i in a cycle; (6) miC : a unit 
producing cost of supplier i; (7) qiC : a unit out stock cost of 
manufacturer for accessory i; (8) siC : a unit storage cost of 
accessory i in manufacture warehouse in a cycle under 
traditional vender mode; (9) vsiC : a unit storage cost of 
accessory i in manufacture warehouse in a cycle under 
VMI mode of upstream lay; (10) oiC : cost of ordering a 
batch of accessory i for manufacturer under traditional 
vender mode; (11) piC : distributing cost of supplier i for a 
time under VMI mode of upstream lay; (12) iP : ordering 
price of accessory i under traditional vender mode; (13) viP : 
ordering price of accessory i under VMI mode of upstream 
lay; 

Hypothesis is as follows: (1) external demand is 
indefinite, but meets certain statistical laws; (2) every part 
required for manufacturer is supplied by a sole supplier; 
(3) the sale price of manufacturer is stable; (4) there does 
not exist squeeze between suppliers and manufacturer, and 
information could be fully shared. 
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IV. SETTING UP ECONOMIC EFFECT MODELS 

A. Economic Effect Models in Traditional Inventory 
Mode [4] 

1) Manufacturer profit model in a unit time 
Facing to buyer's market, manufacturer often manages 

accessory i by ( , )i iq Q strategy, and the inventory level of 
accessory i at manufacturer warehouse as shown in Fig. 1. 

iT  is ordering cycle, tiT  is order lead time (Is assumed to 
be constant), and iY  is surplus inventory of accessory i at 
manufacturer warehouse in the end of former cycle. Based 
on real demand, can be drawn: ( )i i i i ti iQ Y q T T Vα+ − = − , that 

( ) /i i i i i tiT Q Y q V Tα= + − + . In the cycle of iT , the real demand 
quantity of manufacturer to accessory i is i i i i tiQ Y q VTα+ − + , 
and the inventory level of accessory i at manufacturer 
warehouse at the beginning of a cycle is i iQ Y+ . 

 
Figure 1.  Inventory level of accessory i at manufacturer warehouse. 

Shown as Fig. 2 [5], there are two situations when 
manufacturer facing to accessory i: when i i tiq VTα< , 

occurred out of stock, possibility is 1
i

i ti

b
q
T

dv
b aα −∫ , cost of out 

of stock is [( ) ( )]qi i i i i ti i iC Q Y q VT Q Yα+ − + − + , storage cost is 
( ) / 2si i iC Q Y+ ; when i i tiq VTα> , not occurred out of stock, 

possibility is 1i

i ti

q
T

a
dv

b a
α

−∫ , storage cost 

is ( ) / 2 [ ( )]si i i i i ti si i i i i i i tiC Q Y q VT C Q Y Q Y q VTα α+ − + + + − + − + . 

Ti

qi

Qi+Yi
Not of out of stock

Out of stock

Storage quantity
(piece)

Time(day)
O

 
Figure 2.  Two situations of accessory i in manufacture warehouse out 

of stock and not out of stock. 

Selecting max( )iT T=  as studying period, in which: the 
frequency of manufacturer ordering accessory i is 

/i iK T T= ⎢ ⎥⎣ ⎦ , the frequency of out of stock is 
1

i

i ti

b
qi
T

K dv
b aα

⎢ ⎥
⎢ ⎥

−⎢ ⎥⎣ ⎦
∫ , the frequency of not out of stock is 

1i

i ti

q
T

i a
K dv

b a
α

⎢ ⎥
⎢ ⎥−⎣ ⎦
∫ . 

So, Manufacturer profit model in a unit time as 
follows: mΠ = ( sale income - purchasing accessories cost - 
storage cost - out of stock cost - ordering cost ) / length of 
a cycle
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C Q Y q VTY q VT C q VT C
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αα α
=

⎧ ⎫+ − +⎪ ⎪⎡ ⎤− + + + − +⎨ ⎬⎢ ⎥⎣ ⎦⎪ ⎪⎩ ⎭
∑

                                                  (1) 

2) Supplier i profit model in a unit time 
Because of indefinite demand, suppliers typically 

formulate their own production rates according to the 
manufacturer's maximum demand rate in order to 
guarantee delivering timely, and the rates will not be easily 

changed. In the process, if manufacturer ordering goods 
did not occurred, production will be stored in warehouse; 
if occurred, the inventory will be reduced [6]. 
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In order to facilitate studies, making an average of the 
demand cycle of manufacturer to accessory i. So 

( ) [( ) / ( ) ] [1 / ( ) ] ( ) /
b

i i i i i ti i i i i tia
E T E Q Y q V T b a V dv Q Y q Tα α= + − + = − ⋅ + − +∫ .  

Selecting T  as a studying cycle, and in this period: the 
ordering times of manufacturer to accessory i is 

/ ( )i iK T E T= ⎢ ⎥⎣ ⎦ , the demanding quantity of accessory i is 
i iK Q , the whole production quantity of supplier i is i sV Tα , 

the storage cost of supplier i is * */ 2 ( )si i si i s iC VT C V T VTα α α+ − . 
So, supplier i profit model in a unit time as follows: 

iΠ = ( sale income - production cost - storage cost ) / 
length of a cycle 

[( ) (2 )] /
2

si i
i i mi i i s

C TP C K Q V V Tα∗

∏ = − − −                              (2) 

B. Economic Effect Model in VMI Mode of Upstream 
Lay 
In VMI mode of upstream lay, Suppliers continuously 

manage their products from producing to the end, which 
can reduce the cost of spare parts inventory for 
manufacturer; Suppliers forwardly delivery to 
manufacturer, which can reduce the co-ordination cost; 
suppliers pay more cost of managing the spare parts 
inventory for manufacturer, and they could raise sale 
prices appropriately to ensure profits [7]. So, 0si vsiC C> > , 

0oi piC C> > , 0vi iP P> > . 
1) Manufacturer profit model in a unit time 

Suppliers could share the storage information of 
manufacturer and forecast the demand speed. Supplier i 
chooses the expected value of demand speed to accessory i 
as the production speed, that ( ) ( ) / 2i iE V a bα α= + . 

Suppliers hold the delivery initiative, and 
independently make the economic production batch and 
delivery cycle. According to economic batch mode: 
economic production batch of supplier i 
is 2 [ ( ) / 2] /vi pi i siQ C a b Cα ∗= + , economic delivery cycle 

is 2 / [ ( ) / 2]vi pi si iT C C a bα∗= + . Supposing max( )v viT T=  as a 
studying period, in which the delivery times of supplier i 
is /vi v viK T T= ⎢ ⎥⎣ ⎦ , the whole delivery quantity is vi viK Q . 

Because of indefinite demand, manufacturer also has 
the risk of out of stock: when ( )i iV E V> , out of sock 

occurred, possibility is ( )
2

1
i

b
a b dv

b aα + −∫ , cost of out of stock 

is ( )
1 2

1[ ( ) ]
i

n b
a bqi i v vi vi

i
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=

−
−∑ ∫ ; when ( )i iV E V< , out of 

stock not occurred, possibility is
( )
2 1i a b

a
dv

b a

α +

−∫ .  

So, Manufacturer profit model in a unit time as 
follows: mvΠ = ( sale income - production cost - out of 
stock cost ) / length of a cycle 
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  (3) 

2) Supplier i profit model in a unit time 
The inventory level of supplier i seeing in Fig. 3: 

 
Figure 3.  Inventory level of supplier i. 

Selecting viT  as a studying period, so important 
elements of supplier i profit model in a unit time as 
follows: (1) (sale income-production cost) is 

( )
2

( )
2

1 1( ) ( )
i

i

a bb
a bvi mi vi vi mi i vi a

P C Q dv P C VT dv
b a b a

α

α α
+

+− + −
− −∫ ∫ ; (2) 

delivery cost is piC ; (3) storage cost of supplier i is 
* / 2si viC Q ; (4) cost of accessory i in manufacturer warehouse 

is 
( )
2

( )
2

1 1[ ( )]
2 2

i

i

a bbvsi vsi i vi
a bvi vsi vi i vi a

C C VTQ dv C Q VT dv
b a b a

α

α
α α

+

+ + + −
− −∫ ∫ . 

So, supplier i profit model in a unit time as follows: 
viΠ = ( sale income - accessory cost - delivery cost - 

cost of its own warehouse - cost of accessory i in 
manufacturer warehouse) / length of a cycle. 
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  (4) 

V. ANALYZING ECONOMIC EFFECT MODELS 
 In the above two inventory modes, the difference of 

manufacturer profit is mv mΠ − Π , and the difference of 
supplier i is vi iΠ − Π .  

If 

    0mv mΠ − Π >                                                                    (5) 
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is feasible, manufacturer could benefit in VMI mode of 
upstream lay;  

if 

      0vi iΠ − Π >                                                                    
(6) 

is feasible, supplier i could benefit in VMI mode of 
upstream lay;  

if (5) and (6) are all feasible , every participator could 
win-win. 

Because (5) and (6) are very verbose, and quantitative 
analysis from theory aspects is difficult at present, so the 
paper adopts a route from the “personality” starting. A 
typical supply chain is selected to studied, according to the 
logic relation of every parameter and with MATLAB 
software to simulate, the win-win conditions for VMI 
mode of upstream lay are discussed. 

VI. SIMULATIONS WITH MATLAB 
A supply chain with 2 suppliers and 1 manufacturer at 

the upstream lay, the parameter shows in Table I.: 

TABLE I.  PARAMETERS OF A SUPPLY CHAIN 

Parameter V  Vs  P  T  iα  Csi  vsiC  oiC  piC  

Value 9 10 50 8.6 
1 3α =  1 4SC =  1 3vsC =  1 3oC =  1 2pC =  

2 2α =  2 7SC =  2 4vsC =  2 4oC =  2 3pC =  

Parameter Csi
∗  miC  qiC  iq  iQ  tiT  iP  iK  iY  

Value 
41Cs

∗ =  1 5mC =  1 2qC =  1 10q =  1 90Q =  1 3tT =  1 8P =  1 1K =  1 20Y =  

2 5sC∗ =  2 4mC =  2 2qC =  2 28q =  2 100Q =  2 4tT =  2 10P =  2 1K =  2 10Y =  

 
 Simulation with Matlab software [8], the result shows 

in Fig. 4, in which abscissa expresses the sale price of 
accessory i in VMI mode of upstream lay, and ordinate 
expresses the difference value in a unit time of 
manufacturer or supplier i in two inventory modes. 

 

 
Figure 4.   Simulation curve with Matlab. 

The simulation curve indicates that: (1) in VMI mode 
of upstream lay, with the increasing of supplier i (i=1,2) 
sale price, the profit increment of supplier i (i=1,2) will 
become more while that of manufacturer will become less; 
(2) for supplier i (i=1,2), there exists a rational advancing 
space of sales price, which can enhance both supplier i and 
manufacture's benefit base on the stable sales price of 
manufacture; (3) when every supplier's sale price changes 
in its rational advancing space, the participators in VMI 
mode of upstream lay would mutually benefit, and these 
are the conditions for win-win. 

VII. CONCLUSION AND PROSPECT 
In VMI mode of upstream lay, if every supplier's sale 

price changes in its own rational advancing space, all 
participators could win-win. VMI mode can effectively 
improve the overall state of the supply chain, and it is be 
propitious to establish a long-term cooperative partnership 
for supply and demand sides. There is an important 
significance to optimize spare parts inventory system for 
manufacturing enterprises, reduce inventory costs, 
reducing the corporate pressure. The following research 
could analyze (5) and (6) from theory aspects, or set 
economic effect models in weak constraint conditions, 
which would be more convictive. 
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Abstract—Extensible Markup Language (XML) has become a 
de facto standard for information representation and exchange 
over the Internet. The core operation of XML Query 
processing is twig pattern matching. TwigList uses simple lists 
to maintain the twig pattern instead of using the hierarchical-
stacks, the algorithm outperforms Twig2Stack. Most of the 
modern twig query algorithms must scan the whole XML 
document tree to conduct the query matching. However, 
useless path matches increase query processing time. Existing 
approaches do not consider the fact in practice. In this paper, 
we propose a novel Twig query algorithm based on TwigList. 
The algorithm makes good use of XML Schema, avoids 
scanning the entire XML document and effectively improves 
the twig query performance.  

Keywords-XML; XML Schema; Twig query; optimization 

I.  INTRODUCTION 
XML is emerging as a de facto standard for information 

exchange over Internet and is a popular choice for data 
representation. Common XML query languages, such as 
XPath and XQuery[1], issue structural queries over XML 
data. Efficient processing of such structural queries has 
received significant attentions from academic. One of the 
most common structural queries is the tree (twig) pattern 
query. Finding all occurrences of the twig pattern is core 
operation of XML query processing in relational storage of 
XML databases and native XML databases. 

A Twig query can be modeled as a node-labeled tree, 
where a node represents a type (tag-name), and an edge 
represents parent/child (PC) or ancestor/descendant (AD) 
relationship. Efficient matching of tree pattern queries over 
XML data is one of the most fundamental challenges for 
processing XQuery. Many reported researches proposed a lot 
of algorithms, such as PathStack and TwigStack[2], 
Twig2Stack[3], TSGeneric[4] and TwigList[5]. These 
algorithms must scan the entire XML document tree to find 
all the occurrences of the query pattern; however, not all the 
nodes are useful to the results of the query. For instance, in 
twig query pattern matching query Q=//A[//C]//D against 
XML data tree T ( Fig.1), e1 and f1 can not match any of the 
nodes in the query pattern, useless matching reduces the 
efficiency of twig query. 

In this paper, we will present a new algorithm, called 
TwigList-By-PDT, which shares similarities with TwigList. 
Our algorithm outperforms TwigList. The efficiency of 

TwigList-By-PDT algorithm is achieved by using Path 
Driven Tree (PDT), which is a node-labeled tree. TwigList-
By-PDT provides a way to filter the XML nodes and 
improves the efficiency of nodes matching by using PDT, 
which can be obtained by XML Schema and twig query 
pattern. 

II. TERMINOLOGY AND NOTATION 
XML Schema [6], since its elevation to W3C 

Recommendation on the 2nd May 2001, is fast becoming the 
preferred means to describe the structures and constrain the 
contents of XML documents. The schema language, which is 
itself represented in an XML vocabulary, extends the 
capabilities founded in XML document type definitions 
(DTDs), and is more powerful than DTDs. In order to 
directly describe the relationship among elements and 
attributes, XML Schema can be modeled as a node-labeled 
tree structure called XML Schema pattern tree, where nodes 
represent document ELEMENTS/ATTRIBUTES, edges 
present the nested relationship between element and sub-
element/attribute. Edges annotate with ‘?’, ‘*’, ‘+’ 
corresponding to how many children one node can have, 
where ‘?’ means zero or one, ‘*’ means zero or more, and 
‘+’ means at least one. If the edge is annotated with ‘|’, it 
means the relationship among children of the node is 
contradictory. The XML tree(Fig.1) conforms the XML 
Schema (Fig.2)，XST. In XST, the edge between A and B is 
annotated with ‘+’, which means that the number of B, 
children of every A, is at least one.  

XML Schema can provide path information for XML 
document nodes. Take the node c1 for example, the path of c1 
is a1-> b1-> c1 in XML document tree, and there must be 
existing unique path A->B-> C in XST, which is the path  

 
Figure 1.   A sample XML Document Tree and A Twig Query 
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pattern for c1. In XML Schema, we call the path starting 
from the root node main-path.  

For simplicity, in the following parts, a label of a XML 
document node is a value that belongs to a type (tag-name). 
In the XML tree, a node is associated with a value which 
belongs to a type X (denoted xi ∈ X). For example, the root 
node has a value a1 that belongs to type A. 

In the next part, we will introduce the TwigList, a twig 
query matching algorithm, which has outperformed 
TwigStack and Twig2Stack in terms of the time/space 
complexities which are lower bound to output all matching 
n-node query tree. 

III. EXISTING ALGORITHM:TWIGLIST 
The TwigList algorithm was proposed for processing 

twig pattern matching queries and uses simple lists for nodes 
in a query tree instead of using complicated hierarchical-
stacks in both TwigStack and Twig2Stack.  

Consider A//D against an XML tree T. If an A-typed node 
is an ancestor of a set of D-typed nodes in XML tree T : (1) 
It must be able to specify a minimal interval for the A-typed 
node to cover all such D-typed nodes; (2) It must be the case 
that there does not exist any D-typed node in the interval that 
is not a descendant of the A-typed node. TwigList makes full 
of above property because of mainly using of the stacks.  

For the twig query pattern Q (V,E) against the XML tree 
T, TwigList constructs list for all Vi-typed nodes in XML 
document tree T according to query tree Q which has n nodes 
V1, V2, …,Vn, and sorts them in preorder. First of all, it calls 
the TwigList-Construct to construct a set of lists, which 
compactly hold all twig patterns for the answering Q. Then, 
it calls TwigList-Enumerate to obtain all n-ary tuples as 
answers for query tree Q. 

In here, we will explain how the TwigList works using an 
example of the twig query pattern matching query 
Q=//A[//C]//D against XML data tree T（Fig.1）. In query 
tree Q, there are three types: A, C, and D, where A is the root 
node, and C and D are leaf nodes. According to TwigList-
Construct, as inputs, X comprises of three sequences for 
three types, XA = <a1>, XC = <c1, c2>, and XD = <d1>. 
TwigList-Construct then will generate three lists, LA, LC, and 
LD, to maintain all potential n-ary tuples for answering query 
Q. Here, every XML tree node, ai, in LA will hold two pairs 
of pointers to specify the intervals for its C-typed descendant 
nodes (startC, endC), and its D-typed descendants, (startD, 
endD).   

 

 

Figure 2.  An sample XML Schema pattern tree XST 

Fig.3(a) shows the stack S and the lists LA, LC and LD, 
after a1 is pushed into S. Fig.3(b) depicts S and the lists after 
c2 is pushed into stack S. When c2 is pushed into the stack S, 
toList enforces c1 to be popped up, and then appends it to the 
LC. As can be seen from Fig.3(c), all patterns are hold by the 
lists. Finally, TwigList will enumerate the results of the 
query. For this example, if D is the return node, the result of 
Q is d1. 

TwigList has outperformed TwigStack and Twig2Stack 
in terms of time/space complexities by using lists instead of 
the hierarchical-stacks. However, TwigList must scan the 
entire XML document tree to conduct tree pattern matching; 
this approach will traverse large mount of useless XML 
nodes, so it will reduce the efficiency of the query. For 
example, in twig query pattern matching query 
Q=//A[//C]//D against XML data tree T (Fig.1), XML nodes 
e1 and f1 can not match any of the nodes in the query pattern, 
but we must do the matching because we do not know what 
the descendants of the e1 and f1 are. The type information of 
e1 and f1 can be obtained by XML Schema which XML tree 
T conforms to. 

In next section, we will propose a new algorithm 
TwigList-By-PDT based on TwigList and can avoid 
traversing the whole XML document tree by using XML 
Schema. 

IV.  A NEW ALGORITHM: TWIGLIST-BY-PDT 

A.  Path Driven Tree(PDT) 
 

Definition: A Path Driven Tree(PDT) is modeled as a node-
labeled tree(V、E), where: 

1) Associated with each node v∈V is Tv, specifying if the 
node is an element or attribute. 

2) Each node is four-ary tuples (tag, parent, rightSibling, 
children). The first is the label of the element or 
attribute, the second is parent of a node, the third is the 
sibling, the forth are the children.  

3)Associated with each edge e∈E (e= (u, v)) is Rele, 
specifying the relation between u and v (parent-child). 

An example of the PDT is shown in Fig.4. PDT can be 
viewed as a special type of twig pattern, in which there are 
only the parent-child relationships.  

 

 

Figure 3.  TwigList-By-PDT for query tree against XML tree (Figure.1) 
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Algorithm1:GenPDT(S,Q) 
Input :     XML Schema pattern tree’s root node S 

     Twig query pattern’s root node Q  
Output:    PDT’s root node 

1. paths=getPaths(S,Q);     //get paths from S to Q 
2. leaves=pathEndPoint(paths); 
3. P=mergePath(paths);     //merge all  paths to form a tree 
4. for( e in children(Q) ) do 
5.     for( m in leaves) do 
6.         subxst=getSchemaTree(m);  //get e’ XML Schema   
7.         subtree=GenPDT(subxst,e); 
8.         addbranch(P, subtree);        //add the subtree to P  
9. return P; 
 
Algorithm2:getPaths(S,Q) 

Input:    XML Schema pattern tree’s root node S 
              Twig query pattern’s root node Q 
Output:  all the set of the paths 

1. paths={};      //initial empty set for paths 
2. nodeSet={};  //initial empty set for storing nodes in S 
3. for(vi in allNodes(S) ) do 
4.       if Typevi= =TypeQ 
5.             append(nodeSet,vi); 
6. for( vi in nodeSet) do 
7.       get the path pathi from S to vi; 
8.       append(paths,pathi); 
9. return paths; 
 

The time space complexity is O(|M|*log|N|) in the worst, 
where |N| is the total number of nodes in twig query pattern, 
|M| is the max number of XML Schema nodes which match 
the nodes of twig query pattern.  

B. TwigList-By-PDT Algorithm 
We have developed a new algorithm TwigList-By-PDT 

for processing twig-pattern matching queries. The main 
difference between our TwigList-By-PTD algorithm and 
TwigList is that we do not need to scan the whole XML tree 
to conduct tree pattern matching by using Path Driven Tree 
(PDT). Converting the AD relationship in the twig query 
patterns to PC relationship will generate PDT by using the 
constraints in XML Schema. PDT can indicate traversals of 
XML document nodes and eliminate useless matching. For 
instance, the twig-pattern matching query Q=//A[//C]//D 
against XML tree T(Fig.1) , we can see that when a1 is 
traversed, only b1 and d1 match pdt (Fig.4), and e1 can be 
skipped because it does not match the nodes in PDT. 
 
Algorithm3:TwigList-By-PDT(Q, T, S) 

Input：  Twig query pattern’s root node Q 
XML document tree’s root node T 

   XML Schema pattern tree’s root node S 
Output:   tuples as answers for the query 

1. P=GenPDT(S, Q);      //generate PDT 
2. L=TwigList-Construct-By-PDT(Q,P,T);//construct lists  
3. R=TwigList-Enumerate(Q, L); 
4. return R; 

 
 

Figure 4.  A sample Path Driven Tree pdt generated by Twig query 
(Figure.1) and XML Schema (Figure.2) 

TwigList-By-PDT is outlined in algorithm3, which takes 
three inputs, a query tree Q(V,E), representing a twig-pattern 
matching query, an XML Tree T and  an XML Schema 
which T conforms to. The query tree has n nodes, 
{V1,V2,…,Vn}. Using the indication of PDT, TwigList-By-
PDT constructs lists for all Vi-typed nodes in T, and sorts 
them in preorder. There are three main steps. First, it calls 
GenPDT to construct the PDT according to twig query 
patterns and XML Schema. Second, it calls TwigList- 
Construct -By-PDT to obtain a set of lists that compactly 
maintain all twig-patterns for answering Q (line 2), using the 
PDT to indicate the traverses of the XML document tree. 
Finally, it calls TwigList-Enumerate to obtain all n-ary tuples 
for Q(line 3). Here, enumerate algorithm is the same as 
TwigList.  

In the following, we discuss TwigList-Construct-By-PDT 
in detail. 

 
Algorithm4:TwigList-Construct-By-PDT(Q, P, T) 

Input:     Twig query pattern’s root node Q  
XML document tree’s root node T 
PDT’s root node P  

Output:  all Lvi, for each 1≤ i≤ n  
1. S={} ,DS={} ;   //initialize stack S, DS as empty 
2. for(i=0; i<n; i++)  
3.      Lvi={};          //create empty list for each node in Q 
4. if(T and P match) then  
5.      DS.push(<T,P>);                   
6. while(DS≠Ø) do//visit XML node in first-depth traverse 
7.      <v,X> = DS.pop();           
8.      for( v’ in sibling(v)and X’ in sibling(X)) do  

//first matched sibling of v                          
9.         if( v’ and X’ match )  then 

DS.push(<v’,X’>);  
break; 

10.      for( v” in childen(v) and X” in children(X) ) do  
//first matched child of v                                             

11.          if( v” and X” match)  then 
12.               DS.push(<v”,X”>); 
13.               break; 
14.      toList(S, Q, reg(v));   
15.      Vj=matchGtpNode(Q,v); 
16.      for( Vp in childen(Vj) )  do 
17.          v.startVp = length(LVp)+1;     
18.      S.push(v);                      
19. toList(S,Q,(∞，∞));   
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Procedure toList(S,Q,r)  
1. while(S≠Ø && r not contained in reg(S.top()) do 
2.    v = S.pop( );  
3.    V=matchGtpNode(Q,v);  
4.    for( V’ in childen( V )) do   
5.        v.endV’=length(LV’);    
6.    if every V’ in childen(V) satisfy v.startV’≤v.endV’ 
7.       append(Lv, v )         
 

TwigList-Construct-By-PDT is outlined in algorithm4. In 
the XML tree, a node is associated with a value which 
belongs to a type X (denoted xi ∈ X). For example, the root 
node has a value a1 that belongs to type A. Here, a node in 
PDT represents a node type; a node in XML represents a 
value. “T and P match” means that T is the value of type P.  
Now, we explain how TwigList-By-PDT works using an 
example of the same twig-pattern matching query Q 
=//A[//C]//D against XML tree T (Fig.1) with PDT (Fig.4). 
In Q, there are three types, A, C, and D. A is the root node, 
and C and D are leaf nodes. TwigList-Construct-By-PDT 
will generate three lists, LA, LC and LD, to determine all 
possible n-ary tuples for answering Q. Here, for this Q, every  
XML tree node, ai, in LA will maintain two pairs of pointers 
to specify the intervals for its C-typed descendants, (startC, 
endC), and its D-typed descendants, (startD, endD). 

Initially, it initializes an empty stack DS to store the 
XML document node and its matched PDT node. For this 
example, TwigList-Construct-By-PDT accesses a1, b1, c1, c2 
and d1 in order and will push <a1, A>, <b1, B>, <c1, C>, 
<c2,C> and <d1, D> into DS. 

Firstly, TwigList-Construct-By-PDT matches a1 and its 
children with pdt’ s root node and children, and pushes <a1, 
A> and <b1,B> into DS, toList finds S is empty and then 
pushes a1 into S. Fig3(a) shows the stack S and the lists LA, 
LC and LD, after a1 is pushed into S.   

Suppose a1 and c1 are pushed into S already, TwigList-
Construct-By-PDT is about to traverse c2, f1 will be skipped 
because it does not match nodes in pdt, then toList finds that 
c1 is not c2’s ancestor, it pops up c1 from S and appends c1 to 
LC, and then pushes c2 into S. Fig.3 (b) depicts the stack S 
and the lists LA, LC and LD, after c2 is pushed into S. The last 
node to be visited is d1, its sibling e1 is skipped, and toList 
finds that c2 is not d1’s ancestor; it pops up c2 from S and 
appends c2 to LC, and then pushes d1 into S. At that time, all 
the XML tree nodes have been visited, there are still d1 and 
a1 in the S, toList pops up d1 from S and appends d1 to LD, 
and also pops up a1 from S, then checks the two pairs pointer 
of a1; Because the intervals of two pairs pointers in the lists 
exists XML tree nodes that indicates a1 matches A in the 

TABLE I.  A LIST OF QUERY TREES USED IN THE EXPERIMENTS 

query pattern, toList appends a1 to LA. As can be seen from 
Fig.3(c), all twig-patterns are hold by the lists. 

Finally, we will enumerate the answers for the twig 
query. If D is the return node, the results of Q is d1. 

C. Time/space complexities 
The time complexity of our algorithm is the same as 

TwigList in the worst, O(d.|X|), where, d is the max degree of 
a node in twig query pattern ,and |X| is the total number of  
nodes, vi, in XML tree that is Vi-typed 1≤i≤n. In space 
complexity, our algorithm will spend O(|L|) more space than 
TwigList-Construct, where |L| is the total number of nodes in 
PDT. 

V. PERFORMANCE STUDY 
We have implemented our TwigList-By-PDT algorithm 

using Java 1.4.2 and performed experiments on a PC with a 
Pentium E2160-1.8GHz processor and 2G of main memory. 
We set the Java virtual machine memory size to 1024M. We 
compared TwigList-By-PDT with TwigList. TwigList-By-
PDT exceeds TwigList in query processing time. 

Datasets. Real datasets are used for the experimental 
evaluation, which represents a wide range of XML datasets. 
The size of the datasets are 10M, 20M, … , and 60M. We 
use the datasets which have 45 different labels with a 
maximum depth of 20 and average depth of 5. 

Twig queries. Table.1 shows all the twig queries used for 
the experiments. For each datasets, three twig queries are 
selected, which have different combinations of parent-child 
and ancestor-descendant relationship and different depths. 
Fig.5.(a), (b) and (c) depicts the processing time of the query 
trees in Table1 for the datasets. We can see that TwigList-
By-PDT achieves a little better performance than TwigList 
in query processing time. The reason is that our algorithms 
can handle ancestor-descendant relationship very well, when 
constructing the lists for the query patterns, can reduce the 
scope of twig pattern matching and avoid scanning the whole 
XML document tree by the PDT which makes full use of 
XML Schema. 

VI. RELATED WORK 
Twig2Stack algorithm uses complex hierarchical-stack to 

reduce the cost of the path-join, but it also has many 
drawbacks: On one hand, the maintenance of the ancestor-
descendant relationship is very complicated in hierarchical 
stack; On the other hand, Twig2Stack needs to maintain a lot 
of stacks, which increase the processing time. TwigList 
algorithm uses simple lists instead of complex hierarchical-
stacks. When enumerating the results of twig queries, it only 
needs to consider the existing lists, does not need extra 
memory. These algorithms all have a lot in common; they do 
not make use of the type’s information provided by XML 
Schema. Reference[7] was the first algorithm to prune twig 
query patterns. PruneGTP algorithm utilizes the XML 
Schema constraints on XML document, such as child and 
descendant constraints and avoidance constraints, to prune 
twig query patterns. It can detect emptiness of (sub) queries,  

Query XQuery 
Q1 //student[.//phone]//deptname 
Q2 For $r in //student[.//phone]//job[.//doctor] 

Return $r 
Q3 For $r in //student//parents[.//father[.//address]]//mother[.//doctor]   

Return $r 
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Figure 5.  Results of twig query processing on datasets 

eliminate redundant leaves eliminate redundant internal 
nodes, so the algorithm can reduce the store of the useless 
nodes and improve the query efficiency.  

In Schema information graph (SIG) [8], the nodes 
represent XML elements and attributes, the edges represent 
relationship between nodes. We can get the Alternate Paths 
(APs) of the XQuery from SIG and use the least cost APs to 
rewrite the XQuery in order to optimize it. The ideas of 
Schema-based optimization of XPath Expression is to 
analyze the DTDs, which XML document conforms to, and 
calculate the path equivalence classes (PECs)[9] and put 
them in Class Implication and Contradiction graph(CIC-
graph). In CIC-graph, each node represents a path 
equivalence classes, and make sure that the PECs is only  
relative to DTDs. We can optimize XPath expression by 
PECs: including eliminating redundant path, simplifying 
predicate expression and judging the predicate contradiction. 

VII. CONCLUSION AND FUTURE WORK 
In this paper, we propose a new TwigList-By-PDT 

algorithm for processing twig pattern matching queries by 
using PDT, which can indicate the traverse of the XML 
document nodes and avoids scanning the whole XML 
document tree. Our algorithm can settle the ancestor-
descendant relationship very well and outperforms TwigList. 

As part of future work, we are planning to study the 
pattern matching over element recursive definition, which 
appears in XML Schema, using the same method to get a 
better performance.  
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Abstract Development of banking business leads to system 

maintenance amount of work increase greatly. In order to 

discover and resolve the abnormal circumstance in time, and 

avoid producing greater adverse effects, it is important to apply 

one method of automatic monitoring, and get alarms and 

reports directly. This paper introduces an application on AIX 

platform which is programmed by SHELL code. It can monitor 

important indexes of banking business front system, give alarms 

and reports by IPMSG. It helps to discover and resolve banking 

business system problems in time, guard against risk, and raise 

working efficiency.  

Keywords  AIX; IPMSG; Banking business; Automatic 
monitoring 

I. INTRODUCTION 

With the development of banking business, there are 
more and more application systems deployed on the 
front-end hosts, including operation system of the host 
itself, database management system, and many kinds of 
banking application business systems. Therefore, more 
and more technicians are involved in the maintenance 
work. In the mean time, the amount of system 
information increased greatly which the technicians faced 
up to in their daily work. 
    In order to guarantee banking business systems 
operate normally and properly, find out all kinds of 
abnormal circumstances in time, and solve the problems 
in the shortest time to avoid greater adverse effects.  
Technicians should  monitor many important 
performance indexes of the front-end hosts system, such 
as CICS (Client  Information Controlling System)、
console、process status and hard disk space occupancy 
rate. But because of the huge amount of information, 
technicians and system administrators are busy with the 
maintaining and monitoring of the indexes. It occupies  

 
unnecessary energy cost for technicians and causes 
scientific and technological departments of the bank less 
efficiency.  For the above reason, we should take a 
measure to monitor important performance indexes of 
application systems automatically. Automatic monitoring 
should help technicians find out and solve abnormal 
problems, guard against risk, and raise working 
efficiency. 

II. DESIGN OBJECTIVE OF THE SYSTEM 

The aim of the banking business automatic 
monitoring system is: finding out all kinds of abnormal 
circumstances of the key indexes which is concerned, 
monitoring the flow rate and key process of the front-end 
host systems, monitoring the hard disk space occupancy 
rate, giving alarm for abnormal circumstances, analyzing 
the rationality of the system configuration on rush 
hour ,and producing a system monitoring report every day. 
Then, the malfunction will be reported in it, which helps 
to analyse and study the malfunction. 
 

III. BRIEF INTRODUCTION OF IPMSG 

The banking system abnormal alarm is given by 
IPMSG 2.06 to relative technicians. IPMSG is called IP 
Messenger, and its Chinese name is “letter sent by 
pigeon”. It is a kind of open source software which help 
to chat and transmit documents in the local area network 
conveniently. IPMSG is programmed by H.Shirouzu 
(JAPAN). Since it is published, many volunteers develop 
many various software editions of IPMSG. It is cabinet 
and convenient software used to instant communication. 
It is fit for communicate and document share in local area 
network. And it especially maintain high rate on 
transmission of file and folder. It may work on various 
operation platform such as Windows、Mac、or UNIX 
working on TCP/IP protocol, comes true and striding over 
platform information exchange. 
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    It has many merits. For instance, data 
communication without a server, being communicating 
by letter with data transmission among two computers 
directly, transmission, safety supporting the document 
and the document catalogue. Safety, rapid, as well as 
small and exquisite is its merits. So many companies 
adopt it as the instant messaging tool inside the branch 
and company.  

IV. CHARACTERISTICS OF THE MONITORING SYSTEM 

1. Real-time supervisory control and give an alarm on 
malfunction. 

    The monitor system may scan the CICS (Client Infor 
mation Controlling System) status, the console status and 
application system processes of various channel. The 
process amounts and rate of channel flow will be checked. 
Once abnormal circumstance is found, the automatic 
monitoring system should send a message to the PC of 
relative technician and reminds the system administrators 
to carry out necessary treatment. 

The monitor system may scan the space occupation 
of documents which the administrator concerned. When it 
exceeds the limit, the system would send a message to the 
PC of relative technician and reminds the system 
administrators to carry out necessary treatment. Now, in  
technical department of bank, the relative technician 
include the monitoring technicians who work in control 
center 24-hours, the system administrators, the 
application system managers and other principals . 

We describe the Real- time monitoring sketch map 
just as follows. 

 

 
Figure 1 Real-time automatic monitoring process 

 
    The system records log documents to store the 
alarm information. The status-collect program gains the 
status of processes, CICS, application and space occupy 
of document. Then it would judge by the rule set. While 
abnormal circumstance happens, firstly the system will 

write the anomaly items and prompt message to log 
document. Secondly it will judge by the size of log 
document. If its size is not equal zero, which means 
there is some alarm information, the system will send 
alarm information to the PC of relative principal and 
remind the administrator to solve the problem in time. 

2. Scan regularly and report everyday. 
    In every morning, the malfunction will be collected 
reported, which helps to analyse and study the 
malfunction. On rush hour, monitoring system will scan 
the front system on high consistently, once in every 3-5 
seconds. After scanning, the result will be statistic and be 
reported which expresses average and maximum of the 
channel flow rate.  The monitor system may scan the 
spaces occupies of document which the administrator 
appointed. When it exceeds the limit, the system would 
write the log. That every day or the next day, the system 
administrators could examine the report, analyse and 
carry out necessary adjustment. 
3. Adopt allocation document and easy to extend 
    The objects to be monitored, the key index and 
threshold are defined with configuration document. When 
the content added, the administrator can revise the 
configuration document and don’t need to modify 
program. It is convenient to upkeep. 
4. Automatic execution and Transmission  by IPMSG 
    The program exceeds the monitoring script 
automatic by the ‘crontab’ mode of the AIX system own. 
By this mode the system will achieve the function of 
regular-time work and send the alarm information to the 
IPMSG, by ‘monalert’ mode, which works on the 
administrator’s and the host monitor’s PC.  

At present, CICS, console and the application 
advancement running status is monitored once every 
minute. And the space occupation is checked once every 
half  an hour. 

V. SHELL CODE BASED ON AIX PLATFORM 

The real time monitoring process is realized by Shell 
code based on AIX platform. Give an example as follows,  
     
…… 
NOW=`date +%Y%m%d%H%M` 
psfile="/home/ps."$NOW 
ps -e > $psfile 
for i in `cat /home/pslist` 
do 
    linecount=`grep -w -c $i $psfile ` 
    if test $linecount -eq 0 
    then 
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      printf  "process: [error alarm] %s status is 
Abnormal, contact  the relative  principals 
[inactive] %s\n" $i $NOW >> $logname; 
    fi 
done 
/home/monalert -f $logname  objective IP  
…… 
 
    The above SHELL code can accomplish the function 
expressed in figure 1. In the real monitoring process, the 
program gains the process amount by ‘ps’, judges the 
values defined. It also writes the anomaly condition to the 
log documents, and sends the log to IPMSG client of 
relative principals.  

VI. APPLICATION EFFECT OF THE SYSTEM 

Since the automatic monitoring system is put into 
work, it contains some host systems, such as the front 
host, TULIP(a kind of application system of banking 
services)host, some periphery hosts. It contains some 
application system such as AIPS(Application Integrated 
Prepositive Service), credit card system, and so on. The 
monitor subject contains the status of CICS, application 
process, and spaces occupy condition. 

This system have very important practical 
significance on system maintenance regularly. Firstly it 
can send error messages to the principal on real time, and 
remind the administrator to solve it on time. At present, 

the alarm information will be send to the system 
administrator, the application administrator at the same 
time. Every administrator can receive the alarm 
information at the first time. They can think about in their 
own point of view and use their expert knowledge, which 
is beneficial to the salvation the problem and it will 
reduces time to be used. Secondly the monitoring system 
would record the malfunction information and report to 
log document at the same time when it sends the alarm. 
By analyse the malfunction report, it can assure the 
nearest target that is focused on. Meanwhile you can 
optimize the system configuration and give some 
suggestion on application program’s modification.  
    The application monitoring system helps to reduce 
time on finding and solving the malfunction of daily work, 
and it gains gigantic beneficial result. The more and more 
system information was quantized and put into the 
monitoring system, which can help to make the system a  
stable and healthy operation status. So that technicians of 
the bank can provide better service for the customers. 
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Abstract—TwigList is one of the best one-phase algorithms for 
tree pattern matching (twig query). To integrate it with 
XQuery implementation, the key problem is how to enumerate 
result for TwigList efficiently. In this paper, we represent a 
novel method to enumerate result for TwigList in XQuery 
implementation. We use variable to connect XQuery 
implementation with result of TwigList, and propose a new 
enumeration algorithm for this method. With this novel 
enumeration method, we gain better performance in the 
XQuery implementation using TwigList. 

Keywords- twig query; TwigList; XQuery 

I.  INTRODUCTION 
With the development of Internet, XML becomes the de 

facto standard for data representation and exchange on web. 
To standardized XML query and processing, the World Wide 
Web (W3C) organization developed XQuery language [1], 
and published it as the recommend standard. Twig query is 
one of the most fundamental tasks for XQuery processing. 
Fig. 1 shows a simple XML document and twig query tree 
for //A[B]/C. The result of this query is (c1, c3, c4). 

 
Figure 1.  A simple XML document tree and a twig query tree. 

Previous works about twig query algorithms can be 
classified into two-phase algorithms and one-phase 
algorithms. While two-phase algorithms, like TwigStack [2], 
suffer from expensive merging cost, the one-phase 
algorithms, such as Twig2Stack [3], TwigList [4], TwigMix 
[5], TwigFast [5], use special data structure to store query 
result without merging. Compared with the other one-phase 
algorithms, TwigList is nearly the most efficient one, and it 
is not dependent on Tag Streaming [6] which reduces the 

generality of the algorithm. So we choose TwigList to be 
integrated with XQuery implementation. Although a number 
of efficient twig query algorithms have been proposed, most 
XQuery implementations still do not support twig query. 
One of the reasons is the lack of support for twig query in 
XML algebras, and [7] try to solve this problem. Also, we 
need a new method to enumerate result for twig queries. 
Enumeration in XQuery implementation should be different 
with one in present twig algorithms. Simply, instead of 
enumerating all results, we only need part of them. 

In this paper, we provide a comprehensive solution to 
tackle the above challenge. In summary, the main 
contributions are: 

• We propose a novel method to enumerate result for 
TwigList in XQuery implementation. This method 
combines TwigList result and other XQuery 
expressions together by special variable. And only 
the useful part of result will be enumerated. 

• Then, to complete this method, we propose the new 
enumeration algorithm for TwigList. This algorithm 
provides solution for duplicate result problem and 
out-of-orderness issue. 

The rest of the paper is organized as follow. Section 2 
explains the terminology and notations used in this paper. 
Section 3 introduces TwigList and a basic XQuery 
implementation. The enumeration method is presented in 
detail in Section 4. Then Section 5 shows the result of 
performance test. Finally, Section 6 is about summary and 
future work. 

II. TERMINOLOGY AND NOTATIONS 
An XML document is modeled as a node-labeled tree, 

referred to as XML document tree. A twig query is also a 
node-labeled tree, named twig query tree, it has two types of 
edges: /-edge and //-edges, which represents parent-child 
(PC) relationship and ancestor-descendent (AD) relationship 
respectively. The twig query problem is to find all 
occurrences of twig query tree in the XML document tree. 
The twig query in Fig. 1 is //A[B]/C, an XML element a can 
be a match to query node A when it has path matches for 
both //A/B and //A/C. In this paper, we assume the XML 
elements with labels in lower-case letter match the query 
nodes with labels in the corresponding upper-case letter. For 
instance, a1 and a2 match node A. 

We use region encoding [8] for XML document, which is 
widely used in XML query processing. Region encoding 

a1 

c1

a2 

b1 c4 

c2

c3 b2 

[1, 16, 1] 

A 

C B 
[10, 11, 4] 

[14, 15, 2] 

[7, 12, 3] 

[8, 9, 4] 

[5, 6, 3] 

[2, 3, 2] [4, 13, 2] 
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associates each XML element with a 3-tupe [LeftPos, 
RightPos, Level]. Here Level is the depth of the element in 
the XML document tree. LeftPos and RightPos are both 
integers. Given any two XML elements, e1 and e2, e1 is e2’s 
ancestor iff e1.LeftPos < e2.LeftPos and e2.RightPos < 
e1.RightPos. Furthermore, if e1.Level = e2.Level−1, then e1 
is e2’s parent. This encoding allows efficient structural 
checking between two XML elements. Fig. 1 also includes 
the region encodings. 

III. TERMINOLOGY AND NOTATIONS 
In this section, we first introduce TwigList. Then a basic 

knowledge of XQuery implementation will be represented. 

A. TwigList 
TwigList is one of the best one-phase algorithms for tree 

pattern matching. It uses a set of list to store the result of 
twig query and the structure relationship between them. 
TwigList is based on the following property of XML: A//B 
against an XML tree τ. If an A-typed node is an ancestor of a 
set of B-typed node in XML tree τ: (1) it must be able to 
specify a minimal interval for the A-typed node to cover all 
such B-typed nodes; (2) it must be the case that there does 
not exist any B-typed node in the interval that is not a 
descendant of the A-typed node. 

TwigList will create a list for each node in the twig query 
tree. Then a set of pointers are used to specify the interval 
which is introduced above. And sibling pointer is used to 
describe the elements with same parent element for PC 
relationship. Consider the twig query in Fig. 1, Fig. 2 shows 
the data model of TwigList. In this figure, according to the 
pointers, a2 is the ancestor of b2 and c3, a1 is the ancestor of 
all elements in LB and LC, and c4 is the sibling of c1. 

 
Figure 2.  Data model of TwigList. 

TwigList includes two algorithms: TwigList-Construct 
algorithm is a procedure to construct the lists, and TwigList-
Enumerate algorithm is to enumerate the result. When 
constructing the lists, TwigList uses a stack, S. XML 
elements are pushed into the stack in pre order, and the start 
pointer will be set. With the use of stack S, elements will be 
popped in post order, and each of them will be checked to 
see whether it should be appended to the corresponding list. 
The end pointer will be set after popping them up. 

The data structure of TwigList changes a little in our 
implementation. Because we need to do insert operation to 
fix the out-of-orderness issue, we use linked list instead of 
array for better performance. Every XML element in the 

linked list includes pointers, start pointers and end pointers, 
to capture the intervals. 

B. XQuery Implementation 
Our laboratory builds a basic XQuery implementation [9] 

for research. This implementation introduces a flexible 
intermediate language, named Functional XML Query 
Language (FXQL), to describe the query plan of XQuery. 
Twig query is integrated in FXQL by a language structure 
named “with” clause for representing the twig query tree. 
The system use TwigList in its twig query engine. An 
XQuery program will be translated to FXQL representation 
and then to be evaluated. The detail of XQuery’s 
implementation will not be discussed in this paper. Only part 
of the system that related with twig query will be introduced. 

Table 1 shows the grammar of twig query in FXQL. An 
FXQL expression Exp could be a twig query expression 
which consists of Exp and TBind. TBind is used to describe 
the twig query tree that contains bindings and steps. With in 
bindings, Id means the variable that the Path binds to. 

TABLE I.  GRAMMAR OF FWIG QUERY IN FXQL 

Exp Exp with TBind Twig query expression 
Exp Id.Id Dot opreration 
TBind Id:=Path Optional binding to leaf node 
TBind Id=Path Mandatory binding to leaf node 
TBind Id:=Path{TBind+} Optional binding 
TBind id=Path{TBind+} Mandatory binding 
Path Step+ Path expression 
Step /Nodetest[Arg]* Step with PC relationship 
Step //Nodetest[Arg]* Step with AD relationship 

 
And Table 2 shows the FXQL program of the twig query 

in Fig. 1 where $src means the root element of the XML 
document. 

TABLE II.  FXQL PROGRAM OF TWIG QUERY IN FIG. 1 

1: $r1 
2: with $t1 := $src//A{ 
3:          $t2 = /B; 
4:          $r1 = /C; 
5: }

 

IV. ENUMERATION METHOD 
In the previous section, we give a quick view of TwigList 

and an XQuery implementation. And with a simple example, 
we show how to describe twig query in this XQuery 
implementation. We will explain the detail of the 
enumeration method in this section. 

A. Motivation 
Despite most of the XQuery implementations [10, 11, 12, 

13] do not support twig query, it is the tendency [7, 14, 15] 
to integrate twig query with XQuery implementation. In all 
kind of integrations, enumeration method will always be a 
key issue. Compared with enumeration method in paper 
about twig query, instead of enumerate all results at one 
time, it’s better to only enumerate part of the results, and 

LA [a1  a2] 

LB [b1  b2] LC [c1  c2  c3  c4] 
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enumerate them when needed. For example, as the twig 
query in Fig. 1, only C-typed nodes need to be enumerated. 

Another requirement of enumeration method in XQuery 
implementation is grouped return. [14] introduces 
generalized tree pattern (GTP) which extended twig to 
support optional axis, return node and grouped return node. 
In order to make TwigList supports GTP, we need to extend 
the TwigList-Construct algorithm which will not be 
discussed in this paper. The data structure of TwigList will 
not change after the extension. 

B. The Enumeration Method 
Consider the grammar in Table 1, the last step in each 

path is bind to a variable. So, they are either return nodes or 
nodes for other evaluation (such as predicate). We use these 
variables to enumerate result for TwigList. Each variable is a 
sequence that contains all matched XML elements for the 
binding “step”. As the FXQL program in Table 2, $t1 is bind 
to A in $src//A, $t2 is bind to B, and $r1 is bind to C. 

The essential idea of the enumeration method is as 
follow. Given a twig query tree Q, node Qr is bind to 
variable v. All XML elements matched Qr save in v as a 
sequence. With the use of variable binding, it is transparent 
for FXQL program to evaluate with twig query. The 
enumeration of TwigList is hided in the initialization and 
traversal of the variable introduced above. 

To deal with grouped return issue, a new operator “.” is 
introduced, named dot operator. $a.$b means return all XML 
elements matched with the binding “step” of $b, and they are 
grouped by XML element $a. 

C. Enumeration Algorithm 
Variable is the glue between FXQL program and result of 

TwigList. The real enumeration algorithm is hided in the 
initialization and traversal of the variable. In this subsection 
we will introduce the enumeration algorithm. 

Before we proceed, we define several functions: (1) 
head(l) returns the head element of list l, (2) tail(l) returns 
the tail element of list l, (3) next(e) returns the next element 
of e in the corresponding list, (4) sibling(e) returns the 
sibling element of e in corresponding list according to the 
sibling pointer, (5) firstChild(e, V) returns the first V-typed 
child of e in corresponding list. The first V-typed child is 
recorded when creates the sibling pointer, (6) 
lastDescendent(e) returns the last descendent of e in the 
same list. The last descendent of each XML element is also 
recorded in the construct algorithm. Then we define a data 
structure, Range. Range is a list; each item is a 2-tuple [start, 
end]. Start and end are both pointers to a list for children. 
Each 2-tuple determined a range in corresponding list. If the 
end is null, it means we should compute the result following 
the sibling pointer instead of next pointer. 

Table 3 shows this algorithm. This main idea of this 
algorithm is to calculate the range of each query node in the 
path from root to target node iteratively. Each calculating is 
done according to the relationship (AD or PC) between two 
query nodes in the parameter list. In detail, line 1 to line 6 of 
the main part is used to initialize variables. The start range is 
set base on the relationship of the root node. Then, from line 

7 to line 11, function calculateRange is called for each node 
in the path to calculate the range for them. As the twig query 
in Fig. 1, the root node is A, the target node is C. After 
initialization, the range on LA is ((a1, a2)). Then 
calculateRange is called and returns the range on LC. The 
result range is ((c1, c1), (c3, c3), (c4, c4)). 

In the procedure calculateRange, it includes different 
situations: 

• The first case (line 14 to line 18) is to deal with 
continuous PC relationship, likes /A/B. When 
followSibling is true, it means the range of next node 
should be calculated by sibling pointer for PC 
relationship. The followSibling will be true until the 
algorithm meets the first AD relationship in line 9. 

• Then, from line 22 to line 25, it is to deal with the 
first AD relationship after the first case, such as 
/A//C. Since range of previous node A is calculated 
by sibling pointer, and every XML element in this 
range is in different sub tree of XML document tree, 
the result range contains all intervals in the 
corresponding list. 

• Line 32 and line 38 are used to process the AD 
relationship after the first AD relationship, for 
example //A//B, so followSibling is false here. In this 
case, the result range should be all intervals in the 
corresponding list. We use function lastDescendent 
to skip some sub intervals. 

• Line 34 and line 40 ~ 43 are used to deal with the PC 
relationship after the first AD relationship, such as 
//A/B, /A//B/C/D and so on. We put all suitable 
XML elements into the range one by one, line 40 ~ 
41 checks if a XML element is suitable. In this 
situation, duplicate result may be generated, we will 
discuss it later. 

It is easy to expand the enumeration algorithm to support 
grouped return by changing the start query node of the path, 
and making a little change in line 9. Because our 
enumeration algorithm will not calculate all result, so the 
time complexity will not more then TwigList. However the 
space complexity may be more than TwigList, is O(|R|) in 
worst case, where |R| is the total number of twig-pattern 
matching. 

TABLE III.  THE ENUMERATION ALGORITHM 

Input: A query tree Q with n nodes {V1,…,Vn}; a set of list L, consisting 
of all Lvi, for 1 ≤ i ≤ n; a query node Vi, which is the target node of the 
twig query. 
Output: A range R, it contains the range of result in Lvi. 

1: initialize R as empty; 
2: if relationship between Vroot and Vroot’s parent is AD then 
3:   insert [head(Lvroot), tail(Lvroot)] into R; 
4: else 
5:   insert [head(Lvroot), head(Lvroot)] into R; 
6: followSibling ← true; 
7: foreach query node in the path from Vroot to Vi (include Vroot), Vk 

do 
8:   Vm ← Vk’s child in the path; 
9:   if followSibling = true ∧ (relationship between Vk and Vm is AD) 

then 
10:     followSibling ← false; 
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11:   R ← calculateRange(R, Vk, Vm, followSibling); 
12: return R; 

Procedure calculateRange(S, Vj, Vk, followSibling) 
13: let R be empty Range; 
14: if followSibling = true then 
15:   foreach tuple [start, end] in S do 
16:     while start ≠ null do 
17:       insert [firstChild(start, Vk), null] into R; 
18:       start ← sibling(start); 
19: else 
20:   lastEnd ← null; 
21:   foreach tuple [start, end] in S do 
22:     if end = null then 
23:       while start ≠ null do 
24:         insert [start.startVk, start.endVk] into R; 
25:         start ← sibling(start); 
26:     else 
27:       if lastEnd ≠ null ∧ start is descendent of lastEnd then 
28:         continue; 
29:       lastEnd ← end; 
30:       if start = end then 
31:         if relationship between Vj and Vk is AD then 
32:           insert [start.startVk, start.endVk] into R; 
33:         else 
34:           insert [firstChild(start, Vk), null] into R; 
35:       else 
36:         while start ≠ next(end) do 
37:           if relationship between Vj and Vk is AD then 
38:             insert [start.startVk, start.endVk] into R; 
39:           else 
40:             foreach element c in Lvk between start.startVk and 

start.endVk do 
41:               if c’s parent element is between start and 

lastDescendent(start) in Lvj then 
42:                 insert [c, c] into R; 
43:           start ← next(lastDescendent(start)); 
44: return R; 

D. Out-of-Orderness Issue and Duplicate Result Problem 
Out-of-orderness issue means the result of twig query 

should be organized in document order, that's to say, they 
should be in pre order. The original TwigList algorithm does 
not support orderness. We expand it to fix this issue by 
changing the construct algorithm. Then every XML elements 
will store in its corresponding list in pre order. And our 
enumeration method makes use of this expansion to keep 
result in pre order. 

Duplicate result may be generated when calculates the 
range in the fourth situation that lists above. In that situation, 
the result range will consist of several “one element” 
intervals. There may be AD relationship between these 
elements, then duplicate result will be generated when 
calculates next query node for AD relationship. In Fig. 1, 
assume d1 is c3’s child and the twig query is //A[B]/C//D, 
after calculation of C, the range is ((c1, c1), (c3, c3), (c4, 
c4)). Because c3 is c1’s descendent, d1 may be enumerated 
twice according to line 32 in Table 3. 

To address the duplicate result problem, our algorithm 
will skip intervals that are descendent of the interval 
processed before. Line 27 to line 29 in Table 3 does that. 
When deal with the example in previous paragraph, (c3, c3) 
will be skip since it is c1’s descendent. 

V. PERFORMANCE TEST 
We built an XQuery implementation and integrated 

TwigList into it with our enumeration method using Java 
1.4.2 and ran performance test on a PC with an Intel Core 2 
P8600-2.5GHz processor and 2GB main memory. 

A real dataset, TreeBank [16], which is a deep recursive 
document, is used for this test. This dataset contains more 
then 3.6 million elements, the max depth is 36, and average 
depth is 7.8. We compared the XQuery implementation 
before and after integrated TwigList into it in terms of query 
process time. Table 4 shows the test case we choose, and 
result is in Fig. 3. 

TABLE IV.  TEST CASES 

No. XQuery Program 

Q1 //S//PP[.//NP]//IN 

Q2 //S/VP/PP[IN]/NP/VBN 

Q3 //VP[DT]//PRP_DOLLAR_ 

Q4 //S/VP//PP[.//NN][.//NP[.//CD]/VBN]/IN 

Q5 //S[.//VP][.//NP]/VP/PP[IN]/NP/VBN 

Q6 for $e in //EMPTY[.//NP/PP//NNP][.//S[.//PP//JJ]//VBN] return $e 

Q7 for $b in //S[.//VP][.//NP//CD] let $c:=$b//VBN return $c  
 
 

 
Figure 3.  Test rusult. 

Experimental results in Fig. 3 show that, the one using 
twig query get better performance. The query processing 
time decrease by 38.5% ~ 52.5% by using twig query. More 
over, more complex the twig query is, more obvious 
efficiency the implementation gains. 

VI. SUMMARY AND FUTURE WORK 
In this paper, we represent a novel method to enumerate 

result for TwigList in XQuery implementation. We use 
variable binding to connect the result of twig query and the 
XQuery implementation. Then we list and explain the 
enumeration algorithm which achieves the connection. Our-
of-orderness issue and Duplicate result problem are 
discussed also too. And in the performance test, the XQuery 
implementation gains better performance by integrating with 
TwigList. 

In the future work, we are planning to improve this 
enumeration method to reduce the space complex in worst 
case. And we also want to use early enumeration to further 
improve the performance. In addition, we will employ more 
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twig algorithms, such as Twig2Stack, to run the performance 
test. 
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Abstract—Keyword-Driven Analytical Processing (KDAP) 
integrates the simplicity of keyword search with the 
aggregation power in OLAP (Online-Analytical Processing), 
which provides an easy-to-use solution to organize the data in a 
way that a business analyst needs for thinking about the data. 
For any user query, the system generates Candidate Subspace 
temporarily through a breadth-first traversal of schema graph. 
As the number of query keywords increases or the data 
warehouse schema becomes complicated, time spent on 
generating Candidate Subspace may increase rapidly. In this 
paper, we propose a preprocessing technique for candidate 
subspace generation to support efficient KDAP. The novel 
approach reduces query time by doing all significant works in 
advance. It preprocesses the schema graph to generate all 
schema graphs of Candidate Subspace (Gcs) and then stores 
them in the database. When a user issues a keyword query, 
proper Gcss are quickly retrieved from the database. 
Candidate Subspace can be generated from corresponding Gcs. 
We demonstrate using several experiments that our approach 
is efficient. 

Keywords-database; keyword search; OLAP; preprocessing; 
candidate subspace 

I. INTRODUTION 

Due to the simplicity of querying, keyword search has 
become one of the most popular paradigms for information 
discovery. In recent years, there has been a great deal of 
interest on using keyword search over relational databases 
(KSORD), which allows naive users to acquire information 
in relational databases without any knowledge about the 
schema or the query languages. Much research on KSORD 
has been done, and many prototypes of KSORD have been 
developed. According to the data model they adopted, they 
can be categorized into two types: Schema-graph-based 
systems such as DBXplorer [1], DISCOVER [2], SEEKER 
[3] and IR-Style [4], and Data-graph-based systems such as 
BANKS [5], BANKS II [6] and DETECTOR [7, 8]. 
Likewise, the KDAP[9] system provides keyword-based 
search to OLAP (OnLine-Analytical Processing) where the 
user submits a set of keywords and the system dynamically 
determines multiple interesting facets and presents 
aggregates on a predetermined measure. KDAP is also based 
on the schema graph .While KDAP is aimed at data 
warehouses with a star or snowflake schema. In this paper, 
we focus on the candidate subspace generation in KDAP. 

 
*Corresponding author 

Candidate subspace refers to a subset of entire multi-
dimensional dataspace. Each subspace essentially 
corresponds to a possible join path between the dimensions 
and the facts [9]. KDAP uses the user keywords to generate 
the candidate subspace. For a given query Q, the system 
produces hit groups for each keyword and then generates all 
join paths from its hit table to the fact table through a 
breadth-first traversal on the schema graph. Finally, the 
system enumerates all the possible combinations of the hit 
groups’ paths to produce candidate subspace. However, as 
the number of query keywords increases or the database 
schema becomes complicated, it will take much more time to 
generate candidate subspace for a query Q. For example, 
suppose that the number of keywords is m and each keyword 
has n join paths to the fact table, there will be nm 
combinations at most. On one hand, it may lead to 
combination explosion when n and m are large. The number 
of join paths grows exponentially with the number of 
keywords and the size of the data warehouses. On the other 
hand, a query Q may hit many hit groups that come from the 
same table. In this situation, a path will be found many times.  

In this paper, we propose a preprocessing technique for 
candidate subspace generation to support highly efficient 
keyword-driven analytical processing. Our approach does all 
significant work in advance. In the fist step, we preprocess 
the schema graph to generate all schema graphs of candidate 
subspace (Gcs). In the second step, the information of these 
graphs is stored in the database. When a user query arrives, 
proper Gcss are directly retrieved from the database. Finally, 
candidate subspace is generated from corresponding Gcs. 
Experimental results verify our approach effectiveness. 

The rest of the paper is organized as follows. In 
sectionⅡ, we review some related works. Section Ⅲ 
introduces the basic concepts needed. Section Ⅳ provides 
the detail of our solution and algorithms. The experimental 
results are shown in sectionⅤ.Finally, Section Ⅵ concludes 
this paper. 

II. RELATED WORKS 
DBXplorer[1] first prunes the schema graph by 

repeatedly removing leaves which don’t contain any 
keywords of the query. Then it uses a heuristic approach on 
the pruned schema graph to enumerate “join trees” which 
have potential answers to a user query. DISCOVER[2] 
generates Candidate Networks (CN) through a breadth-first 
traversal of the tuple-set graph rather than the schema graph. 
The tuple-set graph adds the tuple set related to the keyword 
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query in the base of the schema graph. Execution time of 
both systems increases significantly with the number of 
candidate joining networks or the number of keywords in the 
query. The efficiency of KSORD has attracted more and 
more attention recently and many optimization methods have 
been proposed in this area. IR-Style improved DISCOVER. 
IR-Style only creates a single tuple set for each relation with 
text attributes so that Gs is much smaller than that in 
DISCOVER. Thus, CN generation is much faster in IR-
Style. BANKS II [6] proposed bidirectional search algorithm 
to improve BANKS [5]. Another method to improve�the 
performance of KSORD systems is to develop preprocessing 
techniques to generate much more information in advance. 

As we know, preprocessing module of KSORD usually 
products the data graph or the schema graph. A 
preprocessing technique was proposed in HUNTER [10] to 
generate CN patterns in advance. Its basic ideas are 
candidate network schema extension algorithm which is 
based on production rule and candidate network assignment 
algorithm. HUNTER also studies that how to check 
isomorphism of candidate network. PerCN [11] applies to 
OR semantic of KSORD. It firstly executes a breadth-first 
traversal on Maximum Pattern of Tuple Set Graph (max 
(PGts) to generate all CNs under the limitation of Maximum 
allowed Keywords Number(MaxKeywNum) and 
MaxCNsize in advance, and then stores those CNs in the 
database. when a user query is submitted, the system 
searches the satisfied CNs from the database. PerCN greatly 
reduces the time of generating the candidate network .FRISK 
[12] uses A* search strategy with an admissible heuristic 
scoring function to improve efficiency of candidate subspace 
generation [9]. 

Unlike systems of KSORD, KDAP [9] performs 
analytical queries over muti-dimensional historical data with 
fact data and dimension data. Therefore, our approach is 
different from the above preprocessing techniques in 
KSORD. Based on a star or a snowflake schema, our novel 
approach preprocesses Gs to generate the set of Gcss .The 
result of preprocessing is schema information of subspace. 
Essentially, they are join paths between the dimensions and 
the facts. When a user query comes, candidate subspace can 
be generated from Gcs stored in the database. In addition, our 
approach classifies Gcss  to store the schema information and 
uses indexes on the information for efficient retrieval. 

III.  BASIC CONCEPTS 
Before we describe our approach in more detail, we 

introduce the terms and concepts used in this paper. 
Definition 4 and 5 is based on [9]. 

Definition1. Keyword Query (Qk). A Qk is a set of 
query keywords, denoted as Qk (k1, k2, ..., kn), ki(1 ≤ i ≤ n) is 
a query keyword.  

Definition2. Schema Graph (Gs). The schema graph 
Gs(V,E) is a directed graph that captures the foreign key 
relationships in the schema. Gs has a node for each relation 
Ri, and an edge Ri → Rj for each primary key to foreign key 
relationship from Ri into Rj. 

Definition3. Hit Set (H). RDMS use the full-text index 
to produce the hit set Hi for ki .Each hit represents the 

attribute instance that matches the keyword ki. Each hit 
represents a triplet: the table name Rj

ih . , the attribute 

name Attrh j
i . , the attribute instance value Valueh j

i .  .  
Note that we use indexes on an attribute level instead on 

a tuple level that current KSORD systems usually do. For 
Example, the hit set for keyword “Columbus” has two hits: 
Loc/City/”Columbus” and Holiday/Event/”Columbus Day” 

Definition4. Hit Group (HG).All hits in the same hit 
group HGk

i are drawn from the same attribute domain,i.e. 
group AttrAttrRRik

i hhhhHGhhHHG l
i

j
i

l
i

j
i

k
i

l
i

j
i ....,,, =∧=∈∀⊂ .For 

example, the hit groups for keyword “LCD” could be 
{PGROUP/Group Name/ (”LCD Projectors” OR” Flat 
Panel(LCD)”)}. 

Definition5. Schema Graph of Candidate Subspace 
(Gcs). Gcs is created for a user query Qk, which is also a 
directed graph with all nodes and edges in Gs(V,E).However, 
each Gcs must contain a node of the fact table and the join 
path must go through the fact table. For example, 
{Loc→Trans} is a Gcs but {Loc→Cust} is not. 

IV.  PREPROCESSING TECHNIQUE 

A. Architecture 
Fig 1 provides an overview of our preprocessing 

approach for KDAP. Pre-processing module and Query 
module are independent to each other. The relevant 
parameter such as the maximum size of Gcs (MaxGSize) can 
be assigned before preprocessing. MaxGSize represents the 
maximum size of Gcs that the system allowed. For a given 
database schema, as the MaxGSize grows, both the number 
of generated Gcss and the preprocessing time will increase. 
Then, the preprocessor generates all Gcss through the schema 
graph and stores them in the database for searching. When a 
user query arrives, the system will retrieve Gcs quickly from 
the database instead of being temporarily generated through 
a breadth-first traversal of its Gs. Finally, we assign 
corresponding hit group to replace previous node of selected 
Gcs. Generally, the database schema is usually stable. 
Therefore, the processing only needs to be executed one 
time.  

 
Figure 1.    Preprocessing for KDAP system 
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B. Gcs Generation  
Based on our observations, different hit groups may 

match different attribute domains in the same table. Fig 2 
shows the EBiz schema [9]. Conceptually, there are 4 
dimensions: Time, Store, Customer, and Product. Transitem 
and Trans are the fact table. Suppose that two hit groups :{ 
Loc/city/ (”Columbus”)} and {Loc/country/ (”England”)}, 
both hit groups are from dimension table Loc. we can see 
that they have the same join path to the fact table in Fig 2. In 
other word, we can get different candidate subspaces from a 
Gcs. Furthermore, different keyword queries may product the 
same candidate subspace. Therefore, our preprocessing 
approach generates all Gcss based on the schema graph. 

 
Figure 2.  Example:the EBiz schema    foreign key→primary key 

For a given OLAP dataspace and Gs, a straight-forward 
method of generating Gcs in advance is to enumerate each 
relation. We consider a database that has n relations. The 
number of combinations is 2n-1 at most. In practice keywords 
only hit the table that has full-text indexes on. Let Rt denote 
as the set of keyword nodes, we only compute each table in 
Rt in sequence to generate all Gcss through a breadth-first 
traversal of Gs.  

We briefly describe our Gcs generation algorithm in 
Algorithm 1. Firstly, a queue used to store generated Gcss is 
initialized. Secondly, we adopt the breadth-first traversal to 
enumerate all join paths connecting to the fact table for each 
ri in Rt. Gcss are generated by computing all the possible 
combinations of each join path from different relations. Note 
that the same table may have different join paths to the fact 
table. Combinations of these paths can also product some 
significant Gcss. For instance, consider the table Loc, {Loc→ 
Trans} and {Loc→ Customer→ Account→ Trans} (Fig.2.) 
are join paths connecting to the fact table. Two Gcss can be 
generated from two join paths. However, Fig 2 shows that a 
combination of both Gcss is also a Gcs. In this case, we should 
merge both tables into one single table expression. Line 5 of 
algorithm 1 makes combinations of each join path generated 
by one table. Line 14 merges tables by removing a same 
node and adding an edge to another table. Finally, each Gcs 
must be checked whether the size is greater than MaxGSize 
or not. 

In the Gcs generation, we define only one parameter: 
MaxGSize. The parameter refines the size of Gcs (e.g. 
MaxGSize=4). As the MaxGSize increases, the number of 
generated Gcss will increase. The preprocessing can get good 

effectiveness as long as the MaxGSize set a proper value. 
This proper size can be got by experiments. Another factor 
for preprocessing capacity is the size of given schema graph 
(GsSize). It is determined by a given database schema. (e.g. 
GsSize is 11 in fig 2). With the growth of GsSize, both the 
number of generated Gcss and the preprocessing time will 
dramatically increase. In this paper, we evaluate effects of 
MaxGSize and GsSize to our approach. 

Algorithm 1. Gcs Generation Algorithm 

Input: the schema graph Gs, MaxGSize 
Output: the set of Gcs 

Begin 
1:Initialize Q: queue of Gcs set; 
2 :for each ri in Rt do 
3: find joins paths connecting to the fact table// 
breadth-first traversal of schema graph 
4:end for 
5: generate all the combinations of ri join paths→ 
Gcs //also enumerate all the combination for join 
paths of ri  
6:  for each Gcs do 
7:   Q.Put(Gcs); 
8:   while Q is not Empty do 
9:     Get the head C1 from Q 
10:        if C1.size≥ MaxGSize then 
11:                  return; 
12:              end if 
13:            if Gcs contains the same ri then 
14:           merge the table into one single table 
15:          end if 
16:     end while 
17:  end for 
18:Store each Gcs into the database; 
19:Retrun the set of Gcs; 

C. Gcs  Selection 
We use the database to store Gcss which are classified in 

advance. Fig 3 shows an example of Gcs categories. A simple 
classification algorithm is that we scan every Gcs to extract a 
set of tables whose indegree is 0 and then sort these sets. In 
addition, each category is sorted by Gcs size. 

 

 
Figure 3.  Example of Gcs categories 

Suppose that a query Q (k1, k2, ..., km), m is the number 
of keywords. After generating Candidate Interpretations, we 
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can get a set of hit groups },....,,,{ 321 321 HGHGHGHG Km
n

KKK , 
each of which is drawn from different hit set. Ki denotes the 
number of hit groups from keyword ki .We identify the table 
name R of each HGk

i  and compute combinations of tables 
that from different hit set. A candidate combination of query 
Q is a set, we define S as a set of S = )}(......,,{ 321 nlRlRRR ≥ . 
Each Ri is a node whose indegree is 0 in Gcs. Another 
situation is that Ri is a join path node in Gcs .In this case, we 
just scan the Gcs and check whether it contains all Ri or not. 
We can create an ordered index on TYPE and construct SQL 
queries to select the proper Gcs quickly [13]. For selected Gcs, 
we assign corresponding hit groups to replace previous node.  

V. EXPERIMENT 

A.  Experimental Setup 
The experiments designed in this section were performed 

on a system with a dual-core 2.33GHz Intel processor with 
2GB of memory running Windows XP. We used a separate 
database which we denote as SaleDW. SaleDW is a subspace 
of AdventureWorksDW that comes with SQL Server 2005 
Analysis Server. SaleDW contains two sizeable fact tables: 
Internet Sale Fact and Reseller Sales Fact, 7 dimensions, 13 
tables and has more than 30 full-text search-able attribute 
domains. We implemented our preprocessing approach in 
Java and connected to the RDBMS via JDBC. The IR engine 
is the Microsoft Search. 

B.  Result and Discussion 

 
Figure 4.  fix MaxGSize =6, and vary KeywordNum(2-7). 

 
Figure 5.  fix KeywordNum=3, vary GsSize (5-11) 

 
Figure 6.  fix KeywordNum=3, vary MaxGSize(2-7) 

In Fig 4, we fix MaxGSize to 6 and vary the number of 
keywords from 2 to 7.We can see that in most cases, the 
system with preprocessing approach performs stably and 
efficiently, and the time spent on the generating the 
candidate sunspace is much less than the original system. 
Compared with the preprocessing approach, time spent on 
original candidate subspace generation grows rapidly as the 
number of keywords. The reason is that the original system 
generates candidate subspaces temporarily through a 
breadth-first traversal on the schema graph. However, our 
preprocessing approach just quickly retrieves the Gcs from 
the database.  

In Fig 5, we fix the number of keywords to 3, select 
different data sets from saleDW radomly to vary GsSize 
from 5 to 11. As the database schema graph become 
complex, the system without preprocessing will increase 
dramatically. On the contary, our preprocessing approach 
varies a little, which verifies our method’s effectiveness. 

In Fig 6, we fix the number of keywords to 3, vary the 
MaxGSize from 2 to 7. Gcs Number represents the number 
of generated Gcss, and CS Number denotes the number of 
candidate subspace. As the MaxGSize increases, Gcs 
Number and CS Number increase. When the MaxGSize is 2, 
the number of candidate subspace is greater than the number 
of Gcs, because a dimension table may product many hit 
groups and the same join path is computed many times. 
When the MaxGsize is greater than 5, the curve of Gcs 
Number becomes smooth. This implies that MaxGSize 
plays an important role in the generation algorithm. 

VI.  CONCLUSION AND FUTURE WORK 
In this paper, we presented a preprocessing technique for 

Candidate Subspace generation to support efficient KDAP. 
Based on the schema graph, our novel approach generates all 
Gcss in advance and then stores them in the database. 
Furthermore, we have described our progressing architecture 
and introduced Gcs generation algorithm, Gcs storing and Gcs 
selections. Experimental results verify our approach 
effectiveness. In future work, we will improve the capacity 
of our approach to preprocess more complex database 
schema. 
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Abstract—Supply chain process and information sharing play 
critical roles in today’s supply chain management. Previous 
research in supply chain management has studied various 
supply chain processes and different aspects of information 
sharing separately. This paper analyses three aspects of 
information sharing in supply chain : information sharing 
support technology, information content, and information 
quality. 

Keywords-information sharing; supply chain; information 
technologye; information content; information quality  

I.  INTRODUCTION  
The supply chain management concept has received 

significant attention in both academic and practitioner circles 
for a number of years(Bechtel and Jayaram,1997;Cooper, et 
al.,1997;Lambert, et al.,1998). Recently, supply chain 
management and information technology management have 
attracted much attention from both practitioners and 
researchers. As technology develops, firms tend to become 
more integrated. Therefore, integrating supply chain 
management with up-to-date information technology 
becomes critical. In today’s industry, effective supply chain 
process and effective information sharing are two major 
approaches to improve business performance (Piszczalski, 
2002).  

Anecdotal evidence on demand information sharing 
among firms and their suppliers is abundant. Examples  
include Campbell Soup (Clark 1994) and SPA (Hammond 
1994). The most celebrated implementation of demand 
information sharing is Wal-Mart’s Retail Link program 
which involves monitor the company’s inventory levels. 
Automobile industry might be the most extensively studied 
industry in information sharing. A good example is Toyota 
which is well known for its effective processes. Realizing the 
importance of information sharing, Toyota began to 
implement SAP in late 1990 and work on both effective 
processes and information sharing. In high tech industries, 
strategic partnership with suppliers is credited for the success 
of Dell and Cisco. As stated by Magretta (1998), the 
extensive level of information sharing blurs the traditional 
boundary of firms in the value chain(Magretta 1998). 

Most of the previous research on the effect of 
information sharing focuses exclusively on sales and demand 
information (e.g. Lee et al. 1996,1997;Crespo et al. 2001).It 
has been reported that the benefit of information sharing is 

significant, especially in deducing the bullwhip effect (e.g. 
Lee et al. 2000) and supply chain costs (e.g. Gavirneni et al. 
1996; Swaminathan et al. 1996; Tan 1999). However, the 
findings are inconclusive regarding the performance effect of 
information sharing on various participants.  Swaminathan et 
al.(1997) and Cohen (2000) argue that information sharing 
may not be beneficial to some supply chain entities owing to 
the high adoption cost of joining the inter-organizational 
information system and unreliable and imprecise 
information. Li (2002) demonstrates that nature of 
competition in product market is critical to the decision of 
information sharing with the suppliers. 

This paper focuses on three aspects of information 
sharing: information sharing support technology, information 
content, and information quality.  

II. INFORMATION SHARING SUPPORT TECHNOLOGY 
Advances in information technology(IT) have reshaped 

the way companies interact with their suppliers and 
customers and have transformed the practices of supply 
chain management and partnership in industry. The IT 
revolution improves flows of information available between 
manufacturing firms along the value-chain and fosters better 
coordination and joint decision making processes among the 
participation companies(Kopczak, 2003 and Lee and Hwang 
2000). 

A. Interorganizational systems 
Interorganizational systems(IOS) are designed to 

facilitate information sharing between partners in order to 
serve customers better and to reduce costs. By working 
closely with their partners, supplying them with internal 
information, and transmitting information to and retrieving it 
from partner’s systems directly, firms can shorten delivery 
time and incorporate critical market information into their 
production by increasing communication efficiency and 
effectiveness through IOS. IOS is a type of corporate 
information systems(CIS). A CIS consists of media(the 
firm’s computer hardware and software), actors(users), and 
content(information) stored in hardware and software. There 
are many popular types of CIS that directly and indirectly 
support interorganizational interaction: enterprises resource 
planning(ERP) systems, customer relationship 
management(CRM) systems, supply chain 
management(SCM) systems, and selling(chain) management 
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systems(SMS). Similarities and differences among various 
CIS are compared and contrasted in Table 1. 

TABLE I.  CORPORATE INFORMATION SYSTEMS   

 System Components Primary  
Objective  Media Actors Content 

ERP 
Systems 

Internal 
hardware(
HW)  
and 
software
(SW) 

Internal 
users 

Internal 
information 

Internal 
information 
sharing 

CRM 
Systems 

Internal 
HW and 
SW 

Internal 
users 
 

Information 
about 
customers 

Customer 
relationships 

Procure
ment 
Sustems 

Internal 
HW and 
SW+netw
ork+suppl
ier’s 
HW and 
SW 

Internal 
users 
and 
suppliers 

Information 
about suppliers 
and supplier’ 
products 

Limited 
collaboration 
with 
suppliers 

Selling 
Chain 
Manage
ment 
Systems 

Internal 
HW and 
SW+netw
ork+distri
butor’s 
HW and 
SW 

Internal 
users 
and  

Information 
about products 

Coordination 
with internal 
users 
and 
distributor 

SCM 
Systems 

Internal 
HW and 
SW+netw
ork+partn
er’s HW 
and SW 

Internal 
users, 
suppliers 
and 
distributor 

Information 
about both 
firm’s own and  
partner’s 
products, 
production, 
inventory, 
customers, 
planning, 
forecasting, 
replenshment 

Collaboratio
n 
and 
relationships 
with 
suppliers and 
distributors 

B. EDI  
1) EDI ：EDI’s origins can be traced to an organization 

called the Transportation Data Coordinating 
Committee(TDCC) that released the first set of EDI 
standards for the rail transportation industry in 1975. In 
1979, ANSI chartered the Accredited Standards 
Committee(ASC) X12 to set EDI standards. The ASC is 
structured in twelve subcommittees, which address 
functional business segments such as finance, purchasing, 
materials management, or transportation. Each subcommittee 
has responsibility for individual transaction set standards. 
There are over two hundred and seventy five transaction sets, 
which include forms such as invoice, purchase order, student 
loan claims, and material safety data sheets. The ASC is a 
voluntary membership organization holding regular meetings 
to set and modify standards. EDI standards, as presented in 
ASC X12 are very broad and are intended to accommodate 
virtually any potential user. Notwithstanding the limitations, 
EDI has support because it offers many benefits, such as 
increased business opportunities, better quality from 
improved record-keeping and fewer data errors, lower 

mailing costs by eliminating paper, faster billing and 
potential for enterprise integration. 

Firms adopt EDI to minimize human intervention in 
their business transactions. A firm can choose from a number 
of possible EDI solutions to connect with trading partners, 
including: service bureau, value added network(VAN), 
proprietary network-point to point and web browser interface 
over the Internet. 
2)EDI Level and Technolog:A firm’s technological 
capability is strongly correlated with that firm’s ability to 
overcome technological barriers to EDI adoption; i.e. a firm 
with greater technological capability will be better able to 
adopt a higher level of EDI integration. This does not mean 
that technologically sophisticated firms will choose a high 
level of EDI adoption, just that they will face lower 
technological barriers than their less technologically capable 
counterparts. There are certain minimum capabilities for 
each EDI adoption level. The minimum technological 
capabilities that are required for a firm to adopt an EDI level 
are shown in Table 2-2. 

TABLE II.  EDI LEVEL AND TECHNOLOGY 

EDI level Minimium Technology Required 
EDI N None 
EDISB Facsimile 
EDISA Computer, Modem 
EDI∫ Computer, Modem or Internet 

Access. 
Local Area Network and In-house 
staff expertise 

EDIN means that a firm has chosen not to adopt EDI. 
EDISB is the most basic level of EDI that a firm can adopt. 
The only technological capability it needs is to be able to use 
a facsimile machine. EDISA can also be characterized as 
basic EDI but requires a greater amount of sophistication 
than EDISB. The firm purchases EDI software and uses a 
VAN to transact with the OEM. The level is often called “rip 
and read” EDI because the firm essentially prints out 
incoming EDI transactions, reads it, and then re-keys the 
pertinent information into its internal business application 
software. EDI∫ is the highest level of EDI implementation. 
When a solution is integrated, EDI transactions are directly 
integrated in the firm’s existing business application 
software.  For example, a purchase order transaction may be 
directly tied into the firm’s financial and manufacturing 
planning software. Firms adopting EDI∫ minimize human 
intervention. 

III. INFORMATION CONTENT 
Many managers mistakenly concentrate their 

information sharing on only the hardware and software, 
ignoring the decision-making in the information sharing 
process. Only when management teams both emphasize 
technology investment and choose the appropriate 
information to share, can a firm achieve effective business 
performance. 
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Lummus and Vokurka (1999) described the 
requirements of sharing information among supply chain 
partners. The information includes supplier information (e.g. 
finished goods inventory, MPS, delivery information), 
consumer information (e.g. promotion plan, and demand 
forecast), retailer information (e.g. inventory and POS), and 
distributor information (e.g. delivery schedule). Lee and 
Whang (2000) suggested five types of information to share: 
inventory level, sales data, order status for tracking, sales 
forecast, and production/delivery information. In this paper 
the above sharing information can be divided two types: 
operation information and planning and strategic 
information. 

A. Operational Information 
Operational information includes inventory information, 

production/process information and logistics and distribution 
information. For a better supply chain coordination, the 
information of greater value to the customers is on the 
manufacturer’s production schedules, inventory levels and 
logistic schedules. Such information allows the customer to 
better coordinate its own delivery scheduled and improve its 
service. At the same time, such information may lead to 
lower overall inventory levels in the supply chain, while 
information sharing on distribution may have a significant 
effect on improving the quality of customer service and may 
reduce the payment cycle. Sharing production information 
can improve interactions among trading partners along the 
chains. It can facilitate better coordination among the firms 
and improve the performance of both individuals. A 
downstream manufacturer may use its upstream partner’s 
production information to improve its own production 
scheduling and vice versa. 

B. Planning and Strategic Information 
Planning and strategic information includes sales 

forecast information, product development information, and 
strategic planning information. From a supplier’s 
perspective, the most valuable information a buyer can offer 
is truthful truthful reporting on the market demand. A 
supplied can easily decipher from the sales forecast 
information on the quantity and shares of the other suppliers 
provided to the buyer. Hence, when a firm shares sales 
forecast information with its suppliers, it is clearly engaging 
in a more extensive and strategic partnership arrangement 
than has ordinarily been the case in the past. Yet, sharing 
sales forecasting information with suppliers effectively 
brings the suppliers closer to the product market and thus 
minimizes unnecessary distortions along the supply chain. It 
represents the highest extent of information exchange and 
integration that a supplier can expect from its customers and 
potentially mitigates the problem of “bullwhip” effect and 
allows for full coordinaton among the suppliers and 
customers. Development by a supplier may result in a high 
quality product produced both efficiently and on a timely 
basis. Japanese automobile firm’s success in the 1980s may 

be partly attributed to their suppliers’ close involvement in 
product development. The purpose of strategic planning 
information sharing is to establish a long-term partnership 
and commitment among the supply chain partners. Strategic 
planning information sharing involves the highest level of 
management at the organization. 

IV. INFORMATION QUALITY 
Information quality measures the degree to which the 

information exchanged between organizations meets the 
needs of the organizations. Only when the information is 
high quality, readily accessible, accurate and relevant, would 
the information system be perceived to be useful. 
Information quality can be evaluated by three information 
characteristics of information -- accuracy, recency, and 
frequency. Accuracy refers to the percent of error in the 
information. Data accuracy is critical in affecting operating 
efficiency and customer service. Recency refers to the delay 
between the real occurrence of information and its 
presentation. Another term for recency is timeliness. 
Frequency refers to the length of time between two 
sequential pieces of information. 

The firm can establish an information quality program 
to match the require for the information. The information 
product manager can adopt classical TQM principles in the 
information quality program. Since most departments have 
few, if any, formal methods for information management, 
the opportunities to improve information quality 
management are numerous and the economic gain for so 
doing will be immense. Adapting the TQM , five tasks 
should be undertaken: 

• Articulate an IQ vision in business terms. 
• Establish central responsibility for IQ through the 

IPM(Information Product Manager). 
• Educate information product suppliers, 

manufacturers, and consumers. 
• Teach new IQ skills. 
• Institutionalize continuous IQ improvement. 

V. CONCLUSION 
As technology develops, firms tend to become more 

integrated. Therefore, integrating supply chain management 
with up-to-date information technology becomes critical. 
During the past decade, information technology investment 
in Corporate all over the world has increased significantly. 
While the concept of information technology management 
covers many aspects of a supply chain, the focus of 
information technology management in this paper is 
information sharing among supply chain members. In 
particular, this study focuses on three aspects of information 
sharing: information sharing support technology, information 
content, and information quality. Information sharing 
support technology includes the hardware and software 
needed to support information sharing. Information content 
refers to the information shared between suppliers and 
buyers (manufacturers). It includes two types of information: 
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operation information and planning and strategic 
information. Information quality measures the quality of 
information shared between suppliers and manufacturers. In 
sum, the three aspects of information sharing measure the 
technologies used to support information sharing, the 
information shared among supply chain partners, and the 
quality of information shared. 
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The Design and Implementation of the Online 
Shopping System for Digital Arts 

             GAO Lan-juan    LIU Quan     JIANG Xue-mei 
School of Information Engineering, Wuhan University of Technology, Wuhan Hubei, China 

Abstract—In order to go shopping online more convenient, the 
design and implementation of the online shopping system based on 
JSP is presented in this paper. It mainly introduced the online 
shopping program, online payment, the order generating, and 
completed a series of functions about online shopping for Digital 
works.  
Keywords：Web;  Trade Online;  JSP;  Digital Arts 

I. INTRODUCTION 
Shopping online gradually becomes a kind of fashion with 

the prevalence of Internet and e-commerce. At the same time, 
as the development and the increasing integration of network 
and information technology, many traditional media contents t 
end to digital methods and it can be predicted that the digital 
mass media will be an alternative, which can be extensively 
used in e-commerce, such as online images, MP3's online 
sales, vigorous development of digital cinema, e-book sales 
and so on[1]. In order to carry out online transactions of digital 
works, especially works as images, text, audio and video, we 
build an online shopping system in the application of JSP 
technology and MySQL database, which, achieved a series of 
functions of digital arts transaction, can help people in need 
search online, browse and purchase multi-media works. 

II. SYSTEM  DESIGN 

A. Software configuration of Online Trading System  
The system, as a typical Java Web Applications, has a  

three-layer software architecture. It is described a three-tier 
Web architecture development model using “JSP and 
JavaBean” technology, as shown in Fig. 1: 

The client layer provides a browser-based user interface, 
on which Customers can browse the static or dynamic HTML 
pages which are passed over from the Web server, and users 
can also interact with Web Server through dynamic HTML 
pages. The web server provides an environment special for JSP 

and JavaBean and other components to run and visit. JSP is 
responsible for generating HTML pages dynamically, and at 
the mean time JavaBean is responsible for visiting the database 
and transaction. The database layer stores and maintains 
permanent business information in Web applications [2].  

B. Workflow of Online Transaction 
The flow chart of online transactions is shown in Fig. 2: 

Customers can choose from favorites to purchase the 
digital works (including text, images, audio, video, etc.), so for 
their convenience, a back-end database on the server layer 
should be established to save the products information of the 
purchase. In order to solve this problem we use the JSP 
technology to send the information to the client's HTML 
pages. As soon as the purchase order is generated it will be 
processed to the actual bank through the online banking 
interface. And then after the order is written into the 
transaction database, it will provide users the permit of 
download it, and finally the trade is a success one. 

C. The Analysis of System Function Modules 
This system mainly includes the following features, which 

include the basic services that have been provided online in 
advance in the purpose that consumers can browse and 
purchase at any time to achieve an efficient online marketing 
approach. The online trading system function modules, as seen, 
can be divided into two categories: the front-end modules and 
the back-end modules. 

On the one hand, the front-end modules include the search 
of works and query module, shopping cart module, front-end 
order processing module, and shopping management module. 

Fig. 1 Software Configuration of Online Trading System 

Fig. 2 The flow chart of online transactions 
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On the other hand the back-end modules are related to the 
items of works information management module, back-end 
order management module, and back-end user information 
management module. The functions of main modules are as 
follows: 

1) works’ search and query module  
The module provides users with functions of a quick query 

for the required digital works and the relevant information of 
the works, such as the authors, the content profiles, and the 
addition time through which consumers can make reasonable 
and satisfactory choices. 

2) shopping cart and order processing front-end modules  
The modules provide the functions of saving the 

information of the selected goods in the shopping cart, and 
generating relevant orders when consumers browse and choose 
the arts that they want to buy. The modules will provide the 
following specific sub-functions: 

● Consumer can view the shopping cart’s order status at any 
time as long as they stay online; 
● Consumers can fill in the online orders, and change them 
when they think it is necessary. 

3)  back-end works information management module  
In order to ensure the timeliness of the information of the 

online works, the module, will allow back-end maintenance 
and management staffs to add, delete and modify the online 
sales of digital works at any time. The module can provide the 
following specific sub-functions: 

● provide classification of works management; 
● provide work-related information management. 

4) back-end user information management module 
Back-end user information management module is used to 

implement the web site maintenance and management of back-
end user status, such as the managements of user bind 
information and authentication, etc. 

III. System Design and Implementation 

A. System Database Design 
The system consists of six tables, namely, the works’ basic 

information table, the basic information table of works 
categories, the users’ basic information table, order form, order 
list table, and the basic information table of the system 
administrator. We can establish the relationship based on the 
link of the related fields between the tables [3].And the 
correlation between the tables is shown in Fig. 3:   

The id of works’ basic information table is correlated with 
the id of works categories, order form’s id is correlated with 
the id of the order list table, and the product id of order list 
table is associated with the id of works’ basic information table 
[4]. The following table lists only the basic structure of works’ 
basic information table which is shown in Table 1: 

Database tables can be created in the MySQL database 
after having determined the structures of them, and the SQL 
scripts of the database tables[5] are given as follows: 

CREATE TABLE product（ 
id    INTEGER                    PRIMARY KEY, 
sortid  INTEGER               NOT NULL  
      REFERENCES sort（id）ON DELETE CASCADE 
name  VARCHAR（50）     NOT NULL 
price   DOUBLE            NOT NULL 
saleprice  DOUBLE          NOT NULL 
descript  TEXT（400）       NOT NULL 
contents TEXT（1000）       NULL 
salecount  INTEGER         NULL 
） 

B. Programming and Implementation 
Tomcat is selected as the server in the system, and MySQL 

is the database server using Eclipse as an integrated 
development environment. We choose JSP technologies in the 
programming. The system consists of a large number of files, 
such as online trading system home page (index.jsp), 
registration page (login.jsp), favorites page (favorites.jsp), arts 
details page (details.jsp), shopping cart information page   
(basket.jsp), online payment page (cashier.jsp), orders 
generation pages (orderdisplay.jsp) and so on. In the aspect of 
the document organization, we organize files into system 
directory trees to follow the principles of web design. 

JSP is focused on generated dynamic pages, while 
JavaBean is to complete the transaction through which we can 
take full advantage of the reusability of the software 
components, and improve the efficiency of the development of 
website [6]. Take purchasing e-books for example, we will 
explain the implementation of generating orders and orders for 
storage. When consumers go to the purchase page to check out 
relevant information about works they can click on to confirm 
the purchase of the kind of e-books. At this point if consumers 
want to buy other works they do not have to rush to pay; they 
can return the previous page, click here to continue to browse 

fieldname description type length null or 
not 

id works id INTEGER  no 

sortid sort of works id INTEGER  no 

name works name VARCHAR 50 no 

price works price DOUBLE  no 

saleprice sales price DOUBLE  no 

descript worksdescription TEXT 400 no 

contents works content TEXT 1000 yes 

salecount sales volume INTEGER  yes 

Fig. 3 the correlation between the tables 

TABLE 1    WORKS’ BASIC INFORMATION TABLE 
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other works. Consumers can always click to view their 
shopping cart items to confirm or delete their own works they 
do not want to purchase. When the confirmed message comes 
in the shopping cart, the order will be stored in the transaction 
database. After the consumer clicks on the page to confirm the 
trade, the page provides users the function to download the 
works that they have purchased. At this point, transaction 
information is in storage. The transaction is completed 
successfully. 

The following is part ofCreateOrderAction.java file of 
JavaBean components which is responsible of dealing with the 
request of generating orders, and the main codes are as 
follows: 

package cn.com.shoppingonline; 
…… 
public final class CreateOrderAction extends Action { 

public ActionForward execute (……) throws  
Exception{ 

DynaActionForm orderForm = 
 (DynaActionForm) form; 

…… 
Membermember = (Member) session.getAttribute 

(Constants.LOGIN_USER_KEY); 
 
/ * determine whether the user login* / 

if (member == null) { 
errors.add(ActionMessages.GLOBAL_MESSAGE,new 
ActionMessage ( "errors.userUnLogin"));     
if (! errors.isEmpty ()) { 
saveErrors (request, errors); 

} 
  return  mapping.findForward ( "toWrong"); 

 
/ * determine whether the shopping cart is empty * / 

else if (shopCartList == null | | shopCartList.size () == 0) { 
            errors.add(ActionMessages.GLOBAL_MESSAGE,     
                    new ActionMessage ( "errors.nullShopCart")); 

if (! errors.isEmpty ()) { 
saveErrors (request, errors); 

} 
     PageForward = "toWrong"; 

} 
else{             

∥ complete database-related operations 
DbOperate db = new DbOperate (); 
Order order = new Order (); 

 
/ * Save the Order * / 

SimpleDateFormat df = new SimpleDateFormat ( 
"MMddhhmmss"); 

String orderno = member.getUsername () + 
df.format (new Date ());          

 
∥ order number is generated 
order.setOrderno(orderno); 
order.setUserid (member.getId ()); 

…… 
/ * modify the number of goods sold * / 
shopCart.getProduct (). setSalecount (shopCart.getProduct 

(). getSalecount () + shopCart.getCount ());       
db.update (shopCart.getProduct ());       
 totalPrice = totalPrice + shopCart.getPrice ();       

} 
…… 

return  
(mapping.findForward (PageForward)); 

} 
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V. CONCLUSION 
Buyers and sellers can get together through the online 

trading space, and in that way we can enjoy more and more 
convenient business services. On-line trading system provides 
basic purchase service for digital works so that consumers can 
browse and purchase at any time to achieve an efficient online 
marketing approach. In this paper, on-line purchasing module 
has basically completed all the required features, and 
consumers can easily navigate to the various works hits, get a 
convenient and quick understanding about work-related 
information and make a purchase. However, we also need to 
improve in some areas, such as the module's security features, 
the lack of corresponding data encryption, and when 
transaction payments should be involved; you can try to take 
other payment method such as PayPal and other forms of 
payment. These functions will be discussed separately in later 
research. 
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Abstract—The scrap steel inventory control is analyzed 
based on the data of a certain steel company. To aim at the 
oversize of purchasing quantity and inventory level of 
centralized procurement, the conclusion that the key link to 
control inventory lies in the purchasing and ordering process is 
obtained according to the analysis of logistics implementation 
process. Based on this analysis, quantitative order model and 
periodic order model are put forward; the building and using 
conditions of the two models are introduced respectively. Due 
to the fixed lead time and the steel company’s demand which 
follows a normal distribution, the optimal order quantity of 
centralized procurement which meet 98% demands under the 
optimal order model is solved by periodic order policy in steel 
company. The company's steel inventory control is 
strengthened through quantitative analysis and the aim for 
reducing inventory costs can be achieved. 

Keywords-scrap steel; inventory control; Quantitative Order; 
Periodic Order 

I. INTRODUCTION 
The concept of modern logistics and its influence over all 

sectors not only appears in distribution sector but also in 
manufacturing sector, it exists in all links of logistics in 
forms of raw materials, work in process, semi-finished and 
finished products and so on, which may oversupply or 
shortage originated from the unbalance between supply and 
demands. As the major component of manufacturing cost, 
inventory in logistics link is a “tumour” which compresses 
enterprise funds. Analysis and management over inventory 
costs gain more and more attention from the administers of 
enterprise especially administers in logistics links[1-3]. Many 
enterprises make every effort to reduce inventory costs to 
achieve zero inventories. Therefore, to chose an appropriate 
inventory and order strategies is a problem deserving of 
study. 

From the perspective of inventory, inventory process 
includes four processes, namely ordering process, purchase 
process, storage process and supply process. Only order, 
purchase and storage process can affect the inventory, order 
and purchase process will increase the inventory while 
marketing process can reduce it. Controlling of the 

inventory, can not only through order and purchase process, 
but also through supply process control. 

Apparently, control supply process goes against the goal 
of logistics, but control order and purchase process, which 
can achieve the purpose of control inventory while ensure 
consumers' needs is suitable for present market operation. 
This is what we discussed experimentally in this paper. 

II. THE MAIN PROBLEM OF INVENTORY CONTROL IN A 
CERTAIN STEEL SCRAP 

The electric furnace throughput, scrap steel purchase 
quantity, actual consumption amount and inventory of a steel 
company in the last year are gathered in tableⅠ.  

TABLE I.  PRODUCTION STATICS OF ELECTRIC FURNACE  IN 2007 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P.S. inventory of scrap steel is 36822t in the beginning of 

last year. 
The curve of scrap steel purchase quantity, consumption 

amount and inventory is presented in Figure1 for analysis. 

    mouth 

content(t) 
1 2 3 4 5 6 

throughput 
55045 53337 61705 31241 56049 57940 

purchase 

quantity 
44626 34321 42584 43720 43930 41766 

consumption 

amount 
42713 39627 51166 27940 49972 52947 

inventory 38735 33429 24847 40627 34585 23404 

    mouth 

content(t) 
7 8 9 10 11 12 

throughput 37353 57729 58009 63946 59695 54248 

purchase 

quantity 
42563 49874 53953 50938 49255 54435 

consumption 

amount 
28300 54543 54822 58500 50129 41302 

inventory 37667 32998 32129 24567 23693 36826 

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

978-0-7695-4110-5/10 $26.00 © 2010 IEEE

DOI 10.1109/DCABES.2010.91

417



0

10000

20000

30000

40000

50000

60000

70000

1 2 3 4 5 6 7 8 9 10 11 12

month

un
it

:
t

purchase
quantity
consumption
amount
inventory
level

  

Figure 1.  the curve of scrap steel purchase quantity, consumption amount 
and inventory 

As is shown in figure1, the inventory of scrap steel is at a 
high level when it was consumed less but at a low level to 
the contrary. Especially, the curve of scrap steel purchase 
quantity didn’t change with the consumption amount, but 
leveled off except in February which caused imbalance of 
the inventory. The imbalance of inventory is not only rising 
the cost of damaged articles for it take up more storage 
space, but also tie up circulating funds which will be a great 
resistance to the development of enterprise. 

III. COMMON STOCK DECISION-MAKING  MODEL 
The two basic inventory models are: quantitative order 

model (also called economic batch quantity, EQQ or Q 
model) and periodic order model (It also has different titles, 
such as periodic system, periodic review system, fixed 
internal recording systems and P model). 

A. Quantitative Order Model  

 
Figure 2.  quantitative order model 

Quantitative order model means when inventory dropped 
to a certain level, ordering by a fixed amount (named order 
point). The computing formula of order point R is[4-5]: 

Order point = average daily demand ×  average order 
cycle + safety stock 

The driven force of  Quantitative Order Model is event, 
that is to say order occurs after the reorder event take place, 
it may happens at any time depends on the demand for the 
substance. Inventory must be monitored continuously when 
using the Quantitative Order Model. Therefore, Quantitative 
Order Model is a perpetual inventory system, it needs to 
update records each time when taking delivery or storage of 
goods to make sure whether the reordering points is reached 
or not. 

The flow diagram of quantitative order model and its 
output is as shown in figure2. 

B. Periodic Order Model 
Periodic order model is time-based order controlling 

method, which set the order cycle time and maximum 
inventory to control inventory amount. As long as the order 
cycle time and maximum inventory is properly controlled, 
the goal of saving inventory cost with avoiding stock outs 
can be maintained.  

Periodic Order Model is driven by time. Compared with 
Quantitative Order Model, Periodic Order Model is limited 
to order within the scheduled time. For Periodic Order 
system, order decision is made after taking stock. Whether 
enterprise orders goods indeed depends on the inventory 
level at the stock taking time. 

Figure3 shows the output of periodic order model 
operating system. 

Calculate order quantities for 

reaching the demand level

Leisure Status, 
waiting for demands

Calculate inventory level
inventory level = inventory on hand

+ordered quantity - delayed deliveries

Is the inventory level less than 
or equal to the reorder point？

to order，order quantities is as 
the calculated amount

Demand occurs,
EX-warehouseor or 

delayed delivery

N

Y

 

Figure 3.  periodic order model 
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In the periodic order model system, inventory is only 
checked at a specific time, for example, weekly or monthly. 
Order quantities are determined primarily by the usage rate 
in that period. Generally, the safety stock of this system is 
higher than that of quantitative order model system. 

Assume that the demand of periodic order model system 
follows a random distribution and the mean is d , set T as 
inventory period, L as the fixed lead time and q as order 
quantities. 

             ISLTdq −++= )(                     (1) 
Wherein 

q is order quantities; 
T is inventory period（plastochrone between two checking 
time）; 
L is lead time; 
d is the predicted daily average demand； 
S is safety stock; 
I is on-hand inventory（including  order quantity）. 

Attention： Demand amount, lead time, inventory period 
and others can use any time units so long as the units of the 
equation are uniformity. 

In this model, demand amount（ d ）can be predicted 
and changing with the inventory period. If suitable, we set 
the annual mean to instead it. 

The calculation of the safety stock amount can be divided 
into three types according to the following conditions [6]. 

1）mutative demand amount, fixed lead time 
Assume that the demand amount follows a normal 

distribution, depending on the fixed lead time its mean and 
standard deviation can be figured out directly from the 
normal curve, or it can be predicted the mean of demand 
according to the data collected in lead time. In such a case, 
the computing equation of safety stock is: 

LzS dδ=                         (2) 
Wherein 

dδ  is the standard deviation of demand in lead time;  
L is lead time; 
z is the safety factor of demand changes under a certain 
customer service level, the value can be find out in normal 
distribution table Ⅱ according to the preconcerted service 
level. 

TABLE II.  THE ACTIVE DATA OF CORRESPONDING RELATION BETWEEN 
CUSTOMER SERVICE AND SAFETY FACTOR 

 

 

 

2）mutative lead time, fixed demand amount . 

When the demand amount in lead time is fixed and the 
length of lead time is changing randomly, the computing 
equation of safety stock is:  

LzS δ=                                 (3) 
Wherein 

z is the safety factor of demand, which changes under a 
certain customer service level; 

Lδ is the standard deviation of lead time; 
d is the daily demand in lead time. 

3）demand amount and lead time are both changing 
randomly. 

In most cases, the demand amount and lead time are both 
changing random, if they can be assumed independent 
mutually, the computing equation of safety stock is: 

222
Ld dLzS δδ +=                       (4) 

Wherein 
 dδ 、 Lδ 、 z have ditto meaning; 

d is the average daily demand in lead time; 
L is average lead time. 

IV. CONTROL AND CACULATION OF SCRAP STEEL 
INVENTORY OF A CERTAIN STEEL COMPANY 

To achieve effective control of inventory required 
rational inventory level. In order to facilitate solutions to 
problems, the process of scrap procurement meets the 
following conditions:  

1) Enterprises choose Periodic Order strategy. At the 
beginning of each cycle enterprises demand order quantity 
within this cycle and place the order to supplier according to 
submission of demand and inventory information. It’s 
necessary to explain that the business requirements in lead 
time must be considered by order policy.  

2) The ordering cost is ignored.  
3) In the enterprise the time between two adjacent 

ordering cycle is L that is from the enterprise ordering to 
suppliers to receiving up raw materials. 

4) Order quantity is the allocated amount, that is, in the 
enterprise order quantity is the productive amount of the iron 
and the steel. 

5) Determine of the requirements: for a stable running 
enterprises, production is a relatively stable system, so the 
requirements of a certain raw material, which show the status 
of the normal distribution. 

 Periodic order model only check inventory in inventory 
period, thus the safety stock should ensure that stock out 
doesn’t occur in inventory period and in lead time. So this 
paper selected a higher service level, set the service level 
P=98%. 

According to the annual production plan of the company, 
set the average daily consumption of scrap steel is d =1533t
（assume that the annual working time is 360 day）. 

According to the reasonable inventory time of scrap steel 
is 13～16 and the inventory period T=30, set the lead time 
L=15. 

customer 
service 0.9998 0.99 0.98 0.95 0.90 0.80 0.70 

safety 
factor 3.5 2.33 2.05 1.65 1.29 0.84 0.53 
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The variance of daily demand can be calculated as 
2

dδ =113917 according to the actual consumption. Through 
analysis of the actual scrap steel consumption, we can educe 
that the demand of the scrap steel follows a normal 
distribution. Due to the fixed lead time, the mean and 
standard deviation of demand in lead time can be figured out 
from the normal curve. In such a case, the safety stock can be 
calculated according to the following (2). 

The safety stock S=2683t. 
The order quantity is:  

tISLTdq 34642)( =−++=  
That is, order quantities at such a lead time in January 

2008 are 34642t when meeting 98% of the demands. 
The inventory can be reduced greatly by using the 

periodic order model, and the inventory costs reduced 
effectually while satisfy the production requirement. But to 
achieving better inventory control, the information 
management of scrap steel should be strengthened, the 
production rhythm should be controlled in time and adjusted 
in due time. 

V.   CONCLUSION  
Although the quantitative order method provided in this 

paper can solve the inventory problem effectively, it doesn’t 
mean that the periodic order method is inadvisable, it just 
because the quantitative order method can solve the problem 
at the soonest on the actual situation. We can further improve 
the supervisor mode and make further study for achieving 
the optimal solution results. 
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Abstract Wireless location and surrounding search is 
becoming a hot topic of today's mobile applications, their 
combination will create more services. This article is based 
on Android platform and Google Maps, with several location 
technology convenient to find the banks, supermarkets, gas 
stations and other place around users, furthermore provide 
navigation function. 

Key words: Android location search Navigation 

Science and technology should make human life more 
convenient. With the 3G time coming, the wireless speed 
faster, more and more useful mobile services into our 
lives. Video call, GPS navigation, online music, and 
reading bring fun and endless imagination to us. When we 
are away from home, unfamiliar with the environment, 
even in the our city, when we are anxious to find a 
specific neighboring bank, supermarket or a company, 
mobile maps has become our indispensable assistant. 
Today most of the mobile maps just meet the people 
simple requirement, but intelligent, personalized search 
does not convenient and human nature. The results of the 
mobile maps should reflect the characteristics of mobile 
phone users, display the user's current location, filter the 
targets, give the requirement of the neighboring goals, 
planning navigation, and provide common shortcuts. This 
system solves the problem in the Android platform with 
Google maps database  

I.   About Android 

Android is a mobile operating system that uses a 
modified version of the Linux kernel. It was initially 
developed by Android Inc., a firm later purchased by 
Google, and lately by the Open Handset Alliance. It 
allows developers to write managed code in the Java 
language, controlling the device via Google-developed 
Java libraries. The unveiling of the Android distribution 
on 5 November 2007 was announced with the founding of 
the Open Handset Alliance, a consortium of 47 hardware, 
software, and telecom companies devoted to advancing 
open standards for mobile devices. Google released most 
of the Android code under the Apache License, a free 

software and open source license.[1] 

II.  System Design Ideas and Features 

The system goal is to build GIS (Geographic 
Information System, Geographic Information System) on 
the mobile phones to implement map browsing, user 
location, search surrounding information and planning 
navigation, as shown in Fig. 1: 

 
Figure 1 System Design 

The system is divided into presentation layer, 
application layer and data layer. The presentation layer 
mainly displays the user’s interface and map information 
data. The application layer provides support for all the 
features of the system is the key of the GIS. Data layer is 
stored user’s data, such as map management information 
and other parameters. 

III.  System Design Flow 

Users start the program, then the connect network, if 
the location function open, show user‘s position, else 
show the local map. Use shortcut keys or enter the address 
string in the search box to search the supermarkets, banks 
or other place. If the location system opens, then show the 
neighboring targets, else show all of the targets on the 
map. The location system check the GPS first, if unable, 
then check the WIFI location, if unable too, startup the 
CellID location at last. Use could start navigation mode if 
GPS enable. As shown in Fig. 2: 
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Figure 2  System Design Flow 

IV.   Key Technologies and Implementation 

A. Design Database 
According to system requirements, we need to store 

the application configuration information such as maps 
default display level, GPS frequency and so on. 
Application configuration information data is relatively 
small, and does not often change, so it store in the 
SharePreference. 

SharePreference of the Android is a mechanism which 
used to store some simple configuration information, its 
store mechanism is key-value pairs which is easily read 
and store data.[2]

First use getSharedPreferences() to obtain 
SharedPreferences object settings. Then call edit() method 
make it is in editable state, use putString() to save two 
values. At last, use commit() method submitted them to 
the depositary. 

B. Map Data Display 
Android platform provides a map pack. We can use 

Google Maps data resources by MapView class. Before 
that we need to apply an Android Map API Key, ensure 
use the keystore file, get their MD5 fingerprint, and then 
apply for API Key on the Google website.[3] Create a 
MapActivity class based on the Activity maps.xml, put 
the API Key into the View component and connect the 
internet, and then it can display the map information. 
MapView class implements clickable, so you can drag the 
map, facilitate to operation. 
< MapView 

android:id="@+id/maps" 
android:layout_width="fill_parent" 
android:layout_height="fill_parent" 
android:clickable="true" 
android:apiKey="0J4Jq0KrKD_N66ieozk020GCTX

D8fnSxtl8Pnog" /> 
Get the MapView class in the layout, use getController 

get a MapController object, call zoonIn () and zoonout () 
method will be able to implement the map zoom. 
mapMapView = (MapView)findViewById(R.id.map); 
MapController mc = mapMapView.getController(); 

Four direction movements are obtain the current map 
center by GeoPoint, and then move 1 / 3 of the distance to 

the specified direction. 
GeoPoint pt = new 
GeoPoint(mapMapView.getMapCenter().getLatitudeE6(),
mapMapView.getMapCenter().getLongitudeE6() - 
mapMapView.getLongitudeSpan() / 3); 

C. General Search and Surrounding Search 
The idea of map data search is using the process 

control approach through the Geocoder object to accept 
address string input by user, find the geographical 
coordinates GeoPoint . Actually, the results of finding 
the geographical coordinates by address string is limit, if 
the results is too much, there is maybe cause problem. 

General search is the basis of surrounding search, so 
we do not explain along. Now we detailed talk about the 
surrounding search. The programs inherit from 
MapActivity class, custom getAddress() method receive 
the address string input by user.  The 
Geocoder.getFromLocationName() method retrieve the 
results from map data servers, store in the List array. Get 
the address object by List.get() method, use the 
Address.getLatitude() and Address.getLongitude() to get 
the latitude and longitude. After that, use the GeoPoint 
object as the return value. We open the location function, 
call getLocation() method to obtain the currentLocation to 
be the current location as the geographic coordinates

nowGeoPoint . Send the nowGeoPoint and GeoPoint 
to the public map data server by Uri.parse() method. 
Obtain the distance between current location and the 
different Address of List array, screening out the first 10 
targets of the team through the bubble sort that what we 
want. With com.google.Android.maps.Overlay class, 
make the user’s position and the requirement of the targets 
display on the map. 

D. Wireless Location 
Because of kinds of terminal hardware, the system 

uses three kind of positioning methods to meet the needs 
of different users. In the application, three kind of location 
approach follow the order of the accuracy of the hardware 
to detect, ensure the terminal equipment maximum 
efficiency. 

� GPS Location  
Here we need LocationManager, LocationManager 

offer a range of method to deal with location-related 
issues, including inquiry on a known location, registration 
and cancel location update from a LocationProvider 
period, registration and cancel a trigger of defined intent 
close to coordinate. Here we register a listener based on 
ocationListenerde, making it could be captured when the 
GPS information changed. Get the current GPS location 
by LocationManager class, get the latitude and longitude 
by GeoPoint and make the map the move to there. At last, 
use com.google.Android.maps.Overlay class makes it 
display on the map. 

� CellID and WIFI Location 
The CellID Location is through a cell phone to read 

the neighboring signal station ID (Cell ID), LAC(location 
area code), MCC(mobile country code) and MNC(mobile 
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net code). Then search the signal station database for 
latitude and longitude. WIFI location is the same to 
CellID Location, it send the WIFI scan data to the 
database server.  

AndroidRadioDataProvider is a subclass of 
PhoneStateListener, which used to monitor the Android 
phone state change. When the service status, the signal 
strength or the signal station changed, use the following 
methods to obtain cellphone information. Through 
GsmCellLocation getCid() method to get CellID, getLac() 
method to get LAC, obtain the MCC and the MNC by 
TelephonyManager. When we got the results, call Native 
function bring them into the onUpdateAvailable. The 
following method is the same to WIFI location, so next 
we talk about the WIFI location. 

JAVA class AndroidWifiDataProvider extends 
BroadcastReceiver class, it focus on WIFI scan results. 
When it receives the WIFI scan results, call the Native 
function to bring them into the onUpdateAvailable. Set 
the Listener, when the signal station or WIFI changed, and 
then notify the appropriate listener. 
NetworkLocationProvider focus on monitoring change 
(WIFI / signal station), whatever WIFI or CellID changed, 
they all call the DeviceDataUpdateAvailableImpl. Set the 
thread function in a loop waiting for 
thread_notification_event, when there are change in 
(WIFI / base station), then intend to query the server for 
search location. First of all, MakeRequest search them in 
the cache, if there is no data then package them, send 
HTTP requests to the server. Accept thread parse server 
data, and inform the position listener to update location 
information, while update the map information through 
the overlay class. 

E. Navigation Function 
User enter an address string, search the map for 

anti-checking the geographic coordinates (toGeoPoint) of 
destination. Open the GPS function, get the user’s 
position(fromGeoPoint). Call the getLatitude() and 
getLongitude() method to get the latitude and longitude.In 
the way of Intent, call Uri.parse(), send them to the public 
database server.[5] Because the database server accept the 
“longitude, latitude” string format, so it is necessary to 
reorganize latitude and longitude values in the GeoPoint. 
As users moving, the position is always changing, so need 
LocationManager.requestLocationUpdates () to design the 
listener LocationListener, record the current position 
information, and send to the server through the thread, 
update the map information. Send the latitude and 
longitude to the MapView class to display on the map. 

REFRERNCES
This system developed on the Android 1.6, it is very 

popular because of its intelligence, open, and kinds of 
application. Today most of GPS navigation needs to pay 
for the equipment and services. Can not be widely 
promoted, hardly meet the needs of ordinary users. This 
system is suitable for most ordinary users, simple and 
convenient. It can be applied to other platforms through 
the transplant. 
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Abstract—In this paper, we proposed a framework integrated 
Semantic SOA (Service-Oriented Architecture) and Workflow to 
solve the problem of enterprise application rebuilding, and 
described the function of the main units of the framework. At last, 
we discussed the aspects of the future studies that we will address. 

Keywords-Semantic SOA; WorkFlow; Enterprise Application 
Rebuilding 

I.  INTRODUCTION 
In recent years, Web Service techniques and Service-

Oriented Architecture (SOA) have been extensively applied in 
the domain of Enterprise Application Integration (EAI). 
Somewhat, they indeed solved some problem encountered 
while implemented the EAI, such as heterogeneity, 
interoperability, and so on. However, for lack of semantic 
information essentially Web Service and SOA, enterprise 
applications are built still in the style of hard coding. Those 
applications are not flexible and resilient enough yet while the 
business requirement changed. The modification of those 
applications will still need enormous efforts that system 
developers do [1-5].     

We propose a framework integrated Semantic Web Service, 
SOA and Workflow techniques for the problem of enterprise 
applications rebuilding in EAI. This framework has some 
fundamental advantages over traditional EAI methods, and the 
gained advantages are:  

• relying on Semantic SOA provides further accuracy 
and automation of business web services discovery, 
matchmaking, composition and invoking; 

• Workflow techniques make a higher degree of business 
process customization and reduce the demand of 
programming knowledge for business functions 
reconstructing. 

This paper is organized in the following order. In section 
II, the related research efforts are discussed. In section III, 
the technique description of the framework presents. 
Finally in section IV, conclusions will be made along with 
our plans for future studies.  

II. RELATED WORK 
In [2], an EAI framework was proposed which combines 

SOA and Web Service technology. Their research work is 
similar to ours, but lack of supporting to the services’ semantic 
information. Thus, the EAI framework they designed can’t 
implement the exact business services discovering, 
matchmaking and composing. 

[3] showed a new term: Semantic Service Oriented 
Architecture (SSOA), and described how the SSOA 
architecture could solve EAI scenarios. But they didn’t discuss 
it deeply, especially about Enterprise business process 
rebuilding based on the Workflow technique. This is just our 
works distinct with theirs. 

[5] presented an ontological knowledge framework and the 
use of the framework in an adaptive workflow medical system. 
The framework implements the combination of the ontology 
and business process automation management. But the 
framework doesn’t adopt a semantic rule engine. So the 
ontological knowledge retrieval and reasoning is weak.  

Dimka, et al. in [6] indicated the disadvantages of the 
traditional ESB, such as the lack of semantic information about 
Web service, data transformation by hard coding, and so on. In 
order to deal with above problems, they proposed the concept 
of Semantic Service Bus (SSB) and presented a conceptual 
architecture of SSB. Subsequently, Antonio, et al. analyzed the 
necessity of ESB as the infrastructure when the Semantic Web 
Services technology was used in the field of EAI. At the same 
time, they also proposed the concept of Semantic ESB (SESB) 
and discussed two possible ways to implement the SESB [7]. 
These productions will provide good reference value for the 
later researching work. 

III. TECHNICAL DESCRIPTION 
The fundamental structure units of our framework are 

depicted in Fig.1. The function of the main units is described 
below. 

• Business Process Orchestration: Basing on the 
supporting of the Enterprise Application GUI, let users 
rebuild (such as create the new processes, modify the 
old processes) business processes in a visual and 
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flexible way.  At the same time, the evolvement of the 
whole process needs to interact with the Workflow 
Engine. 

• BPEL/SWS Translator: implements the translation of 
the description of business process in between BPEL 
and  OWL-S (the Semantic Web Service description 
language that W3C recommends). 

• Semantic Enterprise Service Bus: as the core of the 
whole framework, the mainly function is to provide the 
semantic support for Web Services discovering, 
invoking, composing, and so on. It includes three 
composing units: Enterprise Service Bus, SWS 
Matchmaking Engine and SWS Compositor, the role 
of each unit plays is individually described as the 
following: 

o Enterprise Service Bus: controls the entire 
enterprise services invoking, routing, and 
mediating; is the central part of the SOA in the 
domain of EAI. 

o SWS Matchmaking Engine: is responsible for 
discovering and matchmaking the service from the 
Enterprise Business Service Repository to meet the 
users’ requirement. 

o SWS Compositor: is mainly used to achieve the 
semantic integration of enterprise application 
services. To further fulfill the users’ request by 
composing the existent services when there are no 
any services matching the request in the Enterprise 
Business Service Repository. Of course, it needs to 
communicate with the SWS Matchmaking Engine 
in order to finding the special atomic service or 
composite service. In addition, SWS Compositor 
will register the composite service into the 
Enterprise Business Service Repository for 
improving the opportunity of reusing. 

• Enterprise Business Service Repository: stores all 
kinds of services providing implementation of atomic, 
composite and common processes abstracted from the 
whole enterprise productive business process.  

• Domain Ontology Base: is used to save the domain 
ontology knowledge and support the semantic 
integration of enterprise applications.    

 

Figure 1.  The Framework of Enterprise Application Rebuilding 

The interaction process of every unit the framework 
includes is described as the following:  

• Firstly, Users start up the interaction process when they 
need to rebuild the actual productive business process. 
They will use the Business Process Orchestration 
component in graphical mode to customize the process. 
The framework can guide users to split the business 
process into a series of activities and then to assemble 
the activities into the business process by designating 
the pre- and postconditions of every activity in a visual 
way just like playing toy bricks. 

• When users finish the rebuilding job, Business Process 
Orchestration unit will interact with Workflow Engine 
to make the process constitute a real work flow. 

• Then, the work flow will be transmitted to the  
BPEL/SWS Translator unit. After the BPEL/SWS 
Translator received the request, it will communicate 
with Workflow Engine and carry out the translation 
which is the business process description from BPEL 
to OWL-S. When the translation was done, the service 
produced by the translation will be handed to the 
Enterprise Service Bus. 

• The Enterprise Service Bus will face two cases. At first, 
it invokes the SWS Matchmaking Engine to discover 
the service from the Enterprise Business Service 
Repository meeting the requirement. If the result is true, 
the Enterprise Service Bus will end up the whole 
procedure. If the returned value is false, the Enterprise 
Service Bus will invoke the SWS Compositor to meet 
the request. The SWS Compositor will achieve the new 
composite business service integration task and save 
the new service into the Enterprise Business Service 
Repository for using or reusing. As soon as the 
Enterprise Service Bus received the notice that the 
SWS Compositor had finished the composition, it will 
make the whole interaction process end. 

IV. CONCLUSION AND FUTURE WORK 
In this paper we proposed an EAI framework combining 

Semantic SOA and Workflow, and introduced the functions of 
the main parts of the framework. In the future work, we will do 
from several aspects as below. 

• Applying the SOA to provide the solution to EAI, the 
most important and difficult tasks are the abstraction of 
atomic and common business processes from kinds of 
enterprise applications. Thus, how to find an efficient 
and effective approach to complete that job will be the 
focus of our future studies. 

• We will try to make a resilient and semantic EAI 
system basing on the framework in the domain of 
electric power production, and check the feasibility of 
our theory. 

• With the emerging of Software as a Service (SaaS) 
business model [8], new integration challenges are 
introduced. At the same time, the concept of Virtual 
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Enterprise (VE) has also been discussed. Those will 
inspire our interest.   
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Abstract— On the purpose of reducing the logistics cost of 

an enterprise effectively, through the method of setting up 

order sequence model, on the basis of optimizing this model, 

reach the result of reducing the logistics cost of the 

enterprise. 
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I. LOGISTICS COST OF ENTERPRISE AND ITS 

CONSTRUCTION  

Logistics cost means the monetary manifestation of all 
kinds of resources which the product consumes in the 
space displacement (including still), it is the sum of 
manpower, financial and material resources spent in the 
process of packing, loading and unloading, carrying, 
transportation, storage, circulation processing and logistics 
information[1]. Logistics cost is an important indicator for 
the logistics operation of enterprise management and it 
consists of the following parts: 

A.  Transportation Cost 

 Transportation cost means all of the costs to the 
enterprise in the transportation of manufacture and the 
finished products of raw materials, including direct 
transport cost and management cost.  

B.  Inventory Holding Cost 

 Generally, inventory can account for more than 20% 
of total cost of manufacture asset. Some concepts of 
inventory holding costs are instinct and hard to 
discriminate. Therefore, Many companies use current 
bank interest rate to multiple by the inventory value and 
plus other cost as their inventory holding costs. Actually, 
inventory holding cost includes inventory capital occupied 
cost, inventory service cost, inventory risk cost and price 
adjustment loss, etc. 

C.  Storage Cost 

Most of the storage cost doesn’t change with changes 
in inventory levels, but it changes with the number of 
storage locations. Storage costs include the rental value of 
the warehouse, warehouses depreciation, equipment 
depreciation, handling costs, cargo packing materials costs 
and management costs. 

D.  Batch Cost 

Batch cost include production preparation cost, 
material handling cost, plan arrangement and accelerating 
operation cost, and loss cost of converting production and 
so on. 

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

Unrecognized Copyright Information

DOI 10.1109/DCABES.2010.157

427

mailto:993269458@qq.com�
mailto:993269458@qq.com�


E.  Shortage Cost 

Shortage cost is the cost of profit loss caused by 
unsuccessful satisfaction to the customer’s demand. 

F.  Order Processing Cost 

Order processing is the receipts processing activities 
started by customer’s order and stopped by goods receival. 
The cost of the receipts processing activities belongs to 
Order processing cost. 

G.  Purchasing Cost 

Purchasing cost refers to logistics cost related to 
purchase raw materials and components.  

H.  Other administrative cost 

Other administrative costs include management costs 
related to logistics management and personnel.  

 

II. EFFECT OF STRENGTHENING LOGISTICS COST 

MANAGEMENT 

Under the condition of market economy, asset 
management must attach great importance to logistics cost.  
To control logistics cost has the following effects: 

Be able to correctly keep the size and clearly see the 
development tendency of logistics cost, so as to compare 
with other enterprises laterally. Resort to analysis the 
current situation of logistics cost, evaluate the 
achievement of enterprise logistics, draw up plan for 
logistics activities, and control the whole process of 
logistics activities from supply chain management angle 
[2].  

Conducive to depart some unreasonable logistics 
activities from production or sales department to reduce 
the state of waste in logistics. 

Conducive to control corresponding costs at the same 
time that the enterprise continuously improves logistics 
systems.  

 

III. REDUCE LOGISTICS COST THROUGH SETTING UP 

ORDER ARRANGEMENT MODEL  

 

A.  The Idea of Model-Building  

Use the method of enterprise logistics cost 
accounting which integrates the operating and time, that is, 
separate the enterprise logistics total cost to operating cost 
and time cost. Operating cost is the cost constructed of 
human and material resources consumed during the 
logistics operating such as loading and unloading, 
handling, distribution and transportation, which belongs to 
dominance cost category. Time cost is the cost constituted 
of time resource occupied by enterprise logistics process 
such as capital interest, product depreciation, short supply 
and damage, which belongs to recessive cost category.  

The length of the logistics process not only affects the 
efficiency of the logistics, brings the cost of capital 
interest and product overstock depreciation, but also 
affects   customer satisfaction. The longer is the process 
and slower the service, the more unsatisfied are the 
customers and, thus, the greater the chances of the 
enterprise breaking contract deadlines and incurring 
penalties and market losses. 
 

B.  Order Sequencing Analysis  

The attribute index of order is quite a few, and most 
of which affect the logistic cost of implementing order by 
different degree. For embodying practicality, three indexes 
which are of decisive significance have been selected as 
the sequencing grounds. They are the order deadline, order 
size and customer type. Order deadline refers to the period 
mode from the beginning of receipt of the order (namely 
order recorded) to the end of order-specified delivery time; 
order size is the quantity of products needed to fulfill the 
order; customer type mainly refers to the strategic 
influence the customer exert on enterprise development, 
customer credibility and so on[3].  

The quantification of each norm is worked out by 
managerial staffs that get it on the basis of expert’s 
evaluation, their own management experience and actual 
situations of the enterprise. Table 1-3 is the quantification 
of customer order index of So-and-so Company. 
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TABLE1.  THE INDEX QUANTIFICATION OF ORDER DEADLINE 

Order  Deadline 

(days) 
＞

10 

9~10 7~8 5~6 ≤4 

Quantitative scores 1 2 3 4 5 

TABLE 2.  THE INDEX QUANTIFICATION OF CUSTOMER TYPE 

Customer 

Type 
Retai

ls 

Small 

custome

rs 

Middle 

Custome

rs 

Major 

Custome

rs 

Strateg

ic 

major 

clients 

Quantitati

ve scores 

1 2 3 4 5 

TABLE 3.  THE INDEX QUANTIFICATION OF ORDER SIZE 

Order size ≤

200 

201~400 401~600 601~800 ＞

800 

Quantitative 

scores 
1 2 3 4 5 

 

C.   Sequencing Mode of Order 

Yi=aX1i+bX2i+cX3i          (1) 
In formula (1), Xji is the selected index score (j = 1,2,3 

is the attribute index; i = 1,2 ... n is the sequenced order): 
X1iof which refers to order deadline, X2i customer type, 
X3iorder size, a, b, c respectively the weight of each 
attribute index, Yi the sequencing score of the number i 
order, and the higher the score, the more front rank it will 
receive. After a batch of order are sequenced according to 
certain weight, they will be sequenced from number 1 to 
number n, the smaller the number of the part which 
formed into chromosome article, the more front rank it 
will be, the more important the order is, the superior the 
order should be implemented. The purpose of sequencing 
is to give priority to the implementation of important order 
and reduce cost of fine and marketing loss which caused 
by giving up or postponed delivery so as to realize the 
optimization of enterprise logistics cost. 

IV. OPTIMIZATION MODEL OF ENTERPRISE’S LOGISTICS 

COST BASED ON ORDER SEQUENCING AND COMBINATION 

A.  Assumptions and definition   

1) Accounting and optimizing object is order, which 
include the entire response process of order, that is, from 
the beginning of order input processing to the end of 
order fulfillment. 

2)  In the VMI (vendo-rmanaged inventory) 
conditions, raw materials timely and reliable supply[4];  

3)  Only the case of a product is considered, and 
stock is zero in the beginning of the plan;  

4)  Costs considered by models include operating 
costs and time costs, both of which are closely linked with 
the volume;  

5)  The operating cost of a logistics process is fixed;  
6)  Logistics cost, which refers to logistics cost of 

enterprise self-management, excludes trusting logistics 
cost that enterprises outsourced logistics business and the 
reversing logistics cost which caused by the return, 
recycling and waste logistics is not considered[5];  

7) Production operating procedure has established, 
production capacity can meet the normal orders, there 
will be somewhat out of stock in the peaktime;  

8)  Customer satisfaction is measured by the order 
fulfillment rate. 

B.  Optimization Model  

Supposed that a batch of orders contain a total 
amount of m, the number j order demand for products Qj, 
total demand is Q pieces of products.[6] When sequencing 
and combining these order, they can be combined into r 
batch of order. Enterprise can exert n times operating 
process within the prescribed time. The operating volume 
of the number i batch process is Qi pieces, a total number 

of products fulfilled is∑
=

n

i
iQ

1
 piece, while the volume of 

the optimal logistics operation is Qok, the fixed cost of a 
process operation is A (unit: Yuan, below is the same), so 
n times process operating cost shall be n * A, and the 

process operating cost of unit good is *A/∑
=

n

i
iQ

1
; the 

normal process time can be divided into two parts: one is 
fixed time, such as transportation time, stock time and 
in-stock and out-stock time, which can be taken as F, the 
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other part is the added time increased by the batch, such as 
waiting time of buffer station, loading and unloading time 
and so on, namely marginal operating time, which is 
supposed as M. The process time cost of unit product is 

Utc, then the normal flow time cost is ）（∑
=

+
n

i
iMQF

1
* 

Qi*Utc, in addition, if there are k unfulfilled orders Oz, the 
time cost caused by penalty of breaking contract and 

market loss recorded as ∑
=

n

z
zQf

1
）（ , so the total flow 

time cost is ）（∑
=

+
n

i
iMQF

1
* Qi*Utc +∑

=

k

z
zOf

1
）（  

and the flow time cost of unite product is 

[ ）（∑
=

+
n

i
iMQF

1
*Qi*Utc +∑

=

k

z
zOf

1
）（ ]/∑

=

n

i
iQ

1
 

Total logistics cost of unit product equals operating 
cost of unit product process + time cost per unit of product 
process, namely:  

ULC=LCj+LCt=n*A/ ∑
=

n

i
iQ

1
+[ ）（∑

=

+
n

i
iMQF

1
* 

Qi*Utc +∑
=

k

z
zOf

1
）（ ]/∑

=

n

i
iQ

1
 

In formula (2), ULC is total logistics cost of unit 
production; LCj operating costs unit product flow; LCt 

product flow time cost; Qj the number j order requirement; 
Qi the i times flow operating batch; A second process 
operating cost; F flow time which did not change with the 
bulk; M marginal flow time; Utc time cost of unit flow; Z 
order number which is out of stock; f(Oz) the out- of-stock 
cost of the number Z order. Optimization goal is to 
minimize total logistics costs per unit of product, namely:  

Min（ULC)                  (2) 

ST.Qj≤Qok，Qi≤Qok，∑
=

k

z
zO

1
≤Q*10% 
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Abstract— After investigating information processing 
management at the pharmaceutical corporation, presented 
indicators decomposition model based on product chain. 
Countering the specific conditions of corporation, analyzing 
all kinds of data, created product chain in the pharma-
ceutical corporation, designed system solutions of indicators 
decomposition model based on product chain. 
 
Index Terms— product chain, indicators decomposition 
model,  component  
 

I.  INTRODUCTION   

A large pharmaceutical corporation needs a ideal 
management information system, which to adapt to 
changes in external market, rapid response to external, to 
achieve efficient communication in various departments 
and rapid decision-making.   

The current actuality is: many enterprises already have 
a good foundation for information technology, esta-
blished a group-wide network of information infra-
structure facilities, at the same time, application of a nu-
mber of different content management system software. 
These systems are a good solution to some of the needs of 
the company, however, there is no communication bet-
ween the systems, data duplication of input, resources can 
not be shared, business can not link up to deal with, it is 
difficult to go back and track, statistics do not fully. So 
system can not proceed to meet the needs of enterprises 
from three aspects of strategic level, action level, tech-
nical level. 

As a result of imperfect information systems, enter-
prises are unable to achieve the refinement of manag-
ement, can not effectively reduce costs, information sys-
tems management in the supply chain advantage can not 
fully play out. For example: the process of procurement 
of pharmaceutical raw materials. A variety of production 
information and product information from the the group 
and subsidiaries by e-mail and fax sent to the production 
operation department, and then the department will be a 
computer data entry. After collating the data, summary, 
statistics, processing, analysis, production planning form. 
Production planning of raw material is relatively stable, 
the drug preparation more frequent changes in production 
plans, plan the accuracy and consistency is not com-
pletely unified. It is not easy to carry out workshop pro-
duction and raw material procurement. On the other hand 
the control of product cost shelters. Supplies department 
collated summary of the plan from the production ope-

ration department and production workshop, and then 
completed the procurement task. Production workers to 
use the card to receive raw materials. This is a process of 
retrospective. Enterprises can not be timely, quantitative 
analysis of the use of raw materials and the impact of cost.    

II.  INDICATORS DECOMPOSITION MODEL BASED ON 
PRODUCT CHAIN MATRIX (REFERRED TO AS PCM) 

 Product chain is very important to confirm  about 
analysis of the product structure of the region, structural 
analysis of products[2]. It is found that an important basis 
for leading product. Product chain is a unique industry 
production chain. The production of pharmaceutical 
products is the raw material through a series of unit 
operation to produce the final product, from raw materials 
to form the final product may involve a number of 
intermediate products, link between these products 
constitute a product chain relations. 

 
TABLE I．   

 PCM  MODEL 
 

 P1 P2 … Pn 

M1 D11 D12 … D1n 

M2 D21 D22 … D2n 

…
 

…
 

…
 Dij …
 

Mm Dm1 Dm2 … Dmn 

     i：1，2，…，m；     j；1，2，…，n 

Indicators decomposition model based on product 
chain matrix is used to represent items in a table with 
rows and columns, provided each item in the table is 
distribution of value. The products specifies a row, raw 
materials  specifies a column, it defines products when 
the amount of raw materials. and provides detailed, 
operational control of the procurement model. The 
distribution value of raw materials in a single product 
where the row and column meet[5]. TABLE I shows matrix 
structure. 

P means that products in the product chain; M means 
that the materials; Each place in the array can contain any 
distribution value. Each column represents one of the 
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product in the product chain, and each row represents one 
of the raw materials. Dij refers to the value which j 
products require the production of raw materials, the 
volume of i.  

According to the demand for pharmaceutical com-
panies to determine the product structure.They arrange-
ments for production planning, while the use of raw mat-
erials decomposition indicators, decomposition of the 
raw materials to product-specific.  

Products and raw materials to select different values, 
can form useful matrix for selected products. PCM matrix 
can study and management of the implementation of pro-
curement plans through  two points of products and raw 
materials. This will not only monitor the allocation of raw 
materials, but also provides a reasonable basis for pro-
curement, effective control of costs.  

PCM matrix has a strong flexibility and interopera-
bility in the data summary and statistics. Each com-
ponent sum the row or sum the columns by a simple, it  
can be clearly shown on each product chain on each  
specific distribution value of raw materials and the value 
of raw materials at the intermediate products[1]. The 
contents of each component are very important. It is basis 
for comparing of raw material consumption of the same 
product between  the different departments. The data is 
also used in product development. 

 

III.  APPLICATIONS OF PCM MODEL IN THE 
PHARMACEUTICAL CORPORATION  

Procurement of raw materials for pharmaceutical 
always begins with the workshop products, production, 
consumption, raw material usage plan from production 
management department by management information 
system, workshop to develop this degree of raw material 
procurement plans in according to arrangements for the 

month of production after receiving the raw materials 
information. When staff completed the procurement task, 
put the raw materials into the warehouse and workers 
receive the materials, the use of raw materials has 
become the focus of attention. We will study on the 
production of each product in the product chain, control 
of each production of raw materials consumption in order 
to monitoring implementation of plans, on the other hand, 
we will timely adjustments to our procurement plans 
when the market changes, so reducing pressure on stocks.  

It is an important prerequisite for the application model 
which to determine the product chain. We must explicit 
define product structure of pharmaceutical companies, 
products and product categories, this is the basis for the 
allocation of raw materials. Many departments are 
involved in the production and sales, soproduct chain is 
not only related products,  but also the production of 
products includes all the steps and stages( see Fig.1). The 
graph shows the product-based structure model, product 
structure shows only the five major product categories, 
each product category is divided into several sub-
categories of fine products  The  breakdown  by product 
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with the needs of enterprise management, product chain 
products identified in the more detailed, more accurate 
indicator of the reliability of the higher decomposition. 
Production process can refer to the product of the product 
chain, then we have established a product chain[9]. The 
starting point is the chain of raw materials, the end 
product. Fig.2 shows the simplified product chain about 
antibiotic products including the key intermediates, also 
shows that the raw materials used in these products.                     

After we determine the product chain, indicators of 
decomposition can be carried out, which is based on the 
product chain matrix[4]. We have chosen antibiotic 
medium product chain as the research object. Table II 
shows the production of raw materials need to use 
nitrogen. Horizontal on the form is intermediate products 
of the medium chain, vertical content is used in the 
production of intermediate materials. the distribution 
value of raw materials in each intermediate product 
where the row and column meet. We can get the total 
amount of raw materials, which is the production of 
intermediate products for need if we sum each column.  
We can also get a total amount of a specific raw material, 
which is needed to produce a finished product if we sum 
each row. Because the model involved in the production 
process,  it can supervise the use of raw materials. The 
data become the basis for the next procurement. The 
more detailed the use of raw materials, the more 
conducive to cost control. 

Ⅳ.  KEY TECHNOLOGIES WITH PCM-BASED MODEL 

A large number of different types of data is necessary 
in order to achieve the model based on the PCM, all kinds 
of results presentation  has also increased the complexity 
of system design. With the choice of data structures and 
algorithms compared to the choice of software  
architecture  is  more  important.  In the realization,   the  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

system architecture selected for the three-tier client / 
server mode [3]. This model will be applied according to 
the logic of relations is divided into three functions: 
customer display layer, component layer and data layer. 
Customer display layer is application services provide 
customers with the graphical interface. The location of 
component layers in the display layer and data layer, 
customer display and database layer was separated from 
the code as it [6].  The main role of the component layer 
is the implementation of  strategy and the implementation 
of  the  package  model.  The  model  of  the  package     
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presented to the client application[10]. Data layer is the 
lowest among of three, it can be used to the definition, 
maintenance, access and update data, management and 
deal with the request for data from application services.            
( see Fig. 3) 

(1) Relational database: SQL Server 2005 database 
management system is the background, database  
performs data management. These data are product 
information in the product chain, which are divided into 
five categories, more than 10 sub-categories. 

(2) Relational database: SQL Server 2005 database 
management system is the background,  database 
performs management  on raw materials and auxiliary 
materials, which are  divided into nearly 20,000 varieties 
of different specifications of the materials. 

(3) Relational database: SQL Server 2005 database 
management system is the background, database 
performs management on departments, which are 
concerned with the product chain, such as production 
operations, the procurement service, production, storage 
management, the treasury and its sub-sector. 

(4)  Document Database: Storage of technical docume-
ntation relating to the product chain, such as production 
management system, product process and so on. 

Component Layer have been used inheritance, 
polymorphism, reuse, packaging, these ideas from object-
oriented programming. We have completed the 
construction of different size components, packaging, in 
accordance with the order of affairs→Function→Busi- 
ness→System. 

(1) Data-processing components:  Complete data in 
relational database  to add,  delete,  modify,  print,  export 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 and other functions. 

 (2) Information-Retrieval component: Complete in-
formation on individual or combined search function, in 
accordance with one or more conditions[7].  

 (3)  Tree structure component: Store multi-level one-
to-many entities in the form of database tables. Future 
development tools and then use the tree view control, 
complete the functions of various departments and 
manage business processes. 

(4)  Menu component:  Complete the system menu of 
the package, which requires DataWindow objects and 
user control, they are development tools. 

Customer display layer is to provide users with a good 
interactive environment. First of all, combined the results 
of the analysis with the functional modules, and then 
loaded with the corresponding data components and 
business logic, the final packed up the whole system[8]. 

Ⅴ.  CONCLUSION 

The content of matrix based on the product chain is 
clear and specific, they can be provided effective data to 
managers. Managers can analyze these data from the 
matrix based on PCM (present a contrast between plan 
value and practical value), will help enterprises optimize 
resources, improve product flow and strengthen the 
quality of supervision, control costs, improve the ability 
to respond to market fluctuations. Application of PCM 
matrix is not a mere need to calculate return on 
investment projects, the scope of its application and 
influence will touch upon various aspects of business, 
application of PCM matrix is not only a business 
decision-making, as well as a strategic choice. App-
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lication of PCM matrix will involve the development 
stage and the maturity of enterprise management. For 
small and medium-sized pharmaceutical enterprises, 
management infrastructure is usually weak, and in-
sufficient resources to survive the pressure, the lack of a 
unified and strong management culture, good and the bad 
quality of personnel, therefore, long-term business as 
defined in the product chain, we need to strengthen the 
basis for the management of enterprises. Large-scale 
enterprises are the organizational level of management, 
application of PCM matrix to tie in with the development 
of enterprises to upgrade. In short, the PCM matrix and 
growth stage organizations combine, not only can 
enhance the adaptability of the market, but also cost-
effective control, so as to effectively enhance the 
competitiveness of enterprises. 
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Abstract—This Cellular Automata(CA) has been used in 
cryptography over the past decade for its advantages in 
generating pseudo-random sequence. In this paper, a novel 
encryption algorithm for image in our project is proposed, 
which is based on an improved two-dimensional CA approach. 
A weighted and p-interval two-dimensional CA approach 
forms a new evolutionary matrix including lots of optional 
parameters that results in a great quantity of security keys. 
According to simulation results, a large number of sequences 
are encrypted effectively and quickly by this method. 

Keywords-component; cellular automata(CA); weighted; 
evolution matrix; image encryption  

I.  INTRODUCTION 
With the rapid development of information technology 

and e-commerce, it is essential to increase the demand of the 
reliability and security of information transmission. As a key 
technology in protecting digital media in the network, 
encryption technology is developing continuously by fusing 
theories in other field, especially the biology. In recent years, 
the Cellular Automata (CA) theory has been widely used in 
information security, according to its advantages of 
generating pseudo-random sequence in hardware and 
software [1,2].  

The process of CA generating pseudo-random sequence 
is usually used for encryption algorithm[3], image encryption 
[4-7] and authentication application [8]. Especially in image 
encryption, kinds of effective schemes and systems are 
proposed in accompany with other technologies. An image 
encryption system by one- dimensional CA with memory is 
proposed by Maleki.F, et al [4], which transforms the Least 
Significant Bit of original image with the pseudo-random 
sequence of CA. A one-dimensional reversible CA is applied 
in encrypting binary image which is converted by gray level 
image[5]. And in [6], the original image is encrypted by two- 
dimensional CA evolved continuously in n times with logical 
operation XOR. Furthermore, an image security system 
using two- dimensional recursive CA to substitute the pixel 
values in original image is presented by Chen.R.J, et.al[7].   

Thus, CA can be applied in encryption technology 
whatever its dimensional is, as long as a nice CA rule and an 
appropriate CA substitution are adopted. And the features of 
encryption based on CA are : the big key space, confusion 
and diffusion and so on. In this paper, we make use of two-
dimensional CA with p-interval and weighted parameters to 

encrypt the media data in our project. This algorithm is easy 
to realize and has more key to be chosen. 

II. CA THEORY 
A CA is a collection of simple cells arranged in a regular 

fashion. CAs can be characterized based on four properties: 
cellular geometry, neighborhood specification, the number of 
states per cell, and the rules to compute to a successor state. 
The next state of a CA depends on the current state and rules 
[9]. To construct a CA, the boundary conditions should be 
taken into consideration, where the boundary conditions 
know what to do while there exist no left neighbors in the 
leftmost cell or right neighbors in the rightmost cell among 
the cells composing CA. According to the conditions, they 
are divided into three types: null boundary CA, periodic 
boundary CA, and intermediate boundary CA [10]. CA two-
dimensional CA consists of a particular cell ci,j and r 
neighboring cells to the up and down, right and left of the 
cell, each of which takes the value of 0 or 1, and an 
evolutionary function f(·) is used to calculated the value of 
the cell ci,j in next state by the current value of the ci,j itself 
and its r neighboring cells. According to the CA theory, a 
parameter q is usually an odd integer and q = 2r+1, where r 
is often named the radius of the function f(·); the possible 
configuration and the total number of rules for radius r 
neighborhood are 2q and 2n, where n = 2q. For example, a 2-
state 5-neigborhood CA, its evolutionary function f(·) is 
Eq.(1). 

         

1 1, 1 1, 1 ,
,

1 , 1 1 , 1

( ) ( ) ( )
( 1)

( ) ( )
i j i j i j

i j
i j i j

w c t w c t w c t
c t

w c t w c t
− +

− +

⊕ ⊕⎛ ⎞
+ = ⎜ ⎟⊕ ⊕⎝ ⎠                (1) 

Since operation ⊕ in Eq.(1) is logical operation OR, ci,j 
(t+1) is the cell ci,j (t) in next state,  c(t)=[ci,j-1 ci,j+1 ci,j ci-1,j 
ci+1,j] is the vector of cell ci,j (t) and its neighborhood cells at t 
time, and wn=[w1 w2 w3 w4 w5 ] is the vector mapping the 
rules of evolution[11][12]. Both c(t) and wn only have the 
value 0 or 1.Obviously, the same expression of Eq.(1) is 

                          , ( 1) ( )T
i j nc t w c t+ =                                   (2) 

And the radius r is 2, parameter p is 5, so there are 232 
rules. As imposing CA to encrypt mass of data, structure of 
CA has to be designed at first so as to determine the total 
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number of optional keys, because all data are encrypted by 
the rules decided by CA. 

III. A ENCRYPTION ALGORITHM BASED ON WEIGHTED 
AND P-INTERVAL CA 

In a digital rights management system, encryption and 
watermarking technology is indispensible. Moreover, it is 
more suitable for a large number of multimedia data to have 
a rapid encryption algorithm with big key space. As a result, 
a novel encryption algorithm based on weighted and p-
interval CA is presented to process the multimedia data. It 
doesn’t have to convert original data to binary sequence that 
increases amount of data calculated [2]and is not limited in 
binary image[4]. And it is unnecessary to use evolutionary 
function many times continuously for ideal encrypted result, 
when the values of signals in local area have less difference. 

A. Weighted and p-interval CA  
First of all, wn in CA is the weighted vector not a binary 

vector at all, in which wn∈Z (n=1,2,4,5), w3∈[0,1]，and 
evolutionary function f(·) is algebra function, namely, the 
cell in next state is added by itself and other cells in current 
state, which are multiplied with weight parameters. 
Therefore, it is apparent that multimedia data could be 
computed by themselves without data conversion. Due to the 
coefficient wn∈Z (n=1,2,4,5), w3∈[0,1]，there are 2*Z4 
rules in this weighted CA. 

And then, p-interval CA means the other cells in current 
state have p intervals with the center cell, so that c(t)= [ci,j-p 
ci,j+p ci,j ci-p,j ci+p,j]. While p=1, it is the 5-neighborhood CA, 
and p>1, it is p-interval CA. Consequently, it is capable that 
the CA evolution in one time achieves a better randomness 
with less impact from neighborhood area, when the value of 
p is selected reasonably. Figure1 is the structure of weighted 
and p-interval CA. 

First of all, wn in CA is the weighted vector not a binary 
vector at all, in which wn∈Z (n=1,2,4,5), w3∈[0,1]，and 
evolutionary function f(·) is algebra function, namely, the 
cell in next state is added by itself and other cells in current 
state, which are multiplied with weight parameters. 
Therefore, it is apparent that multimedia data could be 
computed by themselves without data conversion. Due to the 
coefficient wn∈Z (n=1,2,4,5), w3∈[0,1]，there are 2*Z4 
rules in this weighted CA. 

And then, p-interval CA means the other cells in current 
state have p intervals with the center cell, so that c(t)= [ci,j-p 
ci,j+p ci,j ci-p,j ci+p,j]. While p=1, it is the 5-neighborhood CA, 
and p>1, it is p-interval CA. Consequently, it is capable that 
the CA evolution in one time achieves a better randomness 
with less impact from neighborhood area, when the value of 
p is selected reasonably. Figure1 is the structure of weighted 
and p-interval CA. 

For a 1-dimensional sequence A={a1a2…aN}(N>5),  it is 
essential to generate a evolutionary matrix instead of the 
function. According to the length N of A, it can’t go through 
if N is an odd or less than 5, so we choose the periodic 
boundary condition to make sure that the CA mentioned 

above could be used. Then sequence A is to be a 2-
dimentional matrix with m rows and n columns 

If p=1, the evolutionary matrix E is 
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And in Eq.(3)  
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I is an individual matrix with n rows and n columns. 
If p>1, we use an instance to illustrate the E. Assumption 

that N=60, p=3, and N=m*n=6x10, so E is 
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And in Eq.(5) 
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I is an individual matrix with 10 rows and 10 columns. 
However, ci,j-p and ci,j+p are the same cell when p=m/2, so the 
coefficient is (w4+w5) in E. The same situation would happen 
in T if p=n/2=5. In general, the value of p is ranged from 1to 
max [(m, n) /2]. Here, m and n (N = m*n, m, n> 2) have 
many other available combinations, corresponding to 
different evolution matrix E. Besides, w3 is on the diagonal 
line of T, which could be performed as w3= l1l2l3…ln and l∈
[0,1], and there are 2n combinations. Thus, the expression of 
T is  
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If wn ∈ [0,9], n=1,2,4,5, w3=l1l2l3…ln, l ∈ [0,1] and 
N=m*n=6*10(m<n), the number of evolution matrix E is 
104x210. 

After generating evolution matrix E, sequence A is able 
to be evolved by E, expressed as AT(t+1)=E* AT(t), in which 
A (t+1)= [a1 (t+1)a2 (t+1) ڮ aN(t+1)]1xN, A(t)= [a1 (t) a2 (t) ڮ 
aN (t)] 1xN. This process is called as CA Transformation 
(CAT), and it also exists Inverse CA Transformation (ICAT) 
if E is an invertible matrix. 

B. Encryption Algorithm  
Due to the features of weighted and p-interval CA, 

multimedia data are transformed into sequences and 
encrypted by random matrix evolved by this CA. The 
encryption /decryption process is represented as Fig.2, in 
which 

• Evolutionary matrix E is produced according to an 
appropriate N; 

• Original sequence S is divided into groups, each of 
which has length of N. If the length of S can’t be 
divided by N evenly, the last group is filled with data 
in the first group; 

• Random and evolutionary matrix ERN is the product 
of E and RN, in which RN has the same size as E and 
is a diagonal matrix with a random sequence r N on 
the diagonal line; 

• Encrypted result is generated through CAT between 
S and ERN. 

The key in encryption is {m,n,p,wn,w3, rN}, by which the 
random and evolutionary matrix ERN could be formed 
rapidly. Those parameters are: 

• m is value of row in square matrix T that is the part 
of E; 

• n is value of row in E which is composed of T and 
weighted individual matrix; 

• wn (n=1,2,4,5) is the weighting coefficients in E; 
• w3 is the binary sequence on the diagonal line of T. 
And m and n are both more than 2，p is chosen from1 to 

max(m,n)/2. The difference between encryption and 
decryption is that E is used in encryption but E-1 is applied in 
decryption. 

IV. SIMULATION AND ANALYSIS  
To verify the validity of this encryption algorithm, we 

have a simulation on image encryption and decryption with 
Matlab7.0. Two grayscale images are selected, both of which 
have 512x512 pixels. As constructing the E, parameters in 
the key are: N = 256 and m = n = 16, then p ∈ [1, 8], wn∈ 
[0,9] (n = 1,2,4,5), w3= l1l2l3…l16 l∈ [0,1], and RN is 
composed with a noisy sequence. There are two different 

ways to transform a image into groups of one-dimensional 
sequence, one is to divide the image into sequence group 
through each column or row; the other one is to extract the 
sub-images with 16 rows and 16 columns from original 
image, and covert them into sequences. As following, there 
are the simulating and analyzing results on the base of 
different keys and different sequence groups. 

A. The same key but different grouping way  
In Fig3, (a) is the one of original image, its name is 

woman_darkhair. Here, (b) and (c) use the same key key1 (p 
= 1), but (b) is the result of encrypting sequence of sub-
image, (c) is the result of encrypting sequence in the 
columns. Obviously, (b) still has plenty of information in 
original image, but the human face is disable to be 
recognized in (c). Since N=256=512/2, there is a clear 
boundary in the middle of (c). 

B. The same grouping way but different key 
In Fig4, (a) is equal to Fig3(c), which uses key1(p=1), (b) 

is the encrypted image of Fig3(a) with key2(p=4). Both (a) 
and (b) are encrypting the column sequence groups in 
Fig3(a). And (c) is the difference between (a) and (b). 

C. The comparison of result s in different encrypted image  
In Fig5, (a) is the other original image, its name is 

living_room. (b) and (c) are encrypted results of (a) by key1 
and key2 respectively. And in Fig6, the left one is histogram 
of Fig3(a-c) which shows distribution of pixels in three 
images. The pixel distribution of Fig3(b) has the similar edge 
of curve with the original image, but pixels in Fig3(c) are 
disturbed by encrypting column sequence, which has little 
similarity with original one. However, in the right histogram 
of Fig5(a-c), the pixel distributions of (b) and (c) are totally 
different, namely, encrypted results are different even if only 
one parameter of key is changed. 

In Fig7, (a) shows some losses of information in Fig5(c). 
There are two parts with shape of rectangle, the left one is 
white in which values is 1, the right one is black with value 
0. Its decryption result is shown in (b), pixels lost in two 
parts lead to the loss of entire columns in decryption, but 
does not affect other parts. If anyone wants to change the 
encrypted image, meanwhile decrypted image would be 
broken. The equations are an exception to the prescribed 
specifications of this template. You will need to determine 
whether or not your equation should be typed using either 
the Times New Roman or the Symbol font (please no other 
font). To create multileveled equations, it may be necessary 
to treat the equation as a graphic and insert it into the text 
after your paper is styled. 

V. CONCLUSION 
After the simulation and analysis mentioned above, it is 

evident that this encryption algorithm has advantages of 
adapting to arbitrary sequence, avoiding the continuous use 
of CA evolution, owning lots of optional parameters in the 
key, and calculating fast and easily. And it is effective for 
digital right protection if any changes happen in the 
encrypted data, the original data would be destroyed. 
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However, encryption method also has a shortcoming that 
random and evolutionary matrix E must be invertible unless 
the decryption will be unsuccessful. The next work is find 
the solution and analyze the influences of key parameters on 
the encrypted results. 
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Figure 1.  The structure of weighted and p-interval CA 

⊗

 
Figure 2.  The diagram of sequence encryption & decryption based on 

weighted and p-interval CA 

 

 
Figure 3.  Original image and Encrypted images with same key but different grouping way 

(a) Original image is woman_darkhair with 512x512 pixels; (b) Result of 16x16 sub-image encrypted; (c) Result of 1-dimensional sequence with length 
of 256 encrypted  
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Figure 4.  Encrypted images with different keys but both using sequence encrypted and their difference 

(a) Encrypted image of Fig.3(a) with p=1; (b)Encrypted image of Fig.3(a) with p=4;(c) The difference of (a) and (b) 
 

 

 
Figure 5.  Original image and Encrypted images with different keys but same way 

(a) Original image is living_room with 512x512 pixels; (b) Encrypted image with p=1; (c) Encrypted image with p=4; 
 

 

 
Figure 6.  Histogram of images in Fig.3(a)(b)(c) & Histogram of images in Fig.5(a)(b)(c) 

 

(a) (b)

 
Figure 7.  Encrypted image with corruption and its decrypted result 

(a) Fig.5(c) has two parts with shape of rectangle, in each which is the value of 1 or 0; (b) Decryption of (a) 
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Abstract — This paper proposes a three-layer image-spam 
filtering system. The system filters the image spam by 
analyzing both the mail header and image. The first layer of 
the system only analyzes the mail header and its processing 
time is very fast; the second and third layers analyze the high-
level feature and low–level feature of images respectively. The 
experiment result shows that the first layer identifies about 
93.7% of image mails. Thus, most image mails will be analyzed 
and identified by layer 1; and the proposed system reduces the 
average processing time for each e-mail greatly. The 
experiment result also shows that the accuracy rate of the 
system is about 94%. 

Keywords - image spam; multi-layer filtering system; spam 
filtering. 

I. INTRODUCTION  
Electronic mail (e-mail) has become an important 

service of Internet. Millions of people use it to communicate 
daily. However, a lot of unsolicited e-mails, the spam mails, 
have become a major problem for many people. 

Recently, the image spam became the new type of spam 
mails. It had reached a peak of over 50% of spam mails 
from 2006 to 2007[1]; and the percentage of the amount of 
image spam is about 15% ~ 22% on April, 2009[2]. 
Therefore, an efficient image-spam filtering system is 
needed for many people. 

In the past, most of the systems [3-15] filter the image 
spam by analyzing the images attached in the e-mails. In 
this paper, we propose a system that filters the image spam 
by analyzing both mail header and image. The proposed 
system is a three-layer image-spam filtering system. The 
processing time for the first layer is the shortest because the 
first layer only analyzing the mail header; and the 
processing time for the third layer is the longest. The 
experiment result shows that the first layer will process 
about 93.7% of image mails and the second layer will 
process about 4.7% of image mails. Only 1.6% of image 
mails will be processed by the third layer. Thus, the 
performance of the proposed system is improved greatly. 
The experiment result also shows that the accuracy rate of 
the proposed systems is about 94%. 

The image-spam filtering problem is a kind of 
classification problem. The well-known classifier 
algorithms include Naïve Bayesian Classifier [9], Support 

Vector Machine (SVM) [16], Decision Tree [17], as well as 
Neural Network [18], and so on. The proposed system 
applies the Bayesian classifier in the first layer and the SVM 
classifier in the remaining layers.  

The remaining of the paper is organized as follows. In 
Section II, we summarize the related works. Section III 
discusses the architecture of the proposed system. Section 
IV shows the experimental results. The conclusion is given 
in Section V. 

II. RELATED WORKS 
There are many researches focusing on the image-spam 

filtering problems [3-15]. The systems in [14, 15] filter the 
image-spam by recognizing the texts in the images. 
However, once the text has been changed through some 
tricky methods (e.g., CAPTCHA [19]); the accuracy rate will 
significantly decrease. 

Most of the researches base on the features of images to 
filter the image-spam mails. The features of images may be 
divided into two major categories [7]: the high-level features 
and the low-level features. 

The high-level features refer to the information in image 
header, i.e., the image properties [11]. These features include 
the file name, file size, file format, and so on. The researches 
that analyze the image-spam by using high-level features 
include [9, 11]. The method proposed by Krasser et al. [11] 
uses the following features: width, height, aspect ratio, 
binary of GIF image, binary of JPEG image, binary of PNG 
image, file size, image area. The authors also compare SVM 
classifier with the decision tree method. The experiment 
result shows that SVM classifier is better. The features used 
by [9] include file name, file size, image size and 
compression ratio. The classification approach used by this 
paper is the Bayesian classifier. 

The low-level features refer to the visual features of 
image. They include color, texture, shape, and so on. The 
researches in [3-8] are mainly targeted at low-level features. 

Although the processing cost for analyzing the high-level 
features of image is low; the accuracy rate is not perfect. The 
main drawback of the systems that analyze the image-spam 
by using the low-level features is the high computing cost. 
Thus, some systems [12, 13] filter the image-spam by 
analyzing both the low-level features and high-level features. 
In [12], the authors use 7195 features. These features include 
the low-level features (e.g., average color and prevalent pixel 
test) and high-level features. The system in [12] filters the 
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image-spam by using the decision tree method. In [13], the 
system first filters the image-spam by using five high-level 
features. If there are some uncertain cases, these images 
enter the next layer for further analyzing by using the low 
level feature. The low-level feature used in [13] is the color 
histogram. 

III. THE SYSTEM ARCHITECTURE 
In this section, we discuss the proposed system. In order 

to gain the strengths from different image-spam filtering 
mechanisms, the proposed system is a multi-layer image-
spam filtering system. As it was shown in Figure 1, the 
proposed system contains three layers. They are the Mail 
Header Classifier, the Image Header Classifier and the 
Visual Feature Classifier. In the following of this section, we 
discuss these three classifiers. 

 
Figure 1.   System architecture. 

A. The Mail Header Classifier  
For each incoming mail, the mail header is extracted by 

the mail parser and the mail header enters the Mail Header 
Classifier for analyzing. First, the header features are 
extracted by the header feature extraction module. After the 
features are extracted, this mail will be filtered by using the 
Bayesian Classifier. If the output value of the Bayesian 
Classifier is greater than the threshold T1, the system outputs 
the final result for the input mail. Otherwise, the attached 
image will enter the next layer for further analyzing. The 
threshold T1 is defined after a series of experiments. It will 
be discussed in Section IV. 

The threshold in this layer is based on the value outputted 
by Bayesian classifier. It is because that the property of the 
probability distributions in Bayesian theorem will help us 
easily observing the uncertain case in this layer to adjust the 
parameters.  

Since spammers like to falsify faked mail header to hide 
their identification, the main idea of this layer is to analyze 
the header field for estimating an incoming mail is spam or 
not. By analyzing the data set in [20], we conclude that 

“some header fields appear in normal (or spam) mails with 
high probabilities, but appear in spam (or normal) mails with 
low probability.” In the proposed system, we use all thirty-
four fields that the percentages of appearance between ham 
and spam are different. In Table I, we only show first ten 
fields. 

TABLE I.  FIRST TEN HEADER FIELDS USED IN LAYER 1 

Fields Ham Spam Gap 

Precedence 84.15% 3.44% 80.71% 
List-Help 82.54% 2.73% 79.81% 

Sender 61.05% 3.87% 57.18% 
Errors-To 59.27% 3.48% 55.79% 

X-Mailer 20.97% 71.64% 50.67% 
In-Reply-To 47.22% 0.1% 47.12% 
X-Priority 5% 51.7% 46.7% 

Delivered-To 41.86% 1.1% 40.76% 
X-MimeOLE 10.09% 50.51% 40.42% 

Content-Transfer-
Encoding 69.44% 33.76% 35.68% 

 
In this layer, we also verify the routing information 

recorded in the mail header. Such a verification method 
already used in many spam detection technologies. The 
detection method that we use is as follows. (1) The system 
checks if the domain name in the mail header is correct or 
not. (2) The system checks if the header information in the 
mail header is consistency or not. 

B. The Image Header Classifier  
The layers after the mail header classifier focus on 

analyzing the features of image. The Image Extraction 
module extracts the attached image from the incoming mail. 
If the incoming mail cannot be judged by the first layer, the 
attached image enters the Image Header Classifier for 
analyzing. First, the high-level features of image are 
extracted. Then, the SVM Classifier uses these high level 
features as input and decides the incoming image is an image 
spam or not. We apply the SVM classifier in this layer 
because SVM classifier is able to minimize the impact of 
classification results if the number of samples in each 
category is inconsistent [16]. 

The result is divided into the following three cases. (1) If 
the result of the classification is the same as that in the first 
layer, the system outputs the final result for the incoming 
mail. (2) If the result of the classification is not the same as 
the result in the first layer, but the output value of previous 
layer is smaller than the threshold T2, the system chooses the 
result of this layer as the final result for the incoming mail. 
In such a case, the probability value outputted by Layer 1 is 
too low. We choose the output of this layer because this layer 
analyzes the features of image. (3) Otherwise, the attached 
image enters the next layer for further analyzing.  

We select eighteen image headers for experimenting. 
These eighteen image headers are file name, width, height, 
aspect ratio, image format, file size, image area, 
compression, flags, frame dimension list, palette, pixel 
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format, property-id list length, property item, row format, 
tag, horizontal resolution and vertical resolution. Finally, we 
choose ten high level features in this layer for classifying. 
These ten features are width, height, aspect ratio, image 
format, file size, image area, compression, pixel format, 
property-id list length and vertical resolution. 

C. The Visual Feature Classifier  
If the first two layers do not have a consistency result, 

the system makes the final decision by analyzing the low-
level feature of the attached image. In this layer, the visual 
features are extracted and the system uses the SVM 
classifier to make the final decision. 

The low-level features are the visual features of an 
image. Since the processing of the low-level feature has to 
deal with each pixel of an image, the processing cost is very 
high. However, the low-level feature helps us to detect the 
image spam more correctly. In the proposed system, we 
hope that the first two layers can handle most of the 
incoming mails; only few incoming mails have to classify 
by the visual features. 

In this layer, we use the following two features: (1) the 
color histogram and (2) the color moment. The color 
histogram expresses the color distributions of an image. The 
color moment expresses the variance of the color values. The 
experiment result shows that the first central moment and 
second central moment are good for detecting the image 
spam. The first central moment is the mean of color values 
and the second central moment is the variance of color 
values. 

From the discussion in this section, the thresholds T1 and 
T2 play an important role in the proposed system. The 
experiment result shows that the average process time for 
each incoming mail is about 0.133 second in Layer 1 and 
about 0.196 second in Layer 2; the processing time of Layer 
3 is about 1.218 second. The proposed system may keep both 
the efficiently and accurately by adjusting T1 and T2. The 
thresholds T1 and T2 are defined after a series of experiments. 
It will be discussed in the next section. 

IV. EXPERIMENT 
In this section, we discuss the experiments and results 

that we have made for the proposed system. In the 
experiments, the spam mails are mixed with the valid mails 
(viz., ham); and these mails are inputs for the proposed 
image-spam filtering system.  

The hardware used in the proposed system is as follows: 

� CPU: Intel Core 2 Duo E7300 2.67GHz 
� Memory: DDR2 800MHz 3GB 

Let NSpam be the total number of spam mails and NHam be 
the total number of the valid mails. The valid mails may be 
incorrectly identified as the spam mails. The spam mails may 
also be incorrectly identified as the valid mail. The false 
positive rate is the proportion of valid mails that are 
incorrectly identified as the spam mails; and the false 
negative rate is the proportion of spam mails that are 
incorrectly identified as the valid mails. Let NHS be the 

number of valid mails misclassified and NSH be the number 
of spam mails misclassified. The false positive rate, false 
negative rate and the accuracy rate are defined as follows. 

False positive rate = NHS / NHam 
False negative rate = NSH / NSpam 
Accuracy rate = ((NHam – NHS) + (NSpam – NSH)) / (NHam + 

NSpam) 
In the following of this section, first we describe the data 

set we used in the experiment. Second, we discuss the 
experiments for deciding the thresholds used in Layers 1 
and 2. At the end, we discuss the experimental result for the 
proposed system. 

A. Data Sets 
The proposed system filters the image spam by using the 

information in the mail headers, image headers and images. 
However, there are few public data sets that contain all these 
information. Here, we use following four data sets in the 
experiment. 

• TREC data set [20]: The TREC (Text Retrieval 
Conference) data set includes both mail headers and 
images. In the experiment, we use TREC 2005 and 
TREC 2007. Since TREC 2006 contains very little 
number of image mails, we did not choice this data 
set. We extracted all 1125 image mails from TREC 
2005. It contains 114 valid image mails and 1011 
image spam mail. From TREC 2007, there are 6728 
image mails. There are 308 valid image mails and 
6420 image spam mails. 

• Sansone data set [15]: The Sansone data set is 
provided by [15]. It also includes both mail headers 
and images. In this data set, it contains 20263 spam 
mails. We extract all 2756 image spam mails in the 
experiment. 

• Dredze data set [12]: This data set only contains 
images. It is provided by Dredze et al. [12]. In this 
data set, it contains 2006 valid images and 3297 
spam images. 

• Image Spam Hunter data set [3]: This data set only 
contains images also. This data set is provided by 
[3]. It contains 810 valid images randomly 
downloaded from Flickr.com and 928 spam images 
collected from real spam mails. 

Since only the data sets TREC and Sansone contain both 
the mail headers and images, we randomly separate mails in 
these two data sets into training set and testing set. We use 
the training set to find the thresholds and to train the 
proposed system. The testing set is to evaluate the 
performance of the system. 

We also have two data sets Dredze and Image Spam 
Hunter. These two data sets contain only images. They can 
be used to train modules in Layers 2 and 3 of the proposed 
system. Thus, we take two experiments. Experiment 1 only 
uses TREC and Sansone data sets. Experiment 2 uses four 
data sets. Table II shows the data sets used in each 
experiment. 
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TABLE II.  THE DATA SETS USED IN EXPERIMENTS 

 Mail Header 
Classifier 

Image Header 
Classifier / Visual 
Feature Classifier 

Experiment 
1 

Training Set 50% of TREC and Sansone  
Testing Set 50% of TREC and Sansone  

Experiment 
2 

Training Set 50% of TREC and 
Sansone  

Dredze and Image 
Spam Hunter  

Testing Set 50% of TREC and Sansone  

B. Threshold Decision 
The thresholds T1 and T2 play an important role in the 

proposed system. They will affect both the system 
performance and the accuracy. In the following of this 
subsection, we discuss the experiments for defining these 
two thresholds. 

• Threshold T1. 
The threshold T1 is composed of T1-Ham and T1-Spam. 

The output of Bayesian classifier contains a decision 
(ham or spam) and a probability value. If the decision is 
ham (or spam) and the associated value is greater than T1-

Ham (or T1-Spam), the proposed system outputs the final 
result.  

In the experiment, we have to decide the both values, 
T1-Ham and T1-Spam. Thus, we fix one value (viz., T1-Ham) 
and adjust another one (viz., T1-Spam).  

 

 
Figure 2.  The variation of the false positive rate. 

 

Figure 3.  The variation of the false negative rate. 

From the experiment, we observe that the variation of 
false positive rate and false negative rate is large when 
the value of T1-Ham is between 0.65 and 0.95. In Figures 2 
and 3, we show the variations of the false positive rate 
and false negative rate respectively. From the figures, we 
observe that the false positive rate and false negative rate 
have the same trend for different T1-Ham. The goal of the 
proposed system is to reduce both the false positive rate 
and false negative rate. However, from Figures 2 and 3, 
as the value of T1-Spam increases, the false positive rate 
decreases and the false negative rate increases. If T1-Spam 
is between 0.75 and 0.85, the false positive rate has the 
largest gap. If T1-Spam is between 0.85 and 0.95, the false 
negative rate has the largest gap also. Thus, T1-Spam is 
defined as 0.85. 

After T1-Spam is defined as 0.85, we may decide the 
value of T1-Ham. Table III shows the false positive rate and 
false negative rate of different T1-Ham values. From the 
table, we observe that both the false positive rate and 
false negative rate have bigger gaps between 0.85 and 
0.95. Thus, T1-Ham is defined as 0.95. 

TABLE III.  THE FP/FN RATE (T1-SPAM = 0.85) 

T1-Ham 0.65 0.75 0.85 0.95 
The FP rate 0.1005 0.101 0.1042 0.0936 
The FN Rate 0.047 0.0468 0.0468 0.038 

 
• Threshold T2. 

The threshold T2 is used if the outputs of Layers 1 and 
2 are conflict. As it was mentioned in Section III, we use 
T2 to decide if we can trust the output of Layer 1. If the 
output of Layer 1 is smaller than T2, we do not have to 
consider the output of Layer 1. The system makes the 
final decision and uses the output of Layer 2 as the final 
result. Otherwise; the system makes the final decision 
based on the output of Layer 3.  

The threshold T2 is also composed of T2-Ham and T2-

Spam. We have two sets of training sets. Thus, in this 
paper, we obtain two sets of thresholds after 
experimenting on these two sets of training sets. The 
experiments to decide threshold T2 is the same as the 
experiment to find T1. The result of these two 
experiments is in the following table. 

TABLE IV.  THE THRESHOLD T2 OF TWO EXPERIMENTS 

 T2-Ham T2-Spam 
Experiment 1 0.87 0.84 
Experiment 2 0.87 0.82 

 

C. Experiment results 
After we train the proposed system by using the training 

sets listed in Table II, we take two experiments by using the 
testing sets listed in Table II. The experiment result is in 
Table V. 
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The testing sets we used in these two experiments are 
the same. However, the results are different. It is because 
that the training sets we used in two experiments are 
different. In Experiment 1, the number of spam images is far 
more than the number of valid images in the testing set. In 
Experiment 2, the numbers of spam images and valid 
images are balanced. Thus, the system identifies the spam 
mails more correctly in Experiment 1. Although, the two 
experiments have different result; the experiment results 
show that accuracy rate of the proposed system is higher 
that 94%. 

TABLE V.  THE EXPERIMENT RESULTS 

 The FP Rate The FN Rate The Accuracy Rate 
Experiment 1 0.1801 0.032 0.9623 
Experiment 2 0.1706 0.0507 0.943 

 

TABLE VI.  THE AVERAGE PROCESSING TIME OF EACH E-MAIL 

 
Average 
processing 
time (sec) 

Experiment 1 Experiment 2 
The percentage of the 
processing mails 

The Mail Header 
Classifier 0.1334  93.72% 93.72% 

The Image Header 
Classifier 0.1962 5.25% 4.13% 

The Visual Feature 
Classifier 1.2181  1.02% 2.15% 

The average  processing time  
of each e-mail (sec) 0.1477 0.1593 

 
Table VI shows the average processing time for each e-

mail in each layer. This table demonstrates that the 
processing time of the mail header classifier is the shortest 
and the processing time of the visual feature classifier is the 
longest. By considering the average of these two 
experiments, about 93.7% of mails have been identified by 
the mail header classifier; 4.7% of mails have been 
identified by the image header classifier; only about 1.6% of 
mails are analyzed by the visual feature classifier. Since 
most of the mails are identified by the first layer, the 
average processing time for each e-mail can be reduced 
greatly. That is, the proposed system is a high performance 
image-spam filtering system. 

V. CONCLUSIONS 
In this paper, we propose a multi-layer image spam 

filtering system that contains three layers. The experiment 
result shows that most of the image mail can be correctly 
identify by using the information in the mail header. The 
analyzing of mail headers is faster that the analyzing of 
image. Thus, the proposed image-spam filtering system is 
an efficient system. The proposed system also achieves the 
high accuracy rate.  
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Abstract-Clustering analysis is a common unsupervised 
anomaly detection method, and often used in Intrusion 
Detection System (IDS), which is an important component in 
the network security. The single cluster algorithm is difficult to 
get the great effective detection, and then a new cluster 
algorithm based on evidence accumulation is born. The IDS 
with clustering ensemble has a low false positive rate and high 
detection rate, however, the IDS is slow to detect the mass data 
stream, and it can not detect the attacks in time. This paper 
presents a parallel clustering ensemble algorithm to improve 
the speed and the effective of the system. Finally, the 
KDDCUP99 data set is used to test the system show that the 
IDS have greatly improvement in time and efficiency. 

Keywords-component; Parallel Clustering Ensemble; 
Intrusion Detection System; Evidence Accumulation

I. INTRODUCTION 

Nowadays, with the rapidly growing connectivity of the 
Internet, it is very important to be able to detect and identify 
intrusion behavior or intrusion attempts in a computer at the 
first moment of occurrence. So many anomaly detection 
methods based on the clustering [1, 2] are applied to detect 
intrusion for reducing the false positive rate and improving 
the detection efficiency. 

A large number of clustering algorithms exist [3, 4] but it 
is difficult to find a single clustering algorithm to get well 
detection effect. Meanwhile, attacks are being more 
diversified, distribution and comprehensive, and detection 
environmental is also variable. So it is wise to apply several 
different clustering detection algorithms to the given data 
and then determine the best algorithm for the data. Based on 
this, Clustering Ensemble combines different algorithms or 
the same algorithm with different parameters to get better 
result compared with the single algorithms. 

Clustering Ensemble is better than the single algorithms, 
but as to the mass data the existing clustering algorithms 
meet with bottlenecks in the time complexity and space 
complexity. To deal with these issues, we introduce the 
parallel processing into the clustering ensemble algorithms, 
and raise a novel algorithm named Parallel Evidence 
Accumulation for Intrusion Detection, which is based on the 
concept of Parallel Clustering Ensemble, constructing an 
Instruct Detection System based on Parallel Evidence 
Accumulation (PEA-IDS).This system can be used to detect 
intrusion actions in time and greatly improve the  
computational speed, especially detect DOS,Probing,R2L 
and U2R attacks. 

II. THE INTRUSION DETECTION SYSTEM BASED ON THE 
PARALLEL CLUSTERING ENSEMBLE

A.  A general framework of the PEAIDS 
As shown in the Fig. 1, the PEA-IDS combines the key 

technologies of PEA algorithm, the first step of the PEA-IDS 
is to preprocess the dataset, and then there is a classifier 
which has effective detection of attacks based on PEA. 

DataSet

Preprocess

The classifiser
Based on PEA 

Detection

Output

Fig. 1 The Diagram of 
PEAIDS

B. Parallel Clustering Ensemble 
Let be a dataset D= { 1 2, , nA A A }, n is the number of the 

dataset, and each data point can be expressed 
as },,,{ 21 di aaaA , where d is the number of dimensions 
and ni1 .The principle of EA algorithm is shown as the 
Fig 2.We suppose dataset D is divided to K partitions, and 
set P={ NPPP ,..., 21 } indicates N kinds of partitions, where 

},...,{ 21
j

k
jjj CCCp  and Nj1 .As different K-Means 

algorithm uses different initial k cluster centers ,and we will 
get different partitions .The EA algorithm is to combine the 
useful information of the different results into a single data 
partition ,by viewing each clustering result as an independent 
evidence of data organization. By studying the EA algorithm, 
we found it contain a considerable and feasible parallelism. 

D ataset

 R un  
K _ M ean s_ 1

 R u n  
K _M eans_ 2

 R u n  
K _ M eans_H

.

C o n sensus F un ctio n

P *

F ig  .2  T he  d iag ram  o f th e  E A  a lg o rith m

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

978-0-7695-4110-5/10 $26.00 © 2010 IEEE

DOI 10.1109/DCABES.2010.98

450



As shown in Fig 3, the parallel clustering ensemble using 
evidence accumulation describes as follows: 

PEA algorithm: 
Input: Dataset -D; K-initial number of clusters; N-the 

times of clustering; -threshold value 
Output:  Data partition P* 
Initialize: Get the number of processors P; Copy the 

Dataset D and initialization to every processor; 
1) In every processor runs the k-means algorithm N/P 

times using the above initialization. And every time update 
the Co-association matrix: For each data point pair ( i, j) 
belongs to the same cluster, set Co-association( i , j)=Co-
association(i, j)+1/N; 

2) Collect all the Co-association matrixes from every 
processor and add them to get the final Co-association 
matrix; 

3) Detect consistent clusters in the Co-association 
matrix using single-link technique: 

a)  For each data point pair ( i, j), such that Co-
association( i, j)> ,merge the data point pair in the same 
cluster; if the patterns were in distinct previously formed 
clusters, join clusters. 

b) For each remaining data point not included in a 
cluster, form a single element cluster. 

4) Output the result of the cluster P*; 
After running of PEA algorithm, we can get a series of 

clusters, with thinking the pattern in the same cluster, 
marking the largest cluster of normal, others to be anomaly. 

Start

Copy the Dataset  into  P processors 

Initialize k 
cluster centers

Run K_means

 t  <N/P ?

Update 
Co_association 

matix

Y
NOutput 

Co_association 
matix

Initialize k 
cluster centers

Run K_means

 t  <N/P ?

Update 
Co_association matix

Y
NOutput 

Co_association 
matix

Initialize k 
cluster centers

Run K_means

 t  <N/P ?

Update 
Co_association matix

Y
NOutput 

Co_association 
matix

Processor 1
Processor 2

Processor P

Merge all the Co_association matrixs,form the end Co_association  matrix

Co_assoc(i,j)> ?

Y

Merge the patterns ( i ,j), if the patterns in distinct 
previously formed clusters, join the clusters

N

Element clustering

Output the result of 
cluster

Fig.3 The flowchart of PEA algorithm

III. EXPERIMENTS

In this section, we experiment with the PEAIDS by using 
the KDDCUP99, which is the authoritative testing data set in 
current intrusion detection filed. 

A. KDDCUP99 data set 
KDDCUP99 data set is used for the 1999 KDD intrusion 

detection contest, which is a version of 1998 DARPA 
Intrusion Detection Evaluation Program prepared and 
managed by MIT Lincoln Labs. It consists of 4,898,431 

records, and contains a total of 24 training attack types and 
one type labeled as normal. TABLE  shows KDDCup99 
labeled categories.  

TABLE I. KDDCUP99 LABELED CATEGORIES

B. Data preprocessing 
In KDDCup99 data set, every connection record contains 

41 attributes and 1 label, while 9 of them are discrete and the 
others are continuous. For the continuous attributes, the 
measure methods are different. Generally speaking, the 
smaller measurement units are, the wider the range is. As a 
result, the clustering is to be effected more, as we use the 
distance function to compute the dissimilarity of the 
connection records. To solve the problem, we first 
standardize and normalize the data set. 

We assume '
ika  is standardized data, and ika '' is

normalized data, which are all from the original 
data ika .Average[k] is the average of the k –column, MAD[k]
is mean absolute deviation and nk0 .We know that after 
standardized and normalized ika ''  is between 0 and 1. 

' [ ]
[ ]

ik
ik

a Average k
a

MAD k
 (3-1) 

1 2
1[ ] ( )k k ikAverage k a a a
n

   (3-2)

1 2
1[ ] (| [ ] | | [ ] | | [ ] |)k k ikMAD k a Average k a Average k a Average k
n

(3-3) 
' '

''
' '

m in{ }
max{ } min{ }

ik ik
ik

ik ik

a a
a

a a
(3-4)

C. Dissimilarity Measure 
The dissimilarity measure is important in the clustering, 

as there the KDD Cup99 dataset is mixed categorical 
attribute, we use the measure mentioned in [5]. 

'' '' 2( , ) ( ) ( , )i j ik jk il j l
k C l D

D A A a a a a (3-5)
Let

0, ( )
( , )

1, ( )
il jl

il jl
il jl

a a
a a

a a
(3-6)

And                                  =

Categories Specification Label 
Normal normal records normal 

DOS denial-of-service, e.g. syn 
flood 

back,land,Neptune,pod, 
smurf,teardrop 

Probing 
Surveillance and other 

probing , e.g. port 
scanning

ipsweep,nmap, 
ortsweep,satan 

R2L

Unauthorized access 
from a remote 

machine,e.g. guessing 
password 

ftp_write, 
guess_passwd,imap, 

multihop, 
phf,spy,warezclient, 

warezmaster 

U2R

Unauthorized access to 
local super user (root ) 
privileges, e.g., various 

“buffer overflow ” 
attacks 

buffer_overflow, 
loadmodule, 
perl,rootkit 
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D. Performance Measure 
To evaluate the performance of the system, the following 

indicators are defined: the detection rate (DR) is defined as 
the number of anomaly data which is detected by the system 
divided by the total number of the anomaly data in the data 
set. It’s showed as 3-7. The false positive rate (FPR) is 
defined as the number of labeled normal data which is 
incorrectly detected as anomaly divided by the total number 
of labeled normal data in the data set. It’s showed as 3-8. 
Speedup ratio (SR) is defined as the time used in one 
processor divided by the time used in p processes. It’s 
showed as 3-9. Parallel efficiency (PE) is defined as the 
speed up ratio divided by the number of the processors p. It’s 
showed as 3-10. 

rda

anomal

N
DR

T
(3-7)

normalD

normal

N
FPR

T
(3-8)

(1)
( )

T
SR

T p
(3-9)

SR
PE

p (3-10)

E. Experiment result and analysis 
The dataset is classified into five categories: Normal, 

DOS, U2R, R2L, and Probing. Firstly, we discuss with four 
types of attacks respectively: DOS, U2R, R2L, and Probing. 
However, in the KDDCup99 dataset the number of 
anomalies has outnumbered the number of normal instances, 
which didn’t satisfy the realistic. Therefore, we filtered many 
of the attacks so that the resulting data set consisted of 1 to 
1.5% attack and 98.5 to 99% normal instances [6]. 

The sampling is to generate a random probability for 
each data. If the probability is less than which we set for 
sampling, data is extracted, otherwise not [6].As showed in 
TABLE .

TABLE II. TYPES OF ATTACKS OF KDDCUP99 

Class Name and number of sub-classes Number 
of data 

Rate of 
attack 

Dos
normal(71225),smurf(946), 

neptune(127),back(12),land(1), 
teardrop(3),pod(2) 

72316 1.5087%

Prob
ing

normal(62589),portsweep(136), 
ipsweep(123),nmap(57), 

satan(356) 
63261 1.0623%

R2L

normal(52345),ftp_write(16), 
guess_passwd(57) 

imap(17),multihop(9), 
warezmaster(26),phf(7) 

52477 0.2515%

U2R
normal(42187),loadmodule(13), 
buffer_overflow(39),rootkit(19), 

perl(7) 
42265 0.1845%

From TABLE , for all types of attacks, PEA-IDS has 
perfect DR and low FPR, obviously overcoming the 
difficulty for parallel k-means IDS(PKM-IDS) in detecting 
R2L and U2R attacks. Because many of R2U attackers 

pretend the legal users to use the network or use it in a 
seemingly legitimate way, their features are similar to the 
normal samples. So the algorithm may cluster these instances 
together and the attack would be undetected. In addition, just 
because there are so many instances of the intrusion that it 
occurs in a similar number to normal samples, so many 
algorithms including K-means algorithm have a difficult in 
the detection. Moreover, for the intrusion data is often 
irregular, single K-means algorithms only do well in hyper 
spherical shaped clusters on the data. And the idea of EA 
algorithm is to combine the results of multiple clustering’s 
into a single data partition by viewing each clustering result 
as an independent evidence of data organization to get the 
best result, improving the ability of ‘weak’ clustering in 
partition of anomalistic data sets to get better detection of 
R2L and U2R attacks. Furthermore, except for the 
advantages of EA algorithm, but also because compared with 
the normal data, R2L and U2R have lower percentage in the 
data. 

TABLE III. DR AND FPR OF THE TYPES OF ATTACKS IN PEA-IDS AND 
PKM-IDS

PEA-IDS PKM-IDS Classes DR FPR DR FPR 
DOS 100% 0.6897% 79.59% 0.1219% 

Probing 100% 0.9345% 52.37% 0.2105% 
R2L 100% 0.9245% 100% 43.2700% 
U2R 100% 0.7632% 100% 46.4100% 

From TABLE , we know the changes of SR and PE as 
the increasing of the nodes, the SR is increasing obviously, 
yet the PE is declining. Because as the nodes increasing, the 
time used to detecting attacking is decline, so we get a higher 
SR, however, the dispatched and communicated time is 
increasing as the nodes increasing, in other words the cost is 
increasing, and PE is declining. 

TABLE IV. SR AND PE OF THE TYPES OF ATTACK IN PEA-IDS 

Classes Nodes SR PE 
1 1.00 100% 
2 1.86 93.00% 
4 3.21 80.25% DOS

8 5.46 68.25% 
1 1.00 100% 
2 1.79 89.50% 
4 3.18 79.50% Probing 

8 5.38 67.27% 
1 1.00 100% 
2 1.81 90.50% 
4 3.23 80.75% R2L

8 5.41 67.63% 
1 1.00 100% 
2 1.79 89.50% 
4 3.15 78.75% U2R

8 5.52 69.00% 
TABLE shows the mixed type attacks of the 

KDDCup99, the approach to get the sampling is the same as 
above.  

TABLE V. MIXED ATTACKS OF THE KDDCUP99 
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TABLE VI. DR AND FPR OF THE MIXED TYPES OF ATTACKS IN PEA-IDS
AND PKM-IDS

PEA-IDS PKM-IDS Class DR FPR DR FPR 
Mixed
attack 100% 0.8652% 70.05% 0.5872% 

TABLE VII. SR AND PE OF THE MIXED TYPES OF ATTACKS IN PEA-IDS

Class Nodes SR PE 
1 1 100% 
2 1.87 93.50% 
4 3.17 79.25% 

Mixed
attacks 

8 5.38 67.25% 

IV. CONCLUSIONS

The aim of the paper is to improve the speed of intrusion 
detection system, keep the high detect date and the low false 
positive rate using the Parallel Clustering Ensemble based on 
Evidence Accumulation algorithm, it overcomes the 
disadvantages of  conventional Parallel  K-means algorithm. 
Through paralleling, the algorithm clusters more speedily 
facing to mass data, and keep the advantages of the Evidence 
Accumulation which combines the results of multiple 
clustering into a single data partition, then detect abnormal 
network behavioral patterns with PEA algorithm. The 
experimental results on KDD CUP99 dataset show that the 
PEAIDS have more speedily, higher DR and lower FPR in 
all types of attacks. Future tests use more other data is 
needed.
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Abstract—CA (Certificate Authority) acts as the trusted 
third party, which serves to issue digital certificates and 
validate them in PKI (Public Key Infrastructure). Hence 
it’s significant to ensure the CA system’s security. The 
ECC (Elliptic Curve Cryptography) has the advantages of 
shorter key and higher efficiency, comparing with other 
public key cryptographies such as RSA. The purpose of 
this work is to design and implement a CA based on ECC 
by using Java programming technique, which can sign 
X.509v3 digital certificate to client and then validate client 
certificate. In application, the key pair (including public 
key and private key) can be got from the PKCS#12 (Public 
Key Cryptography Standard), which is used in encryption, 
decryption and digital signature. The ECC-based CA is 
used in the system of DRM (Digital Rights Management) to 
contribute to confidentiality, authenticity, integrality and 
non-repudiation in communication. 

Keywords - CA, digital certificate, ECC, ECDLP. 

I. INTRODUCTION 

With the Internet’s widespread exposure and acceptance, 
the information security of such open environment has 
become the urgent problem to be solved. Considering the 
significant disadvantages of symmetric key cryptography [1], 
asymmetric key cryptography emerged as the times require, 
which has two different but mathematically related keys – a 
public key and a private key. Therefore, it’s also called public 
key cryptography generally. 

In cryptography, CA [2] is an entity that issues digital 
certificates for use by other parties. It is an example of a 
trusted third party. CAs are characteristic of many PKI 
schemes. The functions of CA system are shown in Figure 1.  

 
Figure 1. Functions of CA system 

Presently, the most widely used public key cryptography in 
CA is RSA [3], which is based on the large integer factoring 
problem. Nevertheless, some timing attacks succeed to be 
applied against to RSA. The key size must be expanded to 

ensure the security. Consequently, the system is 
extraordinarily time-consuming. In the precondition of 
achieving the same security level, short key is more popular, 
especially in resource-constrained environments such as 
handheld devices and smart cards. The ECC just meets the 
requirements and it owns the attributes above. 

ECC is an innovative cryptographic technique, which was 
discovered in 1985 by V.S.Miller [4] as an alternative scheme 
for public key cryptography. Its security depends on the 
intractability of ECDLP (Elliptic Curve Discrete Logarithm 
Problem). In fact, ECC is no longer new, and has withstood a 
great deal of cryptanalysis and a long series of attacks, which 
makes it appears as a mature and robust cryptosystem at 
present. ECC intersects the disciplines of mathematics and 
computer science. Its applications widely include electronic 
commerce, secure communication, smart cards, etc. 

In this paper, after the discussion of elliptic curve, a CA is 
designed and implemented for ECC-based X.509v3 digital 
certificate. The CA is able to issue root certificate and 
sub-certificate to terminal. In addition, it can validate client 
certificate. Lastly, a comparative analysis of certificate against 
RSA and ECC is presented. 

II. OVERVIEW OF ECC 

A. General elliptic curve 

An elliptic curve E over the finite field K is defined as 
follows, also known as the Weierstrass equation: 

2 3 2
1 3 2 4 6y a xy a y x a x a x a+ + = + + +   (1) 

where 1a , 2a , 3a , 4a , 6a ∈K and Δ≠ 0. Δ  is the 
discriminant of E that can be calculated as: 

2
2 1 2

4 1 3 4
2

6 3 6
2 2 2

8 1 6 2 6 1 3 4 2 3 4
2 3 2
2 8 4 6 2 4 6

4
2

4
4
8 27 9

b a a
b a a a
b a a
b a a a a a a a a a a

b b b b b b b

 = +
 = +

= +
 = + − + −
∆ = − − − +

  (2) 

Condition Δ≠0 assures the curve is “smooth”, which 
means mathematically the differential coefficient exists at any 
point of the curve. 

The set of points on an elliptic curve, together with a 
special point O called the point at infinity and an addition 
operation, form an Abelian group [5]. 
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Given nonzero points 1 1( , )P x y= , 2 2( , )Q x y= , 

3 3( , )R x y= , on a defined elliptic curve over K, together 
with a scalar k, and P Q≠ − . The operation rules of points 
are listed as follows: 

1) Inversion of point: 

1 3( , )P x y a x a− = − − −      (3) 

2) Sum of two points:  R P Q= +  

 
2

3 1 2 1 2

3 1 3 3( )
x a a x x
y a x v a

λ λ

λ

= + − − −

= − + − −





       (4) 

where 

2 1

2 1

2
1 2 1 4 1 1

1 1 1 3

3 2
2

y y if P Q
x x
x a x a a y if P Q

y a x a

λ =

− ≠ −


+ + − =
 + +

 (5) 

1 2 2 1

2 1

3
1 4 1 6 3 1

1 1 1 3

2
2

v

y x y x if P Q
x x
x a x a a y if P Q

y a x a

=

− ≠ −


− + + − =
 + +

 (6) 

3) Scalar multiplication:  
...

k times

Q kP P P P= = + + +1442443      (7) 

The order of the point P is the smallest integer n such that 
nP O= . Note that, if i and j are integers, then iP jP=  if 
and only if i j= (mod n). 

In this work, the elliptic curve over prime field Fp is 
considered, where p is a prime number other than 2 or 3. 
Especially, p is a large prime number. And the equation (1) 
always can be transformed to: 

2 3y x ax b= + +      (8) 

where , [0, 1]a b p∈ − , and 3 24 27 0a b+ ≠ (mod p). The 
operation rules follow the same principles above (equation 
3,4,5,6,7), though the coefficients change correspondingly. 

The prime number p is chosen such that there is finitely 
large number of points on the elliptic curve to make the 
cryptosystem secure. SEC [6][7] specifies recommended 
curves with p ranging between 112-521 bits, which is utilized 
to design a CA in this work. 

B. ECDLP 

To create a cryptosystem using elliptic curve is necessary to 
find a difficult problem such factorizing the product of two 
prime numbers or calculating a discrete logarithm. 
Considering the equation P=k·G, where P and G are points 
belonging to Ep(a,b), and scalar k is smaller than p. It is quite 
easy to assess P given k and G, but it is very difficult to 
calculate k given P and G. This is called ECDLP. In fact, the 

G is base point. The criterion to select G is the smallest value 
of n such that n·G=O, and n must be a large prime number. 
The intractability of ECDLP is the foundation of ECC. 

Presently, there are several solutions of ECDLP [8], and the 
current three solutions are: 

1) Baby Step-Giant Step algorithm and Pollard- ρ 
algorithm for general DLP; 

2) MOV reduction algorithm for the super singular elliptic 
curves; 

3) SSAS algorithm for the anomalous elliptic curves. 
These mathematical results have affected the design 

choices for protocols and standards used in applications. 
Hence, the elliptic curves above aren’t used in ECC. In 
application, several secure elliptic curves are available in SEC, 
recommended by Certicom Corp [9]. 

III. DESIGN CA USING ECC 

Java is selected as the programming language due to its 
platform independence. In addition, the open code library 
Bouncy Castle [10] is utilized to write the code, which is a 
Java implementation of cryptographic algorithms and 
developed by the Legion of Bouncy Castle. The Bouncy 
Castle API for elliptic curve consists of a collection of 
interfaces and classes defined in org.bouncycastle.jce, 
org.bouncycastle.jce.interfaces, and org.bouncycastle.jce.spec 
packages which provide provider specific support for elliptic 
curve keys, parameters, and named curve handling. 

In order to use ECC, all parties must specify all domain 
parameters defining a secure elliptic curve. For prime field Fp, 
the domain parameters include: prime number p, constants a 
and b, base point G, integer n and h. In this work, a particular 
elliptic curve over Fp is chosen from SEC. And its nickname 
is prime192v1, which enables it to be easily identified and 
implies the key length is 192 bits. The detailed parameters of 
the elliptic curve can be got from the program fragment 
below: 

 
import org.bouncycastle.jce.ECNamedCurveTable; 
import org.bouncycastle.jce.spec.ECParameterSpec; 
…… 
ECParameterSpec ecp =  
ECNamedCurveTable.getParameterSpec("prime192v1"); 
 

which are involved in variable ecp and listed in Table 1. 
Table 1. Parameters of select curve 

parameter value 
p 0xfffffffffffffffffffffffffffffffeffffffffffffffff 
a 0xfffffffffffffffffffffffffffffffefffffffffffffffc 

b 0x64210519e59c80e70fa7e9ab72243049fe
b8deecc146b9b1 

G 0x3188da80eb03090f67cbf20eb43a18800f
4ff0afd82ff1012 

n 0xffffffffffffffffffffffff99def836146bc9b1b
4d22831 

h 0x1 
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In this section, the details about the ECC-based CA design 
are introduced. The work can be divided into three blocks: the 
class to generate the CA’s own certificate, the class to issue 
certificate to client, and the class to validate client certificate: 

1) GenCertECC.java is in charge of generating root 
certificate and PKCS#12 key store. Root certificate contains 
the public key of a CA, and PKCS#12 is a standard that 
specifies a portable format for storing private key. Both of 
certificate and private key are included in PKCS#12. The key 
parameters are shown in Table 2 in this class. 

Table 2. Class to generate CA certificate 
parameter value 

ECParameterSpec prime192v1 
KeyPairGenerator ECIES, BC 
X509V3CertificateGenerator subject of CA 
SignatureAlgorithm SHA1withECDSA 
KeyStore PKCS12,SunJSSE 

 
In this class, elliptic curve domain parameters are 

constructed from a named (“prime192v1”) secure elliptic 
curve over prime field Fp recommended in SEC using class 
org.bouncycastle.jce.spec.ECParameterSpec. The curve can 
be retrieved from org.bouncycastle.jce.ECNamedCurveTable. 
Then ECIES scheme specified in ANSIX9.63 and IEEE 
P1363 together with the parameters above are used to 
generate key pair. java.security.SecureRandom is used to 
enhance the randomicity in key pair generation. Key pair 
generation in elliptic curve follows the same principles as the 
other algorithms, the main difference being that, unlike 
algorithms such as RSA, elliptic curve keys exist only in the 
context of a particular elliptic curve and require to have curve 
parameters associated with them to be of any use. Lastly the 
class org.bouncycastle.x509.X509V3CertificateGenerator and 
java.security.KeyStore can generate X.509v3 certificate and 
PKCS#12 according to the key pair and the identity of the 
owner. 

2) SignCertECC.java is a class of CA to issue user 
certificate to client, using its own private key and subject 
information. The key parameters are shown in Table 3. 

Table 3. Class to sign client certificate 
parameter value 

X509Certificate CA certificate 
PrivateKey CA private key 
X509V3CertificateGenerator subject of client 
SignatureAlgorithm SHA1withECDSA 
KeyStore PKCS12,SunJSSE 

 
Just as the first class, a pair of keys, existed only in the 

context of a named secure elliptic curve, is generated for 
client. The key pair and the subject information from the 
client’s request are combined to generate an ECC-based 
X.509v3 digital certificate, which is signed by CA’s private 
key using SHA1withECDSA as signature algorithm and 
delivered to end user. Certificate path (the subject of root 
certificate is the issuer of sub-certificate) composed of CA’s 

certificate and user certificate together with user’s private key 
can be encapsulated as PKCS#12. 

3) CheckCert.java is used to validate client certificate for 
CA. It aims at checking the validity of the digital certificate 
provided by client. The key parameters are shown in Table 4. 

 
Table 4. Class to validate client certificate 

parameter value 
CertificateFactory X.509, SUN 
X509Certificate client certificate 
CertPath certificate path 
CertPathValidator PKIX, SUN 

 

 
Figure 2. Validation of certificate 

 
In this course, CA reads client certificate, including the 

certificate path, and checks the certificate as follows: 
• Check the period of validity, otherwise it’s invalid; 
• Check the signature of certificate by using the public 

key of root certificate, otherwise it’s inauthentic; 
• Check the serial number of certificate whether it is in 

the latest CRL (Certificate Revocation List), the 
certificate is invalid if it’s true; 

• Check the certificates recursively along the certificate 
path one by one till the root certificate, the certificate 
is valid if it’s root certificate. 

Figure 3 illustrates the detailed information of client 
certificate, including the name of issuer and client and the 
validity period. Moreover, it is noticeable that the OIDs of 
SHA1withECDSA and ECC denote the algorithm of signature 
and public key cryptography. 
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Figure 3. Details of certificate 

IV. COMPARATIVE ANALYSIS OF CERTIFICATE 
AGAINST RSA AND ECC 

  The ECC-based CA designed in this work is used in the 
system of DRM based on open network environment, which 
demands higher security level and efficiency. The CA issues 
PKCS#12 for registered user, and authenticates ID in logging 
in. Furthermore, it assures security through SSL protocol in 
communication. 
  In this section, a comparative test of certificate against RSA 
and ECC is discussed, which is based on the PC of Intel 
Pentium Dual E2180 2GHz’s CPU, 1GB’s RAM, and MS 
Windows XP sp2. According to FIPS 104-2 [11], the key 
length of RSA and ECC having equivalent security level is 
shown in Table 5. 

Table 5. Key length of equivalent security level (bits) 
RSA 1024 2048 3072 7680 15360 
ECC 160 224 256 384 512 

   
In key pair generation, encryption and decryption of 40bits’ 

string of characters, the time consumption is tested in the 
condition of above. The result is shown in Table 6. 

Table 6. Time consumption against RSA and ECC (ms) 

key pair 
generation encryption decryption total key 

length 
RSA ECC RSA ECC RSA ECC RSA ECC 

1024 
/160 234 219 0 16 16 15 250 250 

2048 
/224 1109 234 0 16 203 31 1312 281 

3072 
/256 4125 234 31 31 625 32 4781 297 

7680 
/384 257125 281 31 32 9812 93 266968 406 

15360 
/512 858906 375 78 63 74047 171 933031 609 

  The comparisons in Table 5 demonstrate that shorter key 
can be used in ECC than with RSA systems at a given security 
level. Although RSA is faster than ECC in encryption, it is 
noticeable that the gap between ECC and RSA systems grows 
rapidly as the key sizes increase in key pair generation. 
Totally, RSA system is much more time-consuming than ECC 
system. Hence in order to obtain a higher security level and 
efficiency, especially in DRM system, the key sizes must 
expand, and it is advisable to select ECC-based system 
according to Table 6. 

V. CONCLUSION 

ECC has become a hotspot in information security area in 
recent years. In this paper, a design and implementation of CA 
based on ECC that generates X.509v3 certificate and validates 
client certificate is introduced, that is developed by using 
JDK1.6 and Bouncy Castle API. In addition, a comparative 
analysis of certificate against RSA and ECC is discussed. It is 
with the purpose of helping to spread the use of ECC. 
Moreover, the implementation is notably useful in the 
cryptosystem of higher security level and efficiency. 
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Abstract—Nowadays, more and more computer malwares or 
viruses have evolved to a new special form that depends on the 
Internet, which is called downloader. In this article, we will 
show something about the downloader’s destructive power and 
several available methods to bypass the heuristic scanning of 
Kaspersky and Eset’s newest antivirus software for their 
heuristic scanning technology are the most advanced in the 
windows OS platforms. Even though the Heuristic Scanning 
Technology is the key of protection software, more and more 
new methods are built to bypass it. And then, I will give my 
guess about how to detect and Intercept   the downloader-like 
programs. Note that I never hope do harm to Kaspersky and 
Eset’s  products but only to learn. 

Keywords: downloader; Timing attacks; bypass; vc 

I.  INTRODUCTION 
Nowadays, more and more computer malwares or viruses 

have evolved to a new special form that depends on the 
Internet, which is called downloader. Maybe you will think 
the downloaders never invaded your computers because of   
your carefulness and the protection from the antivirus 
software. But nothing is perfect without any defects, I will 
show my methods to simulate some downloaders to bypass 
the antivirus software’ scanning and detecting, of course, I 
take Kaspersky and Eset’s newest antivirus software for my 
test examples. 

As we know, Kaspersky’s KAV/KIS and Eset’s 
EAV/ESS are the best antivirus software of the world, their 
heuristic scanning modules are very sensitive and smart and 
can detect most unsafe programs so that the malwares’ 
writers always try their best to bypass Kaspersky and Eset’s   
products. In other words, if your program can bypass their 
products, it may bypass nearly all antivirus software. 

II. THE CHARACTERISTIC OF THE DOWNLOADER 
A downloader sometimes looks like a general safe 

program, something is special, a downloader can download 
some special modules which carry the evil codes from the 
Internet then load and execute them in the local computer. 
This procedure is transparent for the computer’s user, which 
is characteristic of the downloader. Please see in Figure 1. 

In any Windows OS platform, this procedure need to call 
two kind of special functions which are 
URLDownloadToFile/URLDownloadToCacheFile and 
Loadlibray/WinExec/ShellExecute, the former can download 
some files to the local host while the latter can load and 

execute the files. In this way, a simple program maybe 
becomes a powerful malware and does a lot of things which 
the mother module can not do.[1][2] 
 

 
Figure 1   A typical downloader. 

 

III. BYPASS THE HEURISTIC SCANNING 
In this part, we will see several special methods to bypass 

Kaspersky and Eset’s  products,  all the demos are developed 
with vc6.  

A. A typical Downloader 
As shown in Figure 2, it is a typical downloader’s source 

codes. 
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Figure 2   A typical downloader. 

 
In this codes,  URLDownloadToFile and WinExec are 

used to download a executable file and execute it which will 
be detected by the heuristic Scanning module. Sometimes 
antivirus software possibly report that it is a PE virus. 

Even though a downloader do not do bad nothings, its 
behavior seem to be unsafe and generally a safe program 
never do like that. Therefore, the antivirus software’s 
heuristic scanning module thinks it should be classified to a 
virus. 

B. The Timing Attack  
Every logical operation in a computer takes time to 

execute, and the time can differ based on the input; with 
precise measurements of the time for each operation, an 
attacker can work backwards to the input. Information can 
leak from a system through measurement of the time it takes 
to respond to certain queries. [3] 

Just based on this theory, we can make full use of the 
delay of each operation and design a set of particular 
instructions to bypass a lot of security mechanism in a 
computer system. 

As shown in Figure 3 and Figure 4, there are two kind  of 
downloaders, the first one is detected by KAV while the 
second one succeeds to bypass KAV. I name   the first one 
A, another B. 

Compared with A, B only is in excess of three lines of 
codes. Obviously, the reason is that two lines of codes, as 
follow: 

 
for( int  i = 0;i < 100000000; i++) 
{ 

_asm{nop} 
} 
 
This two lines of codes are to let  the CPU do nothing. 

Generally speaking, the heuristic scanning module will to 
analyze them but to ignore them, then the inconsistence turns 
out between the actual situation and the heuristic scanning 
module’s analyzing.[4] 

When A is running, it will create a event object to 
achieve the exclusive function. If there is not the event object 
“ByPass” in computer system, it will enter to the “if ” codes 
block and create a new process based on itself image path; 

when there are two A processes in the computer system, for 
the previous event object is not closed,  the codes after  the 
“if ” codes block will be executed, which is to complete the 
typical downloader’s function . 

But in B, because of the heuristic scanning module’s 
ignoring, the antivirus software think the program never 
execute the codes after the “if” codes block. Then, the 
Timing attack is achieved!  

 

 
Figure 3   It fails to bypass KAV 

 

Figure 4   It succeeds to bypass KAV 
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C. The Renamed Method 
In order to bypass protection software, hackers have the 

second method: the renamed method. 
The renamed method is very easier than the timing 

attack. Its principle is that the heuristic scanning module is to 
record the path of the file which the downloader downloads, 
so if we change its path, the heuristic scanning module will 
think the downloader is not dangerous. 

 

 
Figure 5   It fails to bypass EAV 

 

 
Figure 6   It succeeds to bypass EAV 

 
The codes in Figure 5 and Figure 6 both can not bypass 

KAV, maybe KAV is more sensitive than EAV. In other 
words, the renamed method has classified to a kind of unsafe 
methods by some antivirus software. 

D. A Special Attack About the Compiler 
Maybe you never know whether a downloader can 

bypass KAV or EAV is about the compiler. The several 
kinds of codes above, if they are compiled by VC6, the result 
is that only the codes in  Figure 3 can bypass KAV; but if 
you use VC2008 to compile them, you will find they all can 
succeed to  bypass KAV and EAV. 

In my opinion, the reason is that VC2008 can optimize 
greatly the object codes so that the heuristic scanning module 
can not analyze the codes correctly and it have to let the 
unsafe software run. 

IV. MY GUESS TO DETECT THE DOWNLOADER  
In my opinion, we need two important components to 

detect the downloader – A server which plays a role of the 
data center and A client to deal with the downloader-like 
programs. 

A. Intercept the download-like behavior in the Client 
According to my statement above, I guess that if we build 

a program Asys which can monitor the system event of 
loading “Urlmon.dll” file. 

Once “Urlmon.dll” just is loaded by a process Bexe, 
Asys will inject a special DLL file named Adll into Bexe’s 
process space, at the same time, Asys will hook 
URLDownloadToFile/URLDownloadToCacheFile and 
WinExec/ShellExecute in Bexe’s process space. In addition, 
Adll  can get the net path and the local path of the file which 
is downloaded by Bexe, I name the file FileA. According to 
the path of FileA, it is possible to verify whether FileA is a 
PE file. [5] 

If FileA is a PE file, Adll will calculate the MD5 value of  
FileA and query a special local  file whose name is 
SecMD5File and which contains the trusted and malicious 
files’ MD5 values. If it is trusted, we will let it go; Otherwise 
it is a kind of  malwares and we should terminate Bexe. If it 
fails to do that, it   means that FileA is a suspicious file and 
need to do something as follow. 

Adll will send the net path of FileA to the server.  
Then if  Bexe calls WinExec/ShellExecute, Adll  still get 

the file path from the API’s parameters and calculate the 
corresponding MD5 value – Because of the MD5 value’s 
uniqueness. According to SecMD5File, if this MD5 values is 
trusted, Let it go; if this MD5 values is unsafe, Stop it. If  it 
fails to query this MD5 value in SecMD5File, just let the 
computer user determine what to do. 

What is more, Asys will update SecMD5File Every two 
hours to enable the data in SecMD5File is the latest.[6]. 

B. Detect the download-like program in the Server  
In the server, the detection software downloads the 

suspicious files whose information is from the clients and 
detects these files, then classify their MD5 values as trusted 
or dangerous which will be updated to a database file. In my 
opinion, the detection software is a special software which 
is based on the engines of  the KAV and EAV. If it is 
possible, I prefer to developing a new anti-virus engine. 

At the same time, the detection software will respond to 
the clients and send the information in the database file to the 
clients. 

V. DISCUSSION 
Frankly, as a newest type of the computer virus, there 

never are a available method to detect and kill the   
downloader-like programs.  

The method in my guess should not be affected by the 
difference among compilers, because every API’s   address  
and the File’s MD5 value are unique in the same OS. 

URLDownloadToFile/URLDownloadToCacheFile and 
WinExec/ShellExecute is linear in time and space, based on 
this view, it is necessary to monitor them to be called. 
Besides, because every file’s MD5 value is exclusive, we can 
detect a download according to the  MD5 values of the files 
which WinExec/ShellExecute and 
URLDownloadToFile/URLDownloadToCacheFile are 
involved. 
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Inevitably, hooking some APIs and calculate the file’s 
MD5 affect the performance of the computer system. But I 
think it is necessary for your computer security. What is 
important, to realize my guess, it needs a high-speed network 
between the client and the server, the server needs a high-
speed data processing platform. 

In fact, there are a lot  of  work  to do. For example, we 
need a mechanism to ensure that the communication is safe 
between the client and the server. [7] 
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Abstract—Objective: An intrusion detection system was 
constructed on the basis of the characteristics of BP neural 

network model.  

Methods: According to the capture engine of the text, all 

network data stream flowed through the systematic 

monitoring network segment will be captured, feature 

extraction module analyze and process the captured network 

data flow, you can extract complete and accurate eigenvector 

on behalf of this data stream, and this eigenvector will be 

presented to the neural network classification engine, as the 

input vector of a neural network.  

Results: The neural network classification engine analyzes and 

processes this eigenvector, and thus distinguishes whether it is 

the intrusive action.  

 Key words—BP neural network; Intrusion detection system; 

design;  

I. BP NEURAL NETWORK MODEL 

Artificial neural network (ANN) is a non-linear complex 
network system formed by a large number of processing 

units which connected to each other, it is proposed on the 
basis of the production of modern neuroscience research. 
The information processing functions which is similar to the 
human brain will be completed by simulating the mode of 
the human brain neuron’s network processing and 
memorizing messages, the characteristic of which is the 
distributed memory and parallel co-processing of 
information, which has a feature of strong self-learning, 
self-organization, fault tolerance, highly nonlinearity, 
associative memory function and reasoning sense function 
and so on.  

BP neural network is a method which used the most 
widely and had the best effect. In comparison with other 
traditional models, it has better persistence and timely 
prediction. BP network includes input nodes, output nodes 
and hidden nodes in one or more layers; each node in its 
network is a neuron. It is a multi-input / single-output 
nonlinear device and a basic processing unit of BP network, 
its structure model shows in the following Figure 1 [1]. 

For each node, there is a state variable xi， there is a 
connection weight coefficient ωij from node i to node j and 
ach node has a threshold value θj，The relationship between 
its inputs and outputs can be expressed as: 
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Figure 1. Neuron  

II. KNOWLEDGE REPRESENTATIONS IN NEURAL 

NETWORKS  

Traditional knowledge representation can be seen as a 
kind of display representation of knowledge, while the 
representation of knowledge in the ANN can be seen as an 
implicit formula representation. In the ANN, knowledge is 
not just as traditional methods of knowledge to express a 
series mode like rules and whatever, but to present several 
knowledge of a certain problem in the same network, which 
is expressed as the distribution of weights for the network. 
The BP network structure is shown in the following Figure 
2[2]. Experts provided the example and the corresponding 
solution of problem, the sample was studied through 
e-learning model, the weights haven’t been stopped revising 
by adaptive algorithm within the network until the required 
learning accuracy has done. The learning process is as 
follows: 

When input fault symptom is given, it will first spread 
forward to the hidden node, then the output information of 
hidden nodes is transmitted to the output node through the 
output transfer function, namely effecting function, and 
finally output result is given.（ Sigmoid ）Output transfer 
function of the node selects (Sigmoid) function. The 
learning process of algorithm is composed of propagation 

and counter- propagation. In the propagation, input 
information will be handled layer by layer from the input 
layer and through implication layer, and transmit to the 
output layer, the state of each layer of neurons only 
influence the state of next layer of neurons. If the output 
layer can not get the expected output, it will shift to 
counter-propagation and transferred the error signal back 
along the originally connected path, and the smallest error 
signal will be made by modifying the weights of neuron. 

 

 

 

 

 

 

 

Figure 2 . BP network structure diagram 

III. INTRUSION DETECTION SYSTEM BASED ON 

NEURAL NETWORK 

A. The Overall Structure  

According to the characteristics of BP neural network 
model, an intrusion detection system was constructed, which 
is shown in the following Figure 3. From Figure 3, we can 
clearly see that: text capture engine capture all network data 
stream flowed through system monitoring network segment, 
feature extraction module analyze and process the captured 
network data flow, extract out the feature vector which 
completely and accurately represent the data stream and 
submit the eigenvector to the neural network classification 
engine so as to take it as input vector of the neural network 
classification engine, neural network classification engine 
distinguish the intrusive action by analyzing and processing 
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this feature. If after analyzing and processing, the neural 
network classification engine consider it as a kind of 
aggressive behavior, it will  send a warning message to the 
user, and record the attack-related information in the log so 
as to gather evidence securely afterwards; if alarm 
information is of great value for the perfecting and updating 
of attacking sample store, such as the discovery of an 
unknown type of aggressive behavior (defined as the attack 
type which neural networks have not learned), this attack 
can be added into the attacking sample store in the 
participation of the user to prepare for re-learning of neural 
network classification engine. This reflects the neural 
networks possesses the capacity of continuous learning so as 
to identify more types of aggressive behavior, and also is a 
prudent advantage and highlight of neural network intrusion 
detection system compared to the general rule-based 
intrusion detection system, it is of great value for the 
practical application of intrusion detection systems[3].  

 

 

 

 

 

 

  

Figure 3 Intrusion Detection Model Based on Artificial Neural Network 

The particularly need to note is that: the training of 
neural network classification engine is conducted off-line, its 
retraining will be carried on in the basis of the time interval 
set by the administrator and the information of attacking 
database to adapt to the changing methods of attack, which 
is able to better guarantee detection efficiency.  

B. The Realized Key Technologies  

The design of a BP neural network classifier is a 
complex task, various issues including neural network layers, 
unit number of each layer, input sample data model, training 
methods should be taken into account. This section will 
detail the realization of these key technologies. 

1) The selection of layers: BP neural network generally 
includes input layer, hidden layer and output layer, and the 
hidden layer can be singular storey or multi-storey. 
Kol-mogorov ， According to Kol-mogorov theorem, a 
three-layer BP network is adequate to complete the mapping 
of any arbitrary n-dimension to m-dimensional, namely it is 
sufficient to adopt only a hidden layer for the generic 
application. In the realization of this system, only a hidden 
layer is selected because the complexity of the problem is 
not very high, and meanwhile the realizing efficiency and 
concision and practicality of the system are taken into 
account.[4]  

2) The determination of neuron number of input layer 
and output layer: The dimension of BP network’s input and 
output layer may depend on actual request. Suppose the 
dimension of feature vectors extracted is n, while the 
required number of sub-type is m, the input layer dimension 
can be defined as n, the output layer dimension as m. 
Y=(0 ， 0 ， … ， 0 ，If the training samples have 
focused on X which belongs to the category j, then it is 
necessary to define as “1” in the corresponding the j output, 
while the other output is "0", that is Y =(0，0，…，0，

j
1，0，0，…，0

m

)
T

, it is tantamount to the Y mapping 

of X → Y when the X belongs j class, Y j = 1, when X does 

not belong to j class, Y j = 0. lb m In a real application, the 

output vector mustn’t be required as the muster of sequence 
0, 1, and it can be some other type of value, but it must 
ensure that the system has the capacity to express 
classification results by these values; while the output type 
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must not be required as the number value which will be 
categorized, and sometimes the coding method was used for 
the output type to make the output of m be expressed by the 
smallest integer processing unit which is not less than 1b m. 

In the realization of this system, firstly, referring to 41 
features provided by KDD 1999 dataset and used to capture 
the network data stream, feature selection was carried on for 
feature extraction algorithm which based on information 
gain, 8 features which is very important for attack inspection 
are selected as neurons of input layer; and about 4 kinds of 
normal data stream of network attacks are identified, so the 
number of output layer neurons is drew up as five. 
Calculating volume is reduced and the accuracy of their 
model building is enhanced by this kind of pre-work of 
feature selection. 

3) The determination of the number of neurons of hidden 
layer: If the network nodes in the hidden layer were chosen 
too few in the BP neural network design, the network 
non-linear mapping function and fault tolerance would be 
very poor, if too many, learning time would increase, 
learning error is not necessarily the best, and even affect the 
learning efficiency.[5] When  the number of input training 
samples is not great, this information volume is directly 
related to the elements number of input network and output 
target number; when the input training number of samples 
are large, the hidden layer nodes are concerned not only to 
the sample number, but also to the volatility of the 
approximating function. [6]With the increase of the number 
of samples and the enlargement of volatility of the 
approximation function, the hidden layer nodes should be 
increased accordingly, but, while the complexity of network 
is increasing, the network convergence rate is slow, so the 
scope of network can not arbitrarily enlarge. Thus, all kinds 

of factors should be weighted. 
All in all, the determination of hidden layer nodes is a 

rather complex issue, but as far as most applications is 
concerned, the above-mentioned empirical formula has had 
a very good application effect. In the specific application 
process, you can apply this formula to be the initial value of 
hidden layer nodes, then according to influence of the 
application of the this initial value to the network 
convergence, network classification ability, or whatever, it is 
plus or minus around this value. Till the network overall 
performance is better, the neural unit number of the current 
hidden layer will be regarded as the number of hidden layer 
neurons of BP network. 
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Abstract—New generation wireless sensor networks are 
demanding in in-time updating. Traditional trust evaluation is 
based entities and needs lengthy time to establish. The data 
security would be neglected in entity-based sensor networks. 
False data is another problem because it is hard to be filtered 
in these entity-based trust mechanisms. The propagation of 
false data and redundant information wastes a lot of system 
energy. This paper proposes a new notion to address these 
challenges: data-centric trust evaluation mechanism (DTSN) 
and a new method: Proof-of-Reputation-Relevance (PoRR) to 
realize DTSN. This trust evaluation mechanism protects both 
entities and data via authentic consensus on event reports and 
aggregate related reports’ trust via DST. Then DTSN decision 
logic makes a decision according to the output of DST. 
Performance evaluation and security analysis confirm the 
efficiency and security of the proposed mechanism. 

Keywords-DTSN; PoRR; WSN; Trust Evaluation; DST 

I. INTRODUCTION 
Trust evaluation mechanism as the complement and 

development of cryptography can not only deal with attacks 
from interior networks, but also enhance the security, 
reliability and impartiality of the system. However, in 
traditional sensor networks, data trust computing is based on 
priori probability of trust for establishing new trust, such as 
cryptography scheme, certification authorities. In addition, 
the establishment of trust is via fairly lengthy interactions 
among nodes. If there were network attacks in the 
initialization, traditional trust scheme which not to be 
established would have been invalidated. Traditional trust 
evaluation for sensor networks evaluated security status of 
entities. Cryptography schemes protect data using encrypted 
entities whether via symmetric key or public key. Once 
attackers carry out security breaches or the internal nodes 
make mistakes, false data will be spread in cryptography and 
authentication systems. Besides, sensor network is an 
energy-limited network. The more large scale deployment of 
nodes, the scalability of cryptography is harder to realize. 
Trust management solves these internal adversarial attacks 
and system faults and defects of cryptography schemes, as in 
reputation systems. Due to traditional trust management 
needs fairly lengthy interactions at the network initialization, 
before the establishment of trust value, attackers also can 
invade into the system. In traditional trust management 
system, only nodes’ trust value is evaluated. The data 

security, the most important information in sensor networks, 
would be ignored.  

That is to say, existing trust mechanism is entity-centric 
and lengthy interactions to establish trust. Wireless Sensor 
Network is a data-centric network, proposed by C. 
Intanagonwiwat etc. in [1]. Large scale, dynamically 
changing, and robust sensor networks can be deploy in 
inhospitable physical environments such as remote 
geographic regions or toxic urban locations. People can 
collect information from sensor nodes deployed in urban 
environment or inhospitable terrain. So the priorities of 
sensor networks are propagating data and collecting data, 
not to learn the information of entities. Sensor network data 
is similar among the neighbors. It is more important to know 
that something happened in someplace, not that which node 
detects it. Sensor networks complete tasks via cooperative 
collaboration of nodes as social networks. Therefore, 
entity-centric trust mechanism is not very suit for the 
data-based sensor networks. 

In this paper, we introduce social networks [2] to 
wireless sensor networks. There, trust is established via 
nodes cooperation (authentic consensus [3]) with a certain 
number. This paper intends to develop a Data-centric Trust 
for Sensor Networks (DTSN), where trust value includes 
data trust and entities trust. DTSN is a new security notion in 
wireless sensor networks, what include related cryptography 
scheme and data trust management. We will show the trust 
evaluation of DTSN in this article. Trust evaluation in 
DTSN mainly includes that data report generation via 
collecting data and entities information and data report 
evaluation.  

DSTN has three differences with traditional trust 
mechanisms: 

(1) DSTN could compute trust value without priori 
trust relations with data fusion and have high credibility. 
Traditional trust establishment needs priori probability 
knowledge or fairly length interactions. 

(2) DSTN uses a consensus of a certain amount of 
nodes to evaluate trust, while traditional trust focuses on 
single node. Sensor networks collect information by related 
nodes transmitting data to base station. Any node detecting 
events will contact to base station. It not only costs a lot of 
system energy, but also brings to more security problems, 
while authentic consensus solves these problems. 
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(3) DSTN is data-centric trust scheme realized by 
data report. These reports include the information of nodes 
and network data. The existing trust schemes protect entities 
or data separately. So existing trust schemes are difficult to 
judge between right and wrong of data packets. Data-centric 
trust addresses this challenge via trust evaluation of event 
reports. 

At the end, we analyze the performance and security of 
the proposed scheme and conclude the paper by presenting 
some preliminary simulation results. 

II. RELATED WORK 
In absence of adequate security, deployment of many 

applications of sensor networks could be curtailed. There 
have been several cryptography protocols to protect 
networks availability, integrity, confidentiality 
authentication and non-reputation, such as SPINS [4], 
INSENS [5], SEF [6] etc. And several trust management 
systems to defense the internal attacks, such as [7], TIBFIT 
[8], RFSN [9] etc. As an important supplement of 
cryptography scheme, several trust management schemes 
use cryptography scheme to initialize networks, just as [7]. 
Reputation-based frameworks [9] based on the approach of 
trust management have been extensively studied in many 
domains, such as human social networks, peer-to-peer 
networks, sensor networks etc. These networks have a lot in 
common: networks nodes are peer-based and every node is 
hard to complete tasks separately etc. Cooperation is crucial 
in sensor networks. So DTSN borrows the idea from social 
networks, using authentic consensus to demonstrate data 
report.  

A. Data Trust Scheme 
There are several data trust schemes to evaluate 

information in various wireless networks, such as PoR [3], 
SEF [6], BSEF [10] etc. However, different data trust 
schemes have different application context. PoR is used in 
Vehicle Ad-hoc Networks, while SEF and BSEF apply in 
Wireless Sensor Networks. These schemes could filter false 
data for wireless networks. PoR is a data trust scheme 
which computes data trust value via verifying reports, 
whereas SEF and BSEF carry out the data trust by 
encrypted data packets. The SEF and BSEF schemes realize 
by MAC (Message Authentication Code). MAC could 
protect data integrity, but it is difficult to realize the 
non-repudiation of nodes. Once false data starts from 
attackers, these schemes will be invalid. Therefore, data 
report is more resilient than cryptography scheme. 
Data-centric trust schemes can combine a certain amount of 
data reports in one and verify it, cryptography scheme need 
to certify every data packet. 

B. Data-Centric Trust Framework 
Data-centric trust framework is proposed by Maxim 

Raya etc. in [11]. This framework is used in Vehicle Ad-hoc 
Networks also. For the different attributes between the 
ad-hoc and wireless sensor networks, we propose a new 
method to realize DTSN. We introduce reputation scheme 
into authentic consensus: Proof-of-Reputation-Relevance 

(PoRR), for raising the adaptation of data-centric trust in 
sensor networks.  

III. DATA-CENTRIC TRUST EVALUATION 
For realizing DTSN, we propose a data-centric trust 

evaluation method PoRR. In this section, we first introduce 
the preliminary work for PoRR, and then describe 
procedures including report generation and verification, 
reputation update. Then DSTN combines related reports to 
evaluate trust and takes decision of combined reports. 
Finally, we analyze security of PoRR. 

A. Preliminaries 
There are two questions should be discussed firstly: 

what is data and what is data-centric. Data trust is attributed 
primarily to data per se, rather than being merely a 
reflection of trust attributed to data-reporting entities [11]. 
The goal of our data-centric system: (1) every node in sensor 
network is equal, but the same event reported by different 
nodes may have different trust levels (due to the distance to 
the event, timeliness of the report, nodes trustworthiness); (2) 
different event reported by the same node may have 
different trust levels [11]; and (3) the data-centric trust 
systems have intelligent decision logics. It can not only 
compute the trust value of nodes but also the message sent 
by each node. The decision logics can combine multiple 
pieces of evidence even from unreliable observers. 
Therefore, the data includes information of entities and data 
packet.  

We consider system entities are encrypted by public key 
[12]. We assume each node possesses an ECC (Elliptic 
Curve Cryptography) public/private key pair KV

+/KV
− 

proposed by [12], which is very viable for sensor networks. 
So the encrypted information m could show as Sign(m). 
And we define a set Θ = {α1, α2, … , αN } of sample space. 
Sample points are mutually exclusive basic events. That is, 
the basic events are interested information which could be 
sensed by sensors, such as “the thickness of oil stain”, “the 
current velocity”, “wind force and velocity” etc. These 
events come from one item of our lab as an example: oil 
stain monitoring system in the Lantsang River. Then 
network nodes are labeled. We define a set of nodes 
V = {v1, v2, … , vi, … vI}, and  i ∈ [1, I] . And every node 
saves a reputation table for neighbor nodes. The reputation 
table can be represented as RT = {R1, R2, … }. The key to 
realize data-centric trust is event reports. Reports are 
statements by nodes on events, including related time, 
geographic, event type and so on. Next section we will 
introduce the format of reports and verification of event 
reports. 

B. Report Generation and Verification 
Once a node detects some event, and we assume that 

node vk  detects event αi, it generates an event report of 
the following format Ei = �t, τvk

(αi), θk�, where t is the 
event time, τvk

(αi) ∈ Z is the event type and θk  is the 
security status of nodes. If node is legitimate, θk = 1, 
otherwise θk = 0. Then the detection node sends signature 
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information to the neighbor nodes as the following format: 
Sign�Kvk

− , Ei	. Neighbor nodes detecting this event will 
participate in the signature collection on the same event 
until one of the detection nodes collect more than T-1 
signatures. Each signature multiplies by the reputation 
value of corresponding nodes. After collecting T signed 
messages, the final report would be generated as the 
following format: 



M = Rn1 × Sign�Kv1

− , Ei	, … , RnT × Sign�KvT
− , Ei	

en
i = ��Ei, Sign�Kvn

− , Ei	�, Sign�Kvn
− , M��

� 

…(1) 
The choice of T is a trade-off between detection power 

and overhead. Different sensor networks will choose 
different T [3]. The real-time systems need a smaller T and 
safety systems require a larger one. After collecting enough 
endorsements and report generation, node vn  which 
detects event αi broadcasts the final reports en

i  in (1). 
 
 

Report generation                 Decision logic 
 
 
 
 
Data collection 
 
 
 
                             DTSN Scheme 
Location observation 
                   
                             PoRR Module 

 

Figure 1. Data-centric trust evaluation mechanism 

C. Reputation Update 
After the final reports generation, the detecting nodes 

would update reputation table. The reputation of nodes 
which offer signatures will be updated. We use α and β to 
represent the cooperative and non-cooperative interactions 
between two nodes. The reputation between vi and vk  is 
Rik

new = (α + β × Rik ) 2 × β⁄ . A simple optimization is for 
nodes to use each other experiences with different nodes in 
the network [9]. Thus, indirect reputation is introduced in 
reputation system (Rik )ID . The reputation is the weighted 
sum of direct watch and indirect reputation Rik =
(Rik )D ⊕ (Rik )ID . [9] also introduces aging weight to 
maintain a good reputation. The exact method for reputation 
update can be referred to [9]. 

D. Trust Combination 
Due the good performance of DST under the condition 

of low data trust or little priori probability [11], DSTN use 
Dempster-Shafer Theory (DST) [13] as the decision logic. In 
the initialization of wireless sensor networks, reputation trust 
is not to be established in a short time. Thus, DST decision 
logic could enhance the security in the initialization section 

and save energy via data fusion [14]. And DST can combine 
two event reports into one. By this way, DSTN can save 
communication energy for networks. The specific method 
as below: 

The belief value of event αi  is computed as: di =
bel(αi) = m(αi) =⊕k=1

K [mk(αi)]. Two evidences can be 
combined into one as: 

di = m1(αi) ⊕ m2(αi) 

                              =
∑ m1�αq	m2(αr )q,r:αq ⋂αr =αi

1 − ∑ m1�αq	m2(αr )q,r:αq ⋂αr =∅
 

…(2) 
in which m1(αi) is the trust function of event report e1

i , 
αq is all basic events that compose the event αi. That is, 
mk(αi) = F�ek

i 	 . Three evidences or more are similar. 
Finally, DTSN makes a decision in according to the value 
of di. The behavior of node i, Bi, is a binary variable and 
we use a simple threshold (Th) based policy to decide the 
value of Bi. 

Bi = �1, di ≥ Th
0, di < �ℎ

�           …(3) 

The equation Bi = 1  represents that di  is cooperate, 
otherwise di  is un-cooperate. Different security 
requirements will choose different Th. 

E. Security Analysis 
The security of the proposed DTSN can be reviewed as 

the probability of reports given wrong trust. Attackers and 
fault nodes would provide wrong signatures for event 
reports. The probability P(A|O1, … , OT)  of an attacker 
which would obtain evidences is  

P(A|O1, … , OT) =
P(O1, … , OT|A)P(A)

∑ P(O1, … , OT|hi)P(hi)2
i=1

�

                           =
1

1 + ∏ Ri ×T
i=1 2KT ∙ P(A�)

P(A)

�

                              <
1

1 + ∏ Ri ×T
i=1 2KT < 2−KT �

�����������������������������������������������������������������������������������������
In (4), A means the reports obtained by attackers, Oi is the 
valid i-th signature in the report and k is key strength of 
ECC. The formula (4) indicates that the failure probability 
is below 2−KT  which is negligible with respect to the key 
strength of cryptography scheme and the reputation scheme. 
When attackers are more than T, reputation system could 
prevent colluding attacks [9]. DTSN is also immune to 
Sybil attacks [15], attributing to the public/private keys 
which would prevent Sybil nodes claiming to have multiple 
identities.  

IV. SIMULATION EVALUATION  

A. Preferences 
In the simulation, we run NS2 [16] on Cygwin. 12 to 

100 sensor nodes are randomly deployed over the 

Reputation   E 

DST Decision 

  t,  τv (α),   θ 

Report: e 
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deployment area. Different number of sensor nodes uses 
different T to collect signatures. So we have two different 
scenarios for the signature collection. In the dense scenario, 
we choose T=8. And the sparse one choose T=3. We choose 
0.5 as the initial reputation value for comparing with RFSN.  

B. PoRR Scheme Simulation Analysis 
Then we show some characteristics of data-centric trust 

scheme via simulation experiment.  
1) Overhead analysis: Generation and collection 

event reports cost a certain amount of system energy. 
However, DST decision logic saves overheads via 
combining related reports into one. The reports overhead 
mainly comes from the list of signatures [3]. In this study, 
we choose ECC since it is based on a very suitable 
signature scheme in wireless sensor networks [12]. Besides, 
public key management is much easier than symmetric key. 
With the increasing of networks, the update of symmetric 
key and network communication get much harder. So 
DTSN doesn’t consume much energy than traditional trust 
managements. 

2) Data trust evaluation bases on every event and 
the detecting nodes: Our simulation intends to show the 
trust metric of nodes and their events. We scrap several 
sample points from the simulation. Fig.2 (c) shows that 
different events of the same node have different trust value 
and the same event have different trust value detected by 
different nodes. There are 5 nodes which are neighbors in 
the network. Due to the different event location or time, 
trust of the same node about different events is different. 
Besides, the distance between nodes and events is always 
changed, so the results of trust evaluation will be different. 

3) Trust establishment performance: We evaluate 
the evolution performance of PoRR by comparing with 
RFSN. The simulation results show that the evolution 
performance of PoRR is faster than RFSN in the 
initialization of networks in Fig.2.(a). That is because PoRR 
could make a decision by basic observation parameter, 
while the trust is established after the end of behaviors in 
RFSN. So the PoRR scheme improves the security of 

network initialization and shortens the interaction time of 
trust establishment. 

4) False decision comparison: Fig.2.(b) shows the 
distinguishing performances between PoRR and RFSN 
under false data attacks. The false decision of these two 
schemes has a great difference. Although RFSN can prevent 
malicious or non-malicious insertion of data from internal 
adversaries or faulty nodes [9]. The performance of RFSN 
is not very well because it can’t identify false data packets 
from good ones. RFSN, as a classical entity-centric trust 
evaluation scheme, can only judge the nodes cooperation or 
not. It is difficult to distinguish right and wrong of the 
packet content by entity-based systems. DTSN would filter 
false data by evaluating event reports because these reports 
have data information.  

V. CONCLUSION 
This paper proposes the notion of Data-Centric Trust in 

Sensor Networks to improve trust management ability from 
entity level to data level. DTSN reduces probability of false 
data dissemination, improves the efficiency of trust 
establishment, and saves energy via DST data fusion. 
DTSN makes the network security satisfy the characteristic 
of sensor networks. Besides, PoRR takes DTSN into reality 
via authentic consensus. That is to say, event report is a 
consensus of several nodes. Therefore data security is 
improved. Our plan for the next step is to enrich 
data-centric theory and evaluate our scheme in realistic 
applications in sensor networks. 
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Abstract— Through further study on the characteristics of 
digital rights management system and the expansion of 
hierarchical role-based access control (RBAC) model, we 
proposed a context and hierarchical role based access control 
model and applied it to the digital rights management system. 
This model dynamically changes the permissions of users by 
obtaining context information related to security under 
complex network environment, and also can keep the 
advantages of traditional hierarchical RBAC model. This 
extended access control system is being implemented in 
practice, which makes the access control of digital rights 
management system become more flexible, safe and effective. 
 

Keywordsrole-based access control; digital rights 
management system; context 

I. INTRODUCTION  
With the rapid development and gradually mature of 

wireless technology, increasing users access Internet through 
wireless technology, the user can obtain the digital resources 
they need anytime anywhere through any mobile device, 
which makes the replication, modification and distribution 
of digital resources become more and more widespread. It 
will lead to serious negative phenomenon if we lack the 
rights management and content protection to digital 
resources, and a great deal of pirate and non-standard use 
behavior will cause enormous impact on digital resource 
industry as well as multiple injuries to our economy, society 
and culture. Now the issue of digital rights management has 
attracted widespread attention from the government, law, 
media and industry of various countries. So how to provide 
safe and reliable digital rights management platform for 
digital resources under complex network environment 
concerns the interest of each link in digital resource industry 
chain, and will gradually become the key technology 
infrastructure of digital resource industry. 

We can’t achieve good digital rights protection effect 
only through encrypting digital resources, and we should 
propose more effective protection mechanisms on this basis. 
In this paper, we made further research on the related 
theories and key technologies of digital rights management 
in open network environment, combining with the RBAC 
technology. Through extending traditional hierarchical 
RBAC model and applying it in constructing network 
multimedia digital rights management system, we achieved 
the functions such as safety protection and effective rights 
management to network multimedia data. We should 
implement the digital rights protection and management to 
digital resources in various media formats, in order to lay the 
foundation for realizing industrialization. 

II. RBAC MODEL 

A. RBAC96 Model 
The RBAC96 model proposed in literature [1] has been 

widely recognized. This model comprises four sub models: 
RBAC0 described the minimum requirements for any 
system supporting RBAC and gave basic concepts such as 
user, role, access control, session, user’s role assignment as 
well as role’s right assignment. RBAC1 is an expansion of 
RBAC0, and it added the concept of role hierarchy. RBAC2 
is also an expansion of RBAC0, but it added the concept of 
constraint. While RBAC3 is the combination of RBAC1 and 
RBAC2, and it combines role hierarchy and constraint, 
which formed the constraint based on hierarchy. 

B. NIST RBAC Model 
NIST published RBAC proposed standard in August 

2001, and this standard contains RBAC reference model and 
function specification, where reference model defines the 
common terminology and model components of RBAC, and 
it includes four levels: Core RBAC, which defines elements 
any RBAC system should possesses, and its basic idea is to 
establish many-to-many relationship between the user and 
access right through role establishment; Hierarchical RBAC 
adds the support for role hierarchy on the basis of core 
RBAC; Static separation of duty (SSD) resolves the policy 
of potential interest conflict in role system; Dynamic 
separation of duty (DSD) is similar to SSD, and it can also 
restrict the access right provided to users, but its 
implementary mechanism is different. DSD is to restrict the 
current role which can be activated in user session. 

III. THE DIGITAL RIGHTS MANAGEMENT SYSTEM BASED 
ON RBAC 

The NIST RBAC model also adopts static authorization 
like other traditional access control models, and it doesn’t 
consider the context environment where the subject stays, so 
it is not suitable for applying it in complex network 
environment known for its dynamic characteristic. Some 
researchers proposed their improved methods in the light of 
its limitation. The literature [3] made expansion on context 
based on standard core RBAC model. After introducing 
context, the access control CRBAC model can dynamicly 
authorize based on context and solve context-sensitive 
access control in network environment. The literature [4] 
proposed a dynamic grid access control (RCBAC) model 
based on role and context. RCBAC expanded RBAC model, 
and added context constrain. But the expansions made by 
these above literatures is based on core RBAC model, and 
don’t consider role hierarchy. The literature [5] discussed a 
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new access control model based on RBAC. This model is 
suitable for the access control in cooperative work. It 
manages various permissions through apperceiving the 
context information in cooperative work and realizes an 
active safety model. Simple RBAC model is not suitable for 
applying in our digital rights management system. Because 
with the change of context information (such as time, 
location, device and software), the corresponding policy will 
change correspondingly. Especially when users access 
digital resoures using mobile devices, this change will 
become more obvious. In this paper, we expanded 
hierarchical RBAC model and proposed a context and 
hierarchical role based access control (CHRBAC) model 
according to the requirements and characteristics of digital 
rights management system in complex network 
environment. Users can be assigned specific permission in 
different context environment and access the corresponding 
digital resources through applying the CHRBAC model in 
our digital rights management system. It effectively realized 
the secure access control to digital resources and provided 
safe and reliable rights protection platform for digital 
resources in complex network environment. 

A. The Element Definition of CHRBAC Model  

 
Figure 1.  The kernel idea of CHRBAC Model 

Definition 1:  The kernel idea of CHRBAC Model is 
shown as figure 1, the relationship between the elements are 
as follows: 

U, R, P, CC respectively represents user, role, 
permission and context constraint. 

When u∈U, r∈R, p∈P, c∈CC, 
Having such relationship agreement: 

• cando(r，p)→ Some role r possesses permission p. 
• assign(u，r) → Some user u is assigned role r. 
• execute(u，p)→ Some user u can execute permission 

p. 
• enable(c, p) → In context c, permission p can be 

executed. 
• hold(u， p) → Some user u possesses context 

information c. 

• The formula ∃ cando.p describes conception: The 
role possessing permission p. 

• The formula ∃ enable.p describes conception: The 
context information which can trigger permission p. 

Definition 2:  The rule in the CHRBAC model 
• RH (Role Hierarchy Rule) RH ⊆ R×R. It can also be 

expressed as ≥ . r1 ≥ r2（r1, r2∈R）, which means 
that role r1 has all the permissions which r2 has, and 
the access subjects of r2 are also the access subjects 
of r1. In role hierarchy, the relationship between 
roles is partial ordering relation based on hierarchy. 
Role hierarchy expresses the role hierarchical 
relationship in CHRBAC. 

• UA (User Assignment Rule) UA ⊆ U×R. It is a 
many-to-many assignment mapping relationship 
between user and role. 

• PA (Permission Assignment Rule) PA ⊆ R×P. It is a 
many-to-many assignment mapping relationship 
between role and permission. 

• Permission assignment rule expresses the 
information that the user possessing some role 
obtains some permission. 

• Permission assignment rule expresses the 
permission assignment in CHRBAC. Permission 
assignment rule has the following formula as for 
each relationship （ r, p ） : r ⊆ ∃ cando.p. In 
CHRBAC, the parent role has all permissions the 
sub-role has.  

(r: ROLES)→2 P: mapping role r to a permission set, 
that is: P(r：R)={ p∈P (r, p )∈PA}. 

Context information rule expresses the hierarchical 
relationship of context information in CHRBAC. In 
CHRBAC, a parent context information can be regarded as 
an example of its context information, that is to say, the 
parent context information trigger all the permissions its sub 
context information triggered. 

CCA ⊆ CC×R: a many-to-many assignment mapping 
relationship from context constraint set to role. 

B. Context Definition 
Definition 3: Context Type (CT) is defined as the 

characteristic description of elements when the server runs. 
In 2001, Elisa Bertino and another two scholars proposed 

the Temporal-RBAC(TRBAC) model, which achieves 
access control through adding time to traditional RBAC 
model. In 2003, Frederic Cuppens and another scholar made 
more detailed classification for context and put forward five 
different types of context, among which we adopt the time 
context and spatial context. 

The spatial context can be divided into physical spatial 
context and logical spatial context. The former is the specific 
environment location, while the latter is the location in 
network when the user login system through using desktop 
computers or mobile devices such as PDA or mobile phone 
by wireless network, for instance, IP address or MAC 
address, etc. 
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All components in server have their own context set 
based on context type. 

Context set CS={CT1,CT2,…,CTn}, n ≥ 0, ∀ i,j,i ≠ j, 
CTi ≠ CTj(1 ≤ i ≤ n,1 ≤ j ≤ n)，that is to say, each element 
in context set is not allowed to repeat or conflict with each 
other. 

Definition 4: CC is defined as a regular expression, and 
access control can appoint some related contexts to describe 
complex safety requirements based on this format. 

CC=Cond1∪ Cond2∪…∪ Condn,  
Cond=SubCond1∩ SubCond 2∩…∩ SubCondn. 
Cond is the element used to describe context constraints.  
SubCond=<CT><OP><Value>, CT∈CS, OP∈{ ≤ , ﹤, 

﹥, ≥ , = , ≠ }，where Value is a specific value of CT. 
We assume that CS={Time ， MACAddress ，

SecurityLevel}, and the safety rule is: “The user who has 
Mac address, is belong to Mac address set MacSet1, and has 
intermediate level of security, can access some digital media 
resource between 2009-1-1 and 2009-3-31 five times, or the 
user should have higher levels of security, then: 

CC=(AvailableTimes=5 ∩ Time﹥2009-1-1 ∩ Time﹤
2009-3-31∩ MACAddress in MacSet1∩ SecurityLevel = 
Normal）∪  (SecurityLevel ≥ High)。Where ‘in’ is the 
operator customized by user. 

Definition 5: Security Policy (SP) SP = (S, P, C), where 
S is the subject in the policy, such as a user or role; P is the 
permission in the policy, P= <OM, O>, OM∈{ Upload, 
Browse, OpenOnLine, Store, Print, Edit and WatermarkOpe 
}, O is data object; C∈CC. 

Definition 6: Information access (IA) IA=(U, P, RC)，
where U is the user who issues the information access in 
user set; P is the permission users want to access; RC is 
runtime context, which is the value when elements in 
context set run. 

C. The Design of Digital Rights Management System 
Model 

 
Figure 2.  The model of digital rights management system 

We apply the CHRBAC model based on context 
information in digital rights management system. The 

system now has positioning capability, and users can only 
access specific digital resource in specific time and 
corresponding MAC address through assigning the 
appropriate permission. 

1) The Model of Digital Rights Management System:  
The model of digital rights management system based on 

CHRBAC is shown as figure 2, which includes the 
following modules: 

• Certificate Authority Centre (CAC): it is responsible 
for generating, distributing and managing digital 
certificates which all subjects require, and provides 
certification as well as authentication functions.  

• Digital Multimedia Management Block (DMMB): it 
manages and stores digital resources, in order to 
ensure the transparency of users’ using digital 
resources. 

• Mobile Agent Functional Block (MAFB): it links to 
other clients through mobile agents, collects the 
context information of each subject, and contacts 
with other mobile agent functional modules in the 
system.  

• Intelligent Context Management Block (ICMB): it 
stores the context information collected by mobile 
agent functional modules in database, and manages 
them. 

• Permission Assignment Block (PAB): it does the 
corresponding permission assignment and 
management based on the context state of current 
users. 

2) The Role and Context Hierarchy Relationship of 
System: 

In our digital rights management system, we defined 
four kinds of roles: NormalUser,  IntermediateUser， 
SeniorUser, SuperUser, as well as 7 kinds of permissions: 
Upload, Browse, OpenOnLine, Store, Print, Edit and 
WatermarkOpe；The corresponding 7 kinds of context 
information conceptions are: UploadCT, BrowseCT, 
OpenOnLineCT, StoreCT, PrintCT, EditCT and 
WatermarkOpeCT. The hierarchy of role and context 
information of system is shown as figure 3: 

 
Figure 3.  The hierarchy of role and context information of system 

In this system, we define that the SuperUser possesses 
all permissions when corresponding context conditions 
(EditCT and WatermarkOpeCT) are met; The SeniorUser 
possesses permissions of Upload, Browse, OpenOnLine, 
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Store and Print when corresponding context conditions 
(StoreCT and PrintCT) are met; The IntermediateUser 
possesses permissions of Upload, Browse and OpenOnLine 
when corresponding context conditions (OpenOnLineCT) 
are met; The NormalUser only possesses permissions of 
Upload and Browse when corresponding context conditions 
(UploadCT, BrowseCT) are met. 

The role and context hierarchical relationship can be 
described by the following role inheritance rules and context 
information rules: 

• SuperUser ≥ SeniorUser, 
• SeniorUser ≥ IntermediateUser, 
• IntermediateUser ≥ NormalUser, 
• EditCT ≥ (StoreCT，PrintCT),  

WatermarkOpeCT ≥ (StoreCT, PrintCT), 
• StoreCT ≥ OpenOnLineCT,  

PrintCT ≥ OpenOnLineCT,  
• OpenOnLineCT ≥ UploadCT,  

OpenOnLineCT ≥ BrowseCT,  
We defined the following permission assignment rules: 
• SuperUser ⊆ ∃ cando.Edit,  

SuperUser ⊆ ∃ cando. WatermarkOpe,  
• SeniorUser ⊆ ∃ cando.Store,  

SeniorUser ⊆ ∃ cando. Print,  
• IntermediateUser ⊆ ∃ cando. OpenOnLine,  
• NormalUser ⊆ ∃ cando.Upload,  

NormalUser ⊆ ∃ cando. Browse. 
3) System Flow:  

The flowchart of system operation is shown as figure 4. 
When users use this system, they should register in the 
system at first. After users enter this system, they are 
assigned the corresponding roles, and then enter into the 
stage of permission assignment. The user who is assigned 
the corresponding role is endowed with the specific context 
information rapidly according to its context condition and 
personal information. The system compares the context 
information of the user with the information in the context 
information database, and then does other appropriate 
treatments, in order to educe the permission the user can 
obtain and deliver it to the user at last. Then the user can 
obtain the corresponding permission and do the appropriate 
operation on the digital resources in system. 

IV. CONCLUSION  
The access control CHRBAC model based on context 

and hierarchical role did some expansions on context of 
hierarchical RBAC model, so it also has the advantage of 
RBAC model. The model can be dynamically executed, and 
has high flexibility. The administrator can specify complex 
and flexible, context-sensitive permission assignment policy. 

This model is applied in our digital rights management 
system, which makes the access control of digital rights 
management system become more flexible, safe and 
effective, and provides a safe and reliable copyright 
protection platform for the digital resources in complex 
network environment. 

 
Figure 4.  The flowchart of system operation 
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Abstract—Being proposed in 2007, cloud computing has been a 
hot researching area of computer network technology. Some 
giant  companies can offer the cloud services now. With the 
development of cloud computing, a set of security problem 
appears, such as accessing security and so on. This paper 
surveys the security problems of current cloud computing., 
then based on the architecture of cloud computing, a security 
model is proposed. 
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I.  INTRODUCTION  
Since the IBM Corporation announced their cloud 

computing program in late 2007, the other major IT giants 
come into the arms of the clouds progressively. For 
example, Google, Amazon, Microsoft and so on, they have 
introduced the cloud computing products. Amazon’s EC2 is 
typical cloud services, which can provide infrastructure 
service [1]. 

The leading U.S. market research firm Gartner released 
a report “Assessing the Security Risks of Cloud Computing” 
in June 2008，this report said that cloud computing has 
great risk on data integrity, data recovery and privacy, etc[2]. 
This paper analyzes the existing cloud system architecture 
and cloud computing environments’ security issues, after 
this a security model in cloud environment is proposed. 

II. ABOUT CLOUD COMOPUTING 

A.  The concept of cloud computing 
Cloud computing is a new computing model, the large 

computing was run in the various computing resource on 
network. Based on user requirements, it can dynamically 
allocate, deploy, redeploy and cancel the cloud services. Its 
goal is to make the “computing power” as the water and 
electricity to supply for user, so that to make it easier for 
users to use the cloud services [3]. 

In cloud computing, all of resource on internet is formed 
a cloud resource pool, then these resource is dynamically 
allocated to different applications and services [2]. 
Virtualization technology allows multiple operation systems 
and applications can be run on a shared computer. And 
when a server is heavily loaded, it can migrate an instance 
of operating systems and its applications from the heavy-
load server to a light-load one in the cloud resource pool. In 

the model of cloud computing, the local computing and 
storage resources are moved into the cloud. So those from a 
business point of view do not need to buy expensive servers, 
and to employ professionals who deploy and maintain the 
IT infrastructure [4]. Only need to pay a low rental cost to the 
cloud service provider, thereby reducing the enterprise’s 
purchase cost and operation cost. Especially for small-scale 
enterprises, it is undoubtedly beneficial [5]. 

B. Characteristics of cloud computing  
Cloud computing combines the data-sharing model and 

service statistical model. From a technical point of view, 
cloud computing has the following three basic 
characteristics [6]: 

a) Hardware infrastructure architecture is based on the 
clusters, which is large-scale and low-cost. The 
infrastructure of cloud computing is composed of a large 
number of low-cost servers, and even the X86 server 
architecture. Through the strong performance, the traditional 
mainframe’s prices are also very expensive. 

b) Collaborative development of the underlying services 
and the applications is to achieve maximum resource 
utilization. By this way, application’s construction is 
improved. But for traditional computing model, applications 
to be complete dependent on the underlying service. 

c) The redundant problem among multiple low-cost 
servers is solved by the software method. Because of using a 
large number of low-cost servers, Failure between nodes can 
not be ignored, so the issue of fault tolerance among nodes 
should be taken into account, when designing software. 

C. Cloud computing architecture 
Cloud computing is an innovation of traditional 

computing model, it is very important to correctly 
understand the cloud’s architecture. Because there is no 
standard, every enterprise is using different architecture. 
Fig.1 summarizes the architecture of the current cloud 
computing [7]

. 

In general, cloud computing architecture is divided into 
two layers: the bottom resource layers and the upper service 
layer. The bottom is the foundation, is based on virtualized 
resources in the form of storage and computing, the upper 
service layer to provide specific services. 

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

978-0-7695-4110-5/10 $26.00 © 2010 IEEE

DOI 10.1109/DCABES.2010.103

475



                        Figure 1 cloud computing architecture 
At the bottom of the upper service layer, Infrastructure 

as a Service (IaaS) supplies computing resources and 
storage resource for users. In the case of a particular service 
constrains, IaaS provides an intermediate platform to run 
arbitrary operating systems and software. 

Platform as a Service (PaaS) is in the middle part of the 
cloud service layer, it can give users better performance, a 
more personalized hardware and software services, and a lot 
of infrastructure module, such as remote call module, 
distributed data module, the user registration module, billing 
module, etc. These modules can be used by the Software as 
a Service (SaaS). 

The top of cloud service layer is the SaaS, it provides 
application, which is closest to the user’s service, and allows 
deploying the software in a network environment, so that 
the software can be run under a multi-user platform. 

III.  SECURITY ISSUE AND POLICY IN CLOUD 
COMPUTING ENVIRONMENT 

Cloud computing is a new computing model, regardless 
of the system’s architecture or service’s deployment is 
different from the traditional computing model. Therefore 
traditional security policies are not able to respond to the 
emergence of new cloud computing security issues [8]. 

A.  Security issue in cloud computing environment 

a) Cloud computing can not be clearly defined boundaries 
to protect the device user, the traditional computing model 
can protected device user by dividing physical and logical 
security zones. 

b) Service security issues. The data, communications 
networks, services and other important resource are 
controlled by the cloud service provider. So when provider’s 
security is something wrong, how to ensure that the service 

continue to be used, as well as the confidentiality of user 
data is particularly important. 

c) Protection for user data. This issue includes location of 
user data stored, the way of data storage, data recovery, data 
encryption and data integrity protection. 

d) The number of users changes dynamically, as well as 
user use the different services, leading the user can not be 
classified. 

e) In cloud computing model, the cloud service provider 
has too large right. However, the user’s rights may be 
difficult to ensure. Therefore, how to balance the rights 
between the service providers and users becomes a problem. 

f) Due to the complexity of cloud computing, and the 
user’s dynamic changes in cloud computing environment, 
how to ensure communications among the various subjects 
are security and integrity is an important issue to be 
considered. 

B. Security policy in cloud computing environment 
In order to solve these problems, the security policy 

should include the following points: 
a) Divided into multiple security domains in the cloud 

computing environment, different security domain operation 
must be mutual authentication, each security domain 
internal should have main map between global and local. 
b) Ensure that the user’s connection and communications 

security with the SSL, VPN, PPTP, etc. Using license and 
allowing there are multiple authorizations among user, 
service owner and agents, to ensure user access to data 
securely. 

c) User data security assurance: according to the different 
user’s requirements, different data storage protection should 
be provided. At the same time, the efficiency of data storage 
should be improving.  

d) Using a series of measure to solve the user dynamic 
requirements, including a complete single sign-on 
authentication, proxy, collaborative certification, and 
certification between security domains. 

e) Establishment of third-party monitoring mechanism to 
ensure that operation of cloud computing environment is 
safe and stable. 

f) The computing requested by service requestor, should 
carry out the safety tests, it can check whether they contain 
malicious requests to undermine the security rules. 

IV. SECURITY MODEL OF CLOUD COMPUTING 

After considering the above-mentioned security policy 
in cloud computing environment, we introduce the concept 
of Security Access Control Service (SACS). Fig.2 
represents the composition of its system modules. 

SACS includes Access Authorization, Security API, 
cloud connection Security. Access Authorization is used to 
authorize to users who want to request cloud service; 
Security API keeps users use specific services safely after 
accessing to the cloud; cloud connection security to ensure 
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that the safe resource of the upper service layer  provided by 
the bottom resource layer. 

 
 Figure 2 the system modules of SACS  

Combining the SACS with the existing architecture of 
cloud computing, A security model of cloud computing is 
constituted, as shown in Fig.3. 

 
Figure 3   Security Model 

The process in the security model: First, the user creates 
a local user agent, and establish a temporary safety 
certificate, then user agent use this certificate for secure 
authentication in an effective period of time. This 
certificate, including the host name, user name, user ID, 
start time, end time, and security attributes, etc. the user’s 
security access and authorization is complete. Second, when 
the user’s task use the resource on the cloud service layer, 

mutual authentication take place between user agent and 
specific application, while the application check if the user 
agent’s certificate is expired, a local security policy is 
mapped. Third, according to user’s requirements, cloud 
application will generate a list of service resource, and then 
pass it to the user agent. Through Security API, user agent 
connects specific services. And Cloud connection security 
ensures the safety of resource provided by the resource 
layer. 

The security API in this model should be achieved with 
SSL method, while the realization of cloud connection 
security uses SSL and VPN methods. 

V. EXPERIMENTAL RESULT AND ANALYSIS 

Hadoop is the open source version of the Google file 
Systems and MapReduce programming specification [9]. 

  This experiment is based on the Hadoop, adding the 
SACS module into it, so that a security model was 
constituted. We used the three most common attacks to 
attack the security model, three attacks are: mandatory 
access attacks, SQL injection attacks and directory traversal 
attacks [10]. Table 1 is the data comparison in the simulation. 

             TABLE 1 THE DATA COMPARISON 

No using SACS Using SACS 
Results Attack 

number Attacked  
number 

Attacked 
rate 

Attacked 
 number 

Attacked 
rate 

10 8 0.8 0 0 

20 17 0.85 1 0.05 
Mandatory 

Access 
30 26 0.87 3 0.1 

10 9 0.9 3 0.33 

20 18 0.9 5 0.25 
SQL 

Injection 
30 22 0.73 4 0.13 

10 5 0.5 3 0.3 

20 12 0.6 8 0.4 
Directory 
Traversal 
Attacks 

30 19 0.63 15 0.5 

   As seen from the above table, the attacked rate of cloud 
environment, which using the security model is much less 
than the one that no using security model. In the experiment, 
we observe the system performance. Fig.4 is the system 
performance comparison. 

 
                         Figure 4 System Performance Comparisons 
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From Fig.4, we can see that no attacks in the first 10 
minutes, the system performance which no using security 
model is better than the using one, the reason is the using 
one needs some system resources to carry out safety testing. 
Once the attack starts up, the performance which using 
security model is better than no using one. After attack, the 
performance is rapidly increasing. So the cloud computing 
with the proposed security model has the more stable 
performance when facing the attack threat, especially a 
variety of stacks at the same time 

VI. CONCLUSION 
With the continuous promotion of cloud computing, 

security has become one of the core issues. Cloud 
computing platform need to provide some reliable security 
technology to prevent security attacks, as well as the 
destruction of infrastructure and services. In this paper, a 
new security model is proposed, which based on the 
characteristics and system architecture of cloud computing. 
And the availability of the model were verified by 

experiment, that can provide the basis for the deeper 
research on security deployment of cloud computing. 
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Abstract: Along with the development of the Internet 
and distributed systems, it requires that the software 
is irrelative with the runtime platform, and can be 
transplanted. Meanwhile how to protect mobile code 
from malicious host is a new issue that cannot be dealt 
by traditional technologies. Under this condition, the 
Java appears. However the JVM instruction system is 
too simple， but its class format includes a lot of 
information which is useful for the anti-compiling. 
The obfuscation can prevent the java program from 
reverse-engineering effectively, and source codes 
which de-compiler got cannot read easily. This paper 
discusses the method of the combined class of code 
obfuscation; and simultaneously the definition, 
classification and standard judgment of the 
Obfuscation technology are given. 
 
Key words: Software Protection; Combined Class ;Code 
Obfuscation. 

 

I. INTRODUCTION 
The software, which is irrelative with the runtime 

platform and can be transplanted, meets the requirements 
computer networks, distributed systems, and embedded 
device , meanwhile it also brings security problems. More 
and more software (eg: JAVA, .net) publish intermediate 
codes ,which is irrelative with the runtime platform. 
Software codes published in this way being similar to the 
source codes, compared to traditional binary executable 
code, are more likely to suffer malicious attacks, such as 
a static analysis, reverse engineering and tampering. Code 
obfuscation technology is an important method to protect 
software. The code obfuscation[1] is that, transforms the 
formulated application programs with changing the 
original semantic, to make the transformed program and 
the original program in the same or similar function, but 
more difficult to be attacked by a static analysis and 
reverse engineering. This new software security 
protection technology has been paid more and more 
attention.  

 
II. OVERVIEW OF CODE OBFUSCATION 

A. Definition of code obfuscation 
Setting T is a transformation from the original program 

P to the target program P ', if P and P' have the same 
observable behavior, so T is called a kind of obfuscating 
transformation from P to P '. 

It is more exact to say that, T is a legitimate 
obfuscating transformation when satisfying both of the 
following conditions: 

1) If P can not be suspended or in the wrong state of 
suspension, P 'can be suspended or not  be suspended.  

2) Otherwise, P 'must suspend and produce the same 
output with P. 

The principle of obfuscation transformation is shown 
in Figure 1: 

 
 
 
 
 
 

Figure 1: Principle of Obfuscation Transformation 

 
B. Classification of code obfuscation 

According to the different principles of obfuscation and 
objects, obfuscation techniques can be classified with 
layout obfuscation, control structures obfuscation, the 
data obfuscation, and preventive obfuscation[2]. 

1) Layout obfuscation 
The layout obfuscation mainly includes deletion and 

renaming. Deletion refers to remove the debugging 
information irrelative with implementation, comments 
and the methods will not being used and class structure of 
the body from the program. Deletion not only makes it 
difficult for an attacker to read and understand codes, but 
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also can reduce the size of the program to improve the 
efficiency of loading and executing program. Renaming 
is making syllabic transformation on the variable names, 
constant names, class names, method names and other 
identifiers to prevent an attacker's understanding of the 
program. 

2) Control Structures Obfuscation 
The transformation of control flow obfuscation 

includes adding control obfuscation branches, as well as 
restructuring control-flow. The purpose of such 
obfuscation is to make the attacker difficult to understand 
the control flow of the program. Such as the fuzzy 
predicates, using disguised conditional statements hides 
the real executive path. 

3) Data Obfuscation  
Object of data obfuscation is the data field in program. 

Data obfuscation includes the merging scalar, dividing up 
variable, restructuring array, modifying inheritance 
relations, transforming the static data into a procedural 
data, encrypting string, etc. 

4) Preventive Obfuscation 
The ways of preventive confusion is usually designed 

for some specific de-compiler. In general, these 
techniques design the program by making use of the 
weakness of de-compiler obfuscation or bug. Such 
confusion are very effective to the specific de-compile 
tools. However, by far, there is no one all-around and 
effective tool for each de-compiler tools, so the 
limitations are obvious. A good obfuscation tool often 
combined with these obfuscation technologies to increase 
the obfuscation effect. 
 
C. Performance indicators of code obfuscation 

Commenting on the effect about obfuscation 
transformation, usually reviews potency, resilience, cost, 
and stealth of programs[3]. 
1) Potency 

Potency refers to the degree of difficulty or complexity 
of understanding of malicious users to process after 
obfuscation transformation. In general, increasing the 
length of proceedings and the introduction of new classes 
and methods; the introduction of new predicates, 
increasing the structure of conditional statements and 
nested loops layers; increasing the number of parameters; 

increasing the height of inheritance tree all that can 
improve the intensity of obfuscation transformation. 
2) Resilience 

Resilience[4] refers to the resistive ability of program 
after obfuscation transformation on the attacks with 
automating removing obfuscation tools. The strength of 
resistance has not contact with the potency mentioned 
above as one of the criterions directly. In some cases, 
some obfuscation transformation with high potency has 
poor resilience to automating removing obfuscation tools. 
Compared with potency, resilience usually refers to the 
resilience of program after obfuscation transformation to 
automating removing obfuscation tools, however, potency 
refers to the effect of program after obfuscation 
transformation to reading and comprehension. 
3) Cost 

Cost is used to measure the extra time and space costs 
caused by transformation when executing programs. The 
definition of cost is, setting an A. a transformation 
keeping its original means, and having P →TP′tenable 
to the original program and the transformed program, 
tcost is called the executive cost of T to program P. The 
cost of transformation is mainly from increased code and 
data expansion and increased circulation. And the 
uppermost source of cost is expansion of the dynamic 
data caused by obfuscation transformation in most 
programs. 
4) Stealth 

Stealth[5] is the semblance between the original 
program and the program with obfuscation transformation. 
Because stealth is closely related to the specific 
procedures, it is difficult to get a common and formal 
method of measure. 
  

III. CLASS COMBINATION 
For Java programs, the high-level structure of program 

can reveal the design of system and help to understand 
the program in a way, such as the system class diagram, 
etc. It is very useful for attackers, for transformation of 
class being expected to change the class diagram and hide 
structure of system. Now, an obfuscation technique will 
be introduced: class combination[6]. 

Class combination is to merger two or more classes 
into one class, to undermine the class diagram of system 
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and hide the design of system. 
Before narrating class combination in detail, we order 

the sense of the following used related terms. Given the 
two original classes C1 and C2, the object class Ct which 
is transformed by C1 and C2, consists of two tectonic 
maps. The definitions are as follows: 

1)μf : Fields(C1)∪FieldsC2)→Fields(Ct) 
2)μm : Methods(C1)∪Methods(C2)→Methods(Ct) 
Put the properties and methods of combining C1 and 

C2 into the Ct, rename the properties and methods, make 
all the declaration of object in C1 and C2 be declared in 
Ct, and make the responding method calls in C1and C2 
put into Ct. Now, the combined class can be seen as two 
created maps: variable mapping and method mapping. 

When combining classes, to choose combined 
functions, the following situations must be taken into 
account. 
A.μf and μm  are both  bijective mappings 

C1 and C2 are direct subclass of java.lang.Object, not 
implementing any interface, and not covering any method 
of java.lang.Object. 

These policies are adopted: putting the properties and 
methods of C1, C2 into Ct, if C1 and C2 having the same 
name, rename one of them. If two methods with same 
method name and parameter list respectively in C1 and 
C2, rename one of the two methods. The constructor 
function of C1 and C2 would become constructor 
functions of Ct. If the constructor functions have same 
parameter list, then modify one parameter list instead of 
renaming it. For example, adding an invalid parameter. 

The original program of JAVA before obfuscation: 
public class C1 
   { 
      private int number; 
      protected Object o; 
      public C1(){ 
        number=10; 
        o=new Object(); 
      } 
     public boolean m(){ 
        return number<0; 
     } 
   } 
   public class C2 
  { 

     protected float number; 
     public C2(){ 
       number=5.2; 
     } 
     public C2(float c){ 
       number=c; 
     } 
     public void m(){ 
       number=1.0; 
     } 
   } 

 
The program after obfuscation: 

public class Ct 
   { 
       private int number; 
       protected Object o; 
       protected float number1; 
       public Ct(){ 
          number=10; 
          o=new Object(); 
       } 
       public Ct(int c){ 
          number1=5.2; 
       } 
       public Ct(float c){ 
          number1=c; 
       } 
       public boolean m(){ 
         return number<0; 
       } 
       public void m1(){ 
         number1=1.0; 
       } 
    } 

Combined class Ct has three variables: real private 
variable number, protected object variable o, protected 
real variable number1. Because C1 and C2 have the same 
attribute name-- number, change the attribute name of C2 
to number1. The policies for having same name of 
methods are same to that of attributions. 

In the example, rename method in C2 into m1. The 
constructor functions of C1and C2 will be the constructor 
function of Ct after combination. In the example, Ct has 
three constructor functions, if these constructor functions 
have same parameter list, modifies one of these parameter 
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lists instead of rename them. For instance, add an invalid 
parameter int c. 
B.uf is bijective and um is injective. 

C1 and C2 have inherited relationships, and now the 
transformation becomes complex and two problems 
should be solved. 

1) Firstly, because the sub-class covers a method of 
parent, how to tell the differences between the two 
methods. 

2) Secondly, because the constructor function of 
sub-class calls the constructor method, how to transform 
them. 

Adopt the following methods. Retaining only one 
method in combined class and producing several branches 
variable through a Boolean variable to execute the 
methods in sub-class and parent class and introduce new 
field conversion in combined class. 

The original program of JAVA before obfuscation: 
public class C1 
{ 
   private int i; 
   private double d; 
   public C1(int iarg,double darg){ 
     i=iarg; 
     d=darg; 
   } 
   public void m4(Object obj){ 
     o=obj.getClass(); 
   } 
public class C2 extends C1 
{ 
   protected Object o; 
   public C2(int iarg,double darg){ 
     super(iarg,darg); 
     o=new Object(); 
   } 
   public void m4(Object obj){ 
     O=obj; 
   } 
} 
The program after obfuscation: 
public class Ct 
{ 
   private int i; 
   private double d; 

   protected Object o; 
   private boolean b; 
   public Ct(int iarg,double darg){ 
     i=iarg; 
     d=darg; 
     b=true; 
   } 
   public Ct(int iarg,double darg,int j){ 
     this(); 
     o=new Object(); 
     b=false; 
   } 
   public void m4(Object obj){ 
     if(b){ 
      o=obj.getClass(); 
     }else{ 
      O=obj; 
  } 
} 

Retain only one method in combined class while the 
name of method being still m, and produce two branches 
variable through the Boolean variable b, to execute the 
method-body in sub-class and parent class. 

For the parent constructor function of sub-class C2, 
combining constructor function in combined class is to 
write the called method-body into responding constructor 
function after combination, and because the constructor 
functions with same parameter list after combination have 
same method-name, add bogus argument int j here. Tell 
the differences from the methods and fields with same 
names in two classes by renaming them, but constructor 
function is an exception. Add a bogus argument in one 
parameter list to solve the problem about constructor 
functions with same parameter list. 

 
IV. CONCLUSION 

When obfuscation transformation improves security, it 
also brings down the performance of program. Users are 
more concerned about how to find balance between 
security and performance. Code obfuscation techniques [7], 
as a new software protection method, have many 
deficiencies in theory and technology, and so on, which 
needs to be solved in the near future. 
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Abstract—This paper describes a new type of authentication 
protocol and a system based on the protocol. Input 
transformation module is an universal service program 
installed in the client's. The module putout distinct output 
password or account for different website according to the 
same original user password or account and the secret 
website’s identification code, And then,by using non-
symmetric encryption, so only the site can read the output 
password or account. An user only needs to remember one 
account and password, and then,he can login different services 
securely with a totally different account and password. With  
this method, users can avoid the current password security 
risks existing nowadays, such as accounts or passwords are 
cheated or taken by Trojans or Trojan Site, or robbed in the 
transmission process, or stolen by a bad 
administrator.Compared with the Kerberos traditional 
centralized authentication service,it is separate and needs few 
requirements to servers,so it is much easier to implement. 

Keywords-Identity authentication, password security, 
network security, kerberos 

I. INTRODUCTION 
As more and more extensive network of services, its 

security issues more and more apparent and must be 
resolved. User authentication at login process related security 
issues is one of them. On the server side is concerned, after 
years of development, their safety has been relatively easy to 
be met. The relatively weak is the client and its client-related 
theft and fraud. When an user logs on, his account or 
password which need to enter on the client is easy stolen by 
the Trojans, or cashed in by fake Websites, or frauded by 
Trojan websites. In addition, many network services which 
requiring a password come forth, also makes the design of 
the password and memory as a user’s difficult problem. This 
makes the security issues of the authentication process itself 
become a bottleneck in the secure network services, and 
makes users have many misgivings about the impact of some 
important network services. Although there have been some 
very high security password input program[1][2], such as 
online banking system[5], but its client side of the higher 
demands are not convenient enough to use, it is difficult in a 
number of network services in the promotion.. Kerberos 
traditional centralized authentication service is also very 
difficult to thousands of services[3][4]. 

This article will explore this issue,and propose a new 
solution. Using this protocol, users only need to remember 
one account and password, and then,he can login different 

services securely with a totally different account and 
password. 

II. WEB SERVICES DEVELOPMENT BRINGS NEW ISSUES 
As convenient and efficient network services, on the one 

hand, people transfer more and more services to the network. 
on the other hand, a growing number of new network 
services is emerging. When we enjoy the convenience 
brought by network services, we also feel a strong sense of a 
difficult problem increasingly, namely how to set up our 
accounts and passwords. In theory, kerberos centralized 
authentication service can solve this problem, allowing users 
to use a single account and password to login different sites, 
but how to implement it is quite complex. So far, we have 
seen, almost without exception, the requirements of the 
website asking user to regist. Obviously, with the public key 
certificate to solve this problem is impossible. So that,a user 
will face a dilemma of choice when he needs to provide an 
account or a password: he either provides different accounts 
and passwords to different websites, such programs is more 
secure, but with the increasing number of services, a person 
may need to design and remember a dozen or more of 
accounts and passwords, which is undoubtedly very difficult 
and inconvenient, or provide a single account and password 
to many websites,which will very simple and convenient, but 
there are many security risks. Including follows: 

a) In these sites, may-be a site has not taken effective 
measures to protect the security of user account or 
password, resulting in the user account and password in 
particular facing the risk of leakage. 

b) More dangerous is that it may already have a 
malicious website,which earns the user’s account and 
password, and then, either solds them to third parties or 
directly impersonate the user access to other services[6][8][9]. 
In this case, if the user used the same account and password 
to some important services, it is almost inevitable that he 
would suffer. 

c) An ordinary user is difficult to know whether the 
website takes effective measures to protect the security of 
user account and password[5]. Thus, when he is in the 
enjoyment of important network services, he is often  in a 
state of fear and trembling. 

d) Trojan programs which are all-pervasive also make 
users tend to worry about: whether I am now facing is a 
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Trojan horse? How do I know it is not a Trojan horse? 
Trojan site’s appearance added to that fear more. 

The safety issue of the latter two exist in any password 
design, but using a single password on multiple sites is more 
problematic. 

III. PROTOCOLS AND SCHEME 
The case being like that, the author has designed a new 

authentication scheme which can effectively solve these 
problems. Also, such programs on demand operating 
environment is not high, which be used for various grades of 
network services.  

The new authentication scheme is composed of the 
protocol, client program, and server. Among them, the core 
of the client program is the input transformation module. The 
module putout a distinct output password or output account 
for different websites according to the same original user 
password or account and the secret website’s identification 
code. And then,by means of using non-symmetric 
encryption, so only the site can read the output password or 
account. 

The protocol is the core of this scheme. Because this is 
only an academic thesis, therefore, the following description 
is only the principles, not the real text of the protocol. 

Name client C, input transformation module has public 
key and private key Kcp Kcs which have been certified by 
CA; Name server S, with constant non-symmetric encryption 
key and decryption key Kse Ksd. The protocol is described 
as follows. 

Step 1: Connect  
C -> S: CONNECT (Kcp)  
Where, Kcp is also as the identity of the input 

transformation module, the server accept only the connection 
requestsof the input transformation module which has been 
authenticated by CA.. After the server confirms the 
legitimacy of Kcp,goto step 2. 

S C: CONNECTED( EKcp(Kse,T,PP)) 
Step 2: Connection Response  
 C S: CONNECTED (EKcp (Kse, T, PP)) 
Where, E is the encryption algorithm specified under the 

protocol, it uses the public key Kcp to encrypt the datum 
composed of Kse,T,and PP; T is the timestamp to prevent 
replay attacks. PP is the negotiation of data that specify the 
encryption algorithm and its parameters. Only the the input 
transformation module knowing the decryption key Kcs can 
interpret the message,thereby get the necessary key Kse to 
next step. 

C S: CERTIFICATE(EKse(T,MD(UID,Kse), 
MD(PASSWORD,Kse))) 

Step 3: Send the user authentication data:  
C  S: CERTIFICATE (EKse (T, MD (UID, Kse), MD 

(PASSWORD, Kse))) 
Where, E is an encryption algorithm specified by PP 

under the protocol’s range, it uses the key Kse to encrypt the 
datum composed of T, MD(UID,Kse),and 
MD(PASSWORD,Kse); MD is a message digest function 
given under the protocol; UID is the original user 

identification (ID); PASSWORD is the user’s original 
password, in any case, it is only the user himself knows. 

The above steps are the identical as the registration and 
login. When an user registers, the server uses Ksd to interpret 
the package CERTIFICATE, then,it stores MD (UID, Kse) 
and MD (PASSWORD, Kse) into the user database 
respectively as the user ID and user password; When an user 
logins,the server look for the MD (UID, Kse) and MD 
(PASSWORD, Kse) in the user database for comparison, in 
order to confirm the user’s identity. 

As for the different sites, Kse is varied and highly secret, 
thus, the same password from the same user is different for 
different sites. 

Note that it does not require that Kse and Ksd has been 
authenticated. Therefore, any server, as long as it can 
identify the client input transformation module’s identity 
Kcp, it can authenticate the user’s identify surely according 
to the protocol. 

IV. ANALYSIS  OF PROTOCOL FUNCTIONAL AND 
PERFORMANCE  

Systems designed under this protocol have the following 
functions and performance: 

• Without the need for server authentication,it can 
prevent fake server attacks. Because the fake server 
can not know Kse and Ksd, hence it does not know 
MD (UID, Kse) or MD (PASSWORD, Kse), so 
that,it is impossible to use the Ksd to decrypt the 
CERTIFICATE package. 

• It can prevent fake input transformation module 
program from attacking. Because the fake input 
transformation module program can not know the 
corresponding Kcs the legitimate Kcp, so it can not 
interpret the CONNECTED package encrypted with 
Kcp, so it can not make a MD (UID, Kse) or MD 
(PASSWORD, Kse ). 

• It can prevent fake input transformation module 
program and fake server from attacking jointly. 
From the above 2 points, we can come to this 
conclusion. 

• A User can use a set of accounts and passwords to 
log on multiple sites without having to worry about 
the risk described in the first section. Because after 
the change of input transformation module program, 
the account or password submitted to the site is no 
longer the same. 

• As the protocol has used the data one-way 
encryption (ie, message digest calculation) and the  
non-symmetric confidentiality transmission, 
apparently,it can prevent the eavesdropping in 
transmission process and replay attacks and the 
middle attacks in the login process, and theft of the 
database on the server (eg, a poor administrator to 
get users’ accounts and passwords from the 
database).  

• The only thing that can not prevent, is the possible 
middle attack when user register in the open 
environment,. If such attacks succeeded, the middle 
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attack in a login process would also be possible. 
However, this middle attack can not gain the user's 
account number and password 

V. TAG 
Now, there exists only one possible effective attack: 

using a fake client program, the program only appears in 
front of the user to directly gain the user's original account 
and password when the user logins,and the attack succeeds. 

Therefore, the effectiveness of the system has two 
preconditions: 

a) The client program itself is real.  
b) The client program can stand against the 

background spyware’s attack 
But it is a common issue for all authenticate program, the 

countermeasures against it will be discussed in other papers. 
Although our system has reduced the requirements for 

the server to a minimum, but we still need to provide the 
authentication to input transform of client service module, 
which may need an authoritative body 
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ABSTRACT
The technology of high-definition video detection has the 
virtue of high resolution, which can clearly detect vehicle 
information and license plates, etc. In this paper, according to 
the characteristics of high-definition video detection technology, 
we propose a new vehicle location and tracking method, which 
is based on the brightness curve. Firstly, break up the image by 
regions, and then we can get the brightness curve of each lane 
by doing horizontal projection. Then do the background 
modeling to the brightness curve, thus the horizontal vehicle
division is completed. Do adaptive edge detection to the 
regions divided by lanes, and then we can get the vertical 
location of vehicles by doing the vertical projection and 
adaptive filtering. After the completion of vehicle location, do 
prediction and tracking of vehicles using the algorithm
presented in this paper which is based on brightness curve. 
Experiments show that the algorithm is simple and effective,
with a small amount of calculation, which can locate the 
information of high-definition video vehicles more accurately, 
and achieve vehicle location and tracking. This algorithm can 
basically meet the real-time processing requirement.

Key words: high-definition video; brightness curve; edge 
detection

1�INTRODUCTION

With the continuous development and improvement of Chinese 
transport infrastructure, the construction of intelligent 
transportation system (ITS) requires high demand, and 
intelligent traffic management model needs to be gradually 
intelligent, systematic and standardized. Except completing a 
supply of basic information about traffic data, it gradually needs 
sources of high standards information that can be more detailed 
and be able to respond real-time status.

According to user needs, high-definition video detection system 
can achieve high-definition CCTV monitoring to urban roads, 
managers can analyse clearly the road traffic condition and 
traffic flow � vehicle character. With the capability of  
intelligent analysis to high-definition images, it can achieve road 
traffic flow detection and incident detection , and it provides  
more accurate basis and data support  for traffic control, traffic 
guidance, public travel service, traffic enforcement and 
management. 

The existing vehicle detection algorithm of standard-definition 
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video mainly includes: the optical flow method, the background 
difference method, Gaussian background modeling method, 
Bayesian background modeling method, the background 
modeling based on codebook method.

Optical flow method has the advantage that it can detect objects 
with independence movement, without knowing any information 
of the scene before. In most cases, however, it is difficult to 
reach real-time detection because of the computational 
complexity and time-consuming; Using the difference between 
two successive images, the adjacent frame difference method 
gets the position and shape of moving objects and other 
information, it can more accurately detect the silhouette of 
moving object, and it has higher real-time and sensitivity to the 
moving target. The background difference method achieves 
simply, it mainly related to the estimation of background image, 
and carry out target detection using of the difference between 
the current frame and the background image. Most of the 
background difference methods mainly discuss how to build a 
stable and reliable background model (such as Gaussian 
background modeling [1], Bayesian background modeling). But 
background modeling can not reach real-time [2] for 
high-definition images. 

Thus, only the background difference and frame difference 
method [3] can be directly applied to high-definition image 
processing. However, these two kinds of algorithms easily lead 
to multi-vehicle inspection and undetected. While other methods 
are more complicated, and their processing speed is fairly slow, 
which can not meet the needs of practical applications when 
applied to high-definition video detection. Therefore, this paper 
presents a vehicle tracking method using vehicle detection based 
on image brightness.

2. HD (HIHT-DEFINITION) VIODE VEHICLE 
DETECTION ALGORITHM

The large part of actual traffic video is the surrounding 
environment and facilities, roads and vehicles are just a small 
part, so the surrounding environment and facilities can be 
removed from the region, in this way, we can reduce the 
computational complexity, due to urban roads and high-speed 
highway. The road can be divided into the lane area because 
vehicles are mainly traveled by lanes and interference between 
the adjacent lanes is relatively small. Therefore, this article 
achieves vehicle detection taking lane as a unit.

2.1 Interest Region

The interest region is selected in the video frame [4] in order to 
facilitate observation and treatment of some regions, and its 
choice is essential for the vehicle extraction, counting and a 
series of follow-up action. According to the actual situation, the 
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video is divided into lanes as a unit to carry out artificial 
demarcation, of course, lane detection can also be used to 
adaptively demarcate detection area. The video with the 
resolution 2592 * 1936 is used in this experiment. As shown in 
Figure 1, the image is divided into three lanes through artificial 
method.

Figure 1 interest region 

2.2 Brightness Curve

After graying, scanning lanes by line along the vertical 
direction in an image, summing the brightness value in line and 
storing, plotting the brightness curve (take pixels as the 
horizontal axis and take stored values as the vertical axis).Its 
brightness curve can reflect the complete information of the 
lane, such as lane width, vehicle size, vehicle color (black or 
white), moving distance of vehicles in the image, elapsed time, 
etc. Then we can observe a lot of information about the 
vehicles, which can make prepare to generate the brightness 
flux curve.

The steps of drawing brightness curve are as follows�

1�Circle out a region in the grayscale image according to the 
direction of traffic flow (generally take lanes as regional unit), 
scan lanes by line along the vertical direction, sum the value of 
its brightness in line and store them. 

2�Denoise the stored values (removing the values which is too 
large or too small), take pixels as the horizontal axis and take 
stored values as the vertical axis, draw the curve, that is the 
brightness curve.

We randomly take a frame in a reference as a special frame, the
course of graying is to average the value of red, green, and blue 
light, that is because pixels have three kinds of integer 
parameters between 0 to 255, representing the red, green, blue 
channel, and these three brightness are closely related in the 
pixel category, as shown in Figure 2 (a) and Figure 3 (a). Draw 
brightness curve according to the steps, which is as shown in 
Figure 2 (b) and Figure 3(b). 

(a)                         (b)
Figure 2 (a) gray-scale images (189th frame)

(b) pixel curve (189th frame)

(a)                        (b)
Figure 3 (a) gray-scale images (192th frame)

(b) pixel curve (192th frame)

In figure 2 (b) and figure 3 (b), take the pixel-point curve of 
189th frame and 192th frame, we will find that the process of 
moving the vehic le, its brightness curve with the movement of 
vehicles fluctuations in the forward extension (for example, 
two pixels in the white box graph graphics).

In figure 2 (b) and figure 3 (b), from the pixel curve of 189th 
frame and 192th frame, we can find that its brightness curve 
will move with the movement of vehicles. The wider the lane, 
the higher the height of the curve, lower the contrary; the 
bigger and longer the car, the wider and the higher the heave of 
curve (this describes a white car, But to a black car, it will be 
hollow), whereas the more narrow, the lower.

From the comparison of figure 2 (b) and figure 3 (b), we can 
see that through the movement of the white car , its 
characteristics are basically not changed, that is, characteristics 
of curve do not change (similar nature has not changed), but the 
image and curve are  corresponding magnified.

2.3 Vehicle Location

During the course of steer, the pixel brightness values will be 
larger as the vehicles become larger (white car) or smaller 
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(black car). Take the absolute value after difference with the 
background value [5], sum the brightness value in line, which is 
as the vertical coordinate value. Through the analysis, we can 
know that the sum of pixel values without a car was close to 
zero. Convex part is the horizontal position of the vehicle.

Take the second lane in the experimental video for example, 
extract the foreground image using image pre-processing, 
generate brightness curve by doing horizontal scan to all the 
pixels, complete background modeling and updating[6], and the 
position of the vehicle can be located by doing the background 
difference. Take time as the x-axis, pixel values as the y-axis, 
the white curve can be obtained under the black background. 
The white curve stands the location of each frame. Black 
represents no car. In order to obtain the specific location of 
vehicles, extract the corresponding value of x in each frame, 
and draw the brightness curve. Mapping process is as follows:

Set Cij is obtained by the horizontal scan for the interest region, 
and stored them into currentImagedata[Ht] in turn. Namely:

For j=0,1,2……Ht
{
currentImagedata [j]=0;
For i=0,1,2……Wd
{
currentImagedata [j]+=Hij;
}
}

Draw out the extracted background brightness value 
(currentImagedata[j]), then the brightness curve of the current 
frame can be obtained. Then compare with the brightness curve 
of the background and threshold, we can get vehicle curve, as 
shown in the following formula [7].

⎩
⎨
⎧

<
≥

=
T[j]gedatacurrentIma,0
T[j]gedatacurrentIma1

[j]gedatacurrentIma
�

Take the 210th frame in the experimental video for example,
draw the horizontal vehicle location of the second lane, as 
shown in figure 4. 

Figure 4 horizontal scan curve

According to shape of the curve, convex part means the 
vehicle's location, and we can get that the number of vehicles in 
this frame in this lane is 2. Mark vehicles position with a red 
mark in the original image and store. Take this lane for example, 
they were stored in car21[M] and car22 [N].     

After the completion of horizontal position, finish the 
cross-lane vertical projection of the vehicles in the horizontal 

direction, and then we can get the vertical position information 
of vehicles using adaptive threshold approach. Cross-lane 
vertical projection can detect cross-lane vehicles, thus complete 
vehicles ' precise location. Locate vehicle [8] [9] information 
separately of Each lane, mark the processing in the Original 
image, then the location of vehicles in all interest region is 
completed.

2.4 Vehicle Tracking

The tracking of vehicles [10] is still carried out by lanes�  as 
vehicles in the road will not be arbitrarily changed its lane.

Specific tracking process is as follows:

1. Divide lanes, do the following treatment respectively for 
each lane;
2. Do vehicle detection for each lane, store the horizontal 
brightness curves and vertical brightness curve for each region;
3. Pattern-matching: match frame i to frame i +1. Specific 
matching process is as follows:
 (1) Firstly, do the following processing to the first lane, count 
the number of vehicles. The match is taking upward position in 
our video;
 (2) Matching the horizontal and vertical brightness curve of  
vehicles ; if frame i +1 has surplus vehicles in addition to the 
matching vehicles, then the surplus vehicles are new vehicles, 
number them from top to bottom;
 (3) Number rules: number frame i from top to bottom in turn, 
the top vehicle is 1, the following vehicle is 2,3 • • •, the new 
vehicle in frame i +1 is numbered in succession. As the number 
of vehicles per lane is no more than 10, therefore, when a 
vehicle’s number is 10, the next number of vehicle is 1. In our 
experiment, we mark a different color instead of the different 
labels.
 (4) Do the same processing to another two lanes. 

Take the second lane for example, Mark the vehicles that have 
been detected. As shown in figure 5.

Figure 5 vehicle detection 

In figure 3, there are two vehicles in the second lane. Extract 
the brightness curve information of the two vehicles, as shown 
in figure 6.
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(a) the vertical and horizontal brightness curves of the first 
vehicle

(b) the vertical and horizontal brightness curves of the 
second vehicle

Figure 6 the brightness curves of vehicles
Match the brightness curve with next frame in the second lane, 
the tracking result is shown in figure 7.

Figure 7 vehicle tracking
In the next frame, there are two new vehicles in the second lane, 
then number then according to the number rule. At the same 
time, the first vehicle has gone, and there is a new vehicle 
behind.

3. EXPERIMENTAL RESULTS

In this paper, the video is taken by AV5105 5 Mega pixel 
IP-camera high-definition camera in the Beichen West Road.

Image size is 2096 * 1952. In the experiment the memory used 
is 1G, CPU is Intel 1.83G dual-core Dell desktop. The video is 
captured by three lanes. Handled by this algorithm, we can get 

the brightness curve and vehicle segmented image of the three 
lanes.

Table 1: processing time in each frame (unit: s)

frame 100 150 200 300 350

Processing 
time 0.055 0.049 0.044 0.064 0.071

4. CONCLUSION

In order to resolve complicated computational problems existed 
in the vehicle detection when using current background 
modeling method, this paper proposes a vehicle location 
method based on the brightness curve. Experiments show that 
this algorithm has the advantage of short computing time, and it 
can meet the real-time requirement. This algorithm can detect 
high-definition video effectively.
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Abstract—With the rapid development of economy, private cars 
grow at an exponential rate and cities become more and more 
crowded. The speed of expanding urban area and increased 
urban road significantly lags behind the economic 
development .So the introduction of advanced Intelligent 
Transportation Systems (ITS) may be a well solution, which can 
solve the urban transport problems fundamentally. As the 
emergence of Wireless Sensor Networks (WSN), the ITS has 
turned into a new epoch. But there are still a number of key 
technologies wanting urgent solution. If we can locate and track 
the cars accurately, the ITS what is build based on the WSN will 
become more achievable. In this paper, an improved Monte 
Carlo Localization box (MCB) algorithm was proposed for the 
location of mobile nodes in ITS, which is named Genetic MCB, 
and by mcl-simulation can get fairly satisfactory results. 

Keywords- Wireless Sensor Network; Intelligent Transportation 
System;  Monte Carlo Localization box; Genetic MCB 

I.  INTRODUCTION  
Road traffic monitoring is important for the safety and well-

being of passengers. The traditional ITS is based on a 
centralized structure in which radars and cameras along the 
roadside continuously monitor road traffic. The collected data 
is usually stored in a tape to be collected or  transmitted to a 
remote control room via the Internet for further processing 
[1][2][3]. However, these systems require substantial public 
investment in sensing, processing and communication 
equipments, which leads to their relatively weak deployment 
in the road network. Moreover, such systems are characterized 
by long reaction times and thus are not useable by all the 
applications requiring reliable decision making based on 
accurate and prompt road traffic awareness. In addition, the 
communication between these systems and the vehicles is 
usually performed in only one direction (i.e. from vehicle to 
ITS), preventing the car drivers collecting some useful  
information such as the actual upper speed limit of the road or 
various  facilities and services surrounding the actual road. 
Thus, in order to overcome the disadvantages of centralized 
schemes, several initiatives using wireless sensor network 
began to appear. At the second part of this paper, it expounds 
the wireless sensor network model which we adopted[4]. 

Compared to traditional intelligent transportation systems, 
WSN systems have many advantages, such as building 
network simple, deploying fast and multi-direction 
communications (i.e. between vehicles, between vehicles and 
ITS), and what is more important is that systems can provide a 
series of advanced exchange services beyond the ITS, just like 
navigation, urban air environmental monitoring, 
recommended route and so on. Traditional WNS node 
localization and tracking technology is mainly target on nodes 
which are unable move or with slow motion speed, in our 
system, however, the highest speed of nodes can reach over 
60km/h, so we have proposed a genetic MCB algorithm based 
on MCB and have a special optimization sample’s weight 
according to the law of moving car. 

II. WIRELESS SENSOR NETWORK MODEL 
The wireless anchor nodes (i.e. base stations) are deployed 

along the road every few dozens of meters, depending on the 
underline physical and data link network layers  (e.g. 50 m  for  
Zigbee)  (Figure 1). Each cluster head comprises a wireless 
sensor network. One significant design factor for the routing 
protocol which handles the peer to peer communication 
between the vehicles and the base stations is that the power 
consumption of wireless nodes is not of primary importance 
since the power supply is provided to the base stations via the 
electrical wires which are usually available in the lamppost, 
whereas the wireless nodes of the vehicles are power supplied 
with the car’s battery. Zigbee meet these requirements.  

The wireless sensor network embedded into the vehicle is 
compact and comprises: 

A CC2430 is including high performance and low power 
8051 microcontroller core can implement the network protocol, 

A speed sensor to continuously capture the actual speed of 
the car, and   

An LCD display interface to display some useful 
information to the driver. 
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III. LOCALIZATION IN WSNS 
According to the introduction, the robot localization has 

been applied in the field of SMC (Sequential Monte Carlo), 
reference [5] proposed a technique called MCL (Monte Carlo 
Localization) algorithm for mobile sensor networks, such first 
proposed algorithm can take advantage of node mobility to 
improve its location accuracy. However, this algorithm is 
sampling a low success rate, causing a large energy waste. [4] 
through the introduction of "anchor cases" and the "sampling 
box" concept, a new algorithm called MCB from MCL 
sampling algorithm was proposed to improve the success rate 
of sampling. Compared with MCL the MCB algorithm reduces 
the computational complexity, however, when the anchor node 
density is low it has less accuracy. In this regard, this paper 
proposed a new mobile wireless sensor network node 
positioning algorithm based on the MCB - Genetic MCB. 

3.1Monte Carlo localization boxed 
In[6

localization algorithm as follows. First, build a box using the 
first and second anchor nodes listened by the nodes: To listen 
to all the anchor nodes in the node as the center, 2r × hop as a 
side length of the square of the intersection, which hop for 
nodes to hear the order of the anchor nodes, if the first-order 
hop = 1, for the second hop = 2, this indicated the node r in the 
radio range. This box is a node in the region; we call such a 
box the anchor box. Fig. 2 shows an example of an anchor box 
(shaded area) in the case where three one-hop anchors were 
heard. As for any node A, a first-order anchor node is the 
anchor nodes that can be directly listened to by Node A; a 
second anchor node is the anchor node which can be directly 
listened to by a neighbor node but not node A. when node A 
can not directly hear the anchor node. Node did not hear any 
first-order or second-order anchor nodes, sensor network in 
bounded domain is considered to anchor box. The sampling is 
limited in the anchor box when sample collection is empty. 

Each node maintains a sample collection, and sample 
collection of the node in each sample point is an estimate of the 

true position. During the localization-algorithm initialization 
phase,  

 
Figure 2 Building anchor box 

a sensor picks a random set of N samples 
0 1 1

0 0 0 0{ , ,..., }NL l l l ,i.e., random localization within the 
“anchor box”. Like MCL, MCB include prediction and 
filtering. During the prediction step at time t , we already have 
samples, the bounding box is built with an additional constraint, 
namely, for each old sample 1

i
tl  from the sample set 1tL , we 

build an additional square of size max2 * v centered at the old 
sample, which we call sample box, This updated box delimits 
per old sample the area a node can move in one time interval at 
maximum. Whenever a node has an initialized sample set but 
heard no anchor, we build the sample box solely based on the 
maximum node speed and the old samples. Box building 
remains a sequential process, where the anchor box is built rst 
– and saved for subsequent uses – and updated independently 
for each old sample, creating thereby the sample box from 
which the new samples are effectively drawn. 

 locations i
tl are 

removed from the new set of samples tL , suppose that S group 
is composed of the anchors that the A sensor node heard 
directly and the T group is composed of anchors that the A 
sensor node did not hear by itself but its one-hop neighbor did. 
So, the filtering conditions of location L is,  

( ) ( , ( , ) ) ( , ( , ) 2 )filter l s S d l s r s T r d l s r                    (1) 

And, ( , )d l s  is the distance between node l and node s . 

After the  fewer samples in the 
set than desired. The prediction 
repeats until the desired number of samples are reached. The 
location estimate of a sensor at time t  is the average of all 
possible locations from the sample set tL . 

3.2 Genetic MCB for ITS 
Compared with MCL the MCB algorithm reduces the 

computational complexity, however, it has less accuracy when 
the anchor node density is lower. Monte Carlo localization 
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algorithm and genetic algorithms are similar: they have a 
sample set, each sample represents a possible solution; these 
samples are carried out according to certain rules of state 
transition; they are to adapt to a high degree of a sample copy, 
in Monte Carlo localization algorithm, the re-sampling stage 
can be seen as a process of sample copy. The main difference 
is the ways of state transition, Genetic algorithm is to achieve a 
sample evolution by simulating the biological genetic evolution 
in the thinking of crossover and mutation, and in Monte Carlo 
localization algorithm, the sample transform state is in accord 
with the motion model. This paper will evolve crossover and 
variation theory of Genetic algorithm into MCB, which can 
optimize the sampling and lead the sampling move to the larger 
value of posterior density. By this way, it can overcome the 
problems of MCB. 

Our defined the Genetic MCB algorithm’s step as follow. 
In our algorithm, t  means time, tl  means the posterior 
distribution in time t , N means the number of samples, 
and tw means the weight of samples. Unlike MCL, we should 
build anchor box and sample from this box in MCB, but in the 
prediction stage, the filtering stage, and the re-sampling stage, 
the using is the same with MCL algorithm. At the important 
sample stage we do as follow. For random node A, in order to 
comply with the assumption that only know the maximum 
velocity of the node and don’t know it’s state of motion, 
assume that the weighting functions are uniformly distributed, 
in this case, the weight values of all samples  are 1. A has M-
second hop anchor nodes, A can know the location of them, j

al
j=1,2,3,…M means the location. We should calculate the 

distance between tl and j
al  as follow, 

, ( , )
( 1,2... , 1, 2... )

1, ( , )

i i j
t t ai

t i i j
t t a

w d l l r
w j M i N

w d l l r
   (2) 

The next is the evolutionary phase which includes the 
crossover operation and variation operation. 

a. Crossover operation 

Select tow samples a a b b
t t t t(l ,w ),(l ,w ) from the sample set 

randomly, and calculate as follow, 

(1 )A a b
t t tl l l                        (3) 

(1 )B b b
t t tl l l                         (4) 

, ( , )
( 1, 2,3... )

1, ( , )

A A j
t t aA

t A A j
t t a

w d l l r
w j M

w d l l r
    (5) 

, ( , )
( 1, 2,3... )

1, ( , )

B B j
t t aB

t B B j
t t a

w d l l r
w j M

w d l l r
    (6) 

In (4) and (5), U(0,1), U(0,1) is uniform distribution. 
Then select 2 samples from the 4 
samples, ( , ), ( , )a a b b

t t t tl w l w , ( , ), ( , )A A B B
t t t tl w l w whose weight is 

heavier, and use the 2 samples to take with ( , ) ( , )a a b b
t t t tl w and l w . 

Crossover operation will be carried out N times. 

b. Variation operation. 

Selected 1 sample ( , )c c
t tl w  from the sample set that after 

crossover operation, if the weight value lowers than threshold 

 (in this algorithm we set 1

N
i
t

i

w

N
), then pick up 1 sample 

( , )C C
t tl w  from the sample box randomly, and calculate as the 

follow, 
C c
t tl l                               7  

, ( , )
( 1,2,3... )

1, ( , )

C C j
t t aC

t C C j
t t a

w d l l r
w j M

w d l l r
  8  

In (8), (0,1)N and (0,1)N are standard normal 
distributions. Compare ( , )c c

t tl w and ( , )C C
t tl w , and then find the 

heavier one and put it back to the sample set. Variation 
operation will be repeated N times. 

After the tow operations, we have N samples in the sample set 
and every sample i

tl has a weight value i
tw . Now, we can get 

the estimate location of node A ( , )x y at time t , In (10), 
( , )i i i

t t tl x y  

1 1

1 1

( , ) ( , )

N N
i i i i
t t t t

i i
N N

i i
t t

i i

x w y w
x y

w w
             (9) 

IV. SIMULATION AND ERROR 
In this section, we use mcl-simulator to simulate the MCB 

and our location algorithm Genetic MCB for ITS. In all of our 
experiments, nodes are randomly distributed in a 500m x 500m 
rectangular region, the distance between each node d=50m and 
the region don’t contain any obstacles; dn density of 
nodes, ds density of anchor nodes, maxv sensor nodes’ max 

speed, maxs anchor nodes’ max speed, N means the 
Sampling times. The network and node parameters we set are: 

set the transmission model of node is an omni-directional 
circular, communication radius r = 50 m. 

sensor node’s movement model is random waypoint 
mobility model, and the moving speed and direction of node is 
random but it has pause time before the velocity has changed.  

Figure 3 shows the location estimation error with time 
curve of the Genetic MCB for ITS, we have considered tow 
situation,  

a. anchor nodes are in static state, sensor nodes moving, 
maxv 0.4r, ds 1, dn 10,N=50; 
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b. anchor nodes and sensor nodes are moving, 
max maxv s 0.4r, ds 1, dn 10,N=50. 

 
Figue 3 Location error anchor nodes moving & Static  

From this Figure, we found that when the anchor node 
moves, the positioning accuracy and speed are superior to 
when it is stationary. This is because when anchor nodes are 
stationary, the information has a little change that the sensor 
nodes can listen from the anchor nodes in each measurement 
time. When anchor nodes have moved, sensor nodes can listen 
more information from the anchor nodes, which means the 
samples box has become smaller. Therefore, in our ITS we 
should turn some of the vehicles nodes that have no positioning 
ability into anchor nodes. 

 

V. CONCLUSION AND FURTHER WORK 
The simulation results show that the algorithm is suitable 

for positioning the vehicles in the ITS , it has good positioning 
accuracy and a more ideal anchor node density. And the 
simulation results also show that the positioning accuracy is not 
only decided by the building of a fixed anchor node but also by 
those anchor nodes changed from the vehicles nodes . 

Future work encompasses map matching, which can reduce 
the sample-box’s size and then improve the accuracy. 
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Figure 4 Location error with different density  

Figure 4 shows the relation between location accuracy and 
the density of anchor nodes. The anchor nodes and sensor 
nodes are moving, max maxv s 0.4r, dn 10,N=50. 

From this Figure, as the density increase the location 
accuracy is improved, but when 3ds  the location accuracy 
isn’t improved as the increase of density. Location error in our 
ITS should be within 10 meters and density of anchor nodes 
can’t be more than 2. 
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Abstract—In a traffic system, drivers will always choose paths 
to maximize their own travel utilities, while in the other side, 
the system manager endeavors to minimize the overall travel 
time and reach the most system efficiency. In this paper, an 
induction mechanism based on game theory is proposed. 
According to the real traffic data, the manager publishes 
corrected traffic information initially, and then drivers choose 
their paths. Both the induction of the manager and the 
choosing of drivers are fulfilled before drivers enter into the 
traffic system, which can avoid the congestion drift 
intrinsically. Behaviors of the manager and drivers are guided 
by game theory. While achieving Nash equilibrium, both the 
utilities of both the system and drivers are increased 
observably. Then, the fact that there is a room for inducing 
challenges is concluded.  
 

Keyword-path choice; induction mechanism; traffic 
simulation; congestion drift 

I.  INTRODUCTION 
With the improvement of living standards, the 

dramatically increasing cars have led to the road construction 
far from satisfying the needs of economic development, from 
which worsening traffic conditions, traffic congestion and 
accidents frequently are arisen. In order to alleviate traffic 
congestion problems, finding more intelligent traffic 
information system is a current hot topic. 

A survey from Seattle, United States [1] shows that 
decisions of most drivers will be influenced by the traffic 
information, and 52.4% of drivers will change to alternative 
routes on the way according to the traffic information, which 
can cause new congestions easily. 

Participants in a transportation system can be categorized 
as two classes, system managers and drivers. Drivers include 
drivers of public transport with fixed routes and the other 
drivers. Since drivers of public transport seldom change their 
routes, we only explore behaviors of the other drivers, called 
drivers for short, who may change their travel routes 
according to the status of road network and choose their own 
least-cost path. Goals of traffic managers and drivers are 
system-optimum, the shortest total travel time of all drivers, 
and user-optimum, the shortest travel time of one’s own, 
respectively. However, with no induction these two goals 
will always conflict and the actual reached results are user-
optimum rather than system-optimum [5]. 

In traffic induction, the phases of making decision 
between managers and travelers as well as among travelers 
can be thought of as two stages of game behaviors. Managers 
predict, formulate and release induction information in 
accordance with the number of players (drivers) and road 
conditions. And then, drivers after receiving induction 
information will predict actions (path choices) of the other 
players and determine their own best actions. While reached 
the Nash equilibrium [6,7], the traffic system would be a 
game theory-based balance between user-optimum and 
system-optimum [3, 4]. 

Traffic induction aims at optimizing the allocation of 
traffic flows, improving the transportation efficiency and 
minimizing the overall travel cost when the traffic flow 
distribution of road network is uneven or localized 
congestion occurs. Existing traffic guidance systems provide 
drivers the optimal paths, or quasi-optimal paths. There are 
many algorithms related to path optimization, such as  
Dijkstra, A*, Bellman-Ford-Moore, Floyd and etc. [8]. 
However, providing one or a few recommended paths merely 
may lead to drivers' over-reaction and concentration of 
reaction, and as a consequence brings new congestion drifts, 
which means congestions transfer to another place and are 
always resulted from the unsuitable induction. Congestion 
drifts will increase the burden of the traffic system. 

Currently, the effects of induction after traffic 
congestions have been approved. K. Wundcrlich showed that 
drivers guided by induction can save 3%-9% travel time 
compared with the unguided after congestion, and the 
stronger the degree of traffic congestion, the greater benefits 
induced drivers obtain [9]. David Levinson simulated and 
proved that induction information plays more important role 
in the occasional traffic congestion than in the frequent [10]. 
Bel and his collaborators published many articles exploring 
the reliability of road network through game theory [2]. Jiang 
escalated the guidance proportion of induction, added 
disturbance to linkcost data and provided K alternative routes 
to drivers to prevent from congestion shift [11]. 

Till now, most studies are concentrated on crowded 
roads, and may bring about congestion drifts. In this paper, 
we present an induction mechanism based on game theory to 
induce all drivers between two locations before traveling. By 
taking into account the interests of both managers and 
drivers forehead, it can resolve their contradictions and avoid 
congestion drifts theoretically. 
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II. INDUCTION MECHANISM BASED ON GAME THEORY 

A. Path Choice Model 

  
Figure 1.  Simplified traffic path network model. 

In this paper, we only consider those drivers excluding 
public transport drivers. They will choose one of two paths 
between the starting point A and the end point B, as the 
simplified traffic path network model shown in Figure 1. 

Let
iPt is the travel time required for n drivers passing 

through Path i  together, 
( ) , 1,2i

i

b n
p it n a e i×= × =    (1) 

in which, ia  is the simulated length of Path i , and 

ia will equal to the transit time supposing that all drivers are 

in the same speed. Particularly when 0n = , ( )
ip it n a= , 

the minimum transit time users go through Path i . ib  is the 
saturation capacity parameter of Path i , and when 

3ib n× = , Path i is near to its saturation capacity, and the 

saturation capacity of Path i is 3i im b= . 
Suppose there are xn× and ( )xn −× 1 drivers choosing 

Path 1 and 2 respectively, the system travel time for all 
drivers travel from A to B is, 

))1(()1()()(
21

xntxxntxxt pp −××−+××= , 
[ ]1,0∈x   (2) 

Let #x denotes the value of x when system is optimal 
(that is )(min xt ), and it can be obtained 
by ( ( )) 0d t x dx = and the transcendental equation, 

)1( #
11

#
1 xnbea xnb ××+×× ××  

0))1(1( #
2

)1(
2

#
2 =−××+××− −×× xnbea xnb  (3) 

For example, while 1 1.0a = , 2 1.50a = , 1 0.030b = , 

2 0.030b = and 200n = , we obtain that 
# 0.527028x = and min ( ) 24.56594( )t x s= . 

However, caring about personal interests only, drivers 
will select paths through which they can travel in the shortest 
time. With the common sense of that all drivers share the 
traffic induction information, each of them will select the 
best path relative to others, and then the system will reach 
the steady state of Nash equilibrium eventually. Drivers will 

not regret their choices, because the passing time on either 
path is the same, 

))1(()(
21

xntxnt pp −×=×    (4) 

In terms of (4), we can obtain x∗  different from 0 and 1, 

12

1

2
2 )ln(

1
bb

a
anb

n
x

+

+×
×=∗               (5) 

And, the dynamic replication function ( )v x  is 
)))1(()(()1()(

21
xntxntxxxv pp −×+××−×−=
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2
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                                                                           (6) 

As 0 1x≤ < , we have ( ) 0v x ≥ . According to 

Lyapunov theorem [12], when
*

0
x x

dv
dx =

< , *x  is the stable 

point. Verify that *x can be obtained and converged by 

( )xx
dx
dv

xx

−×−=
=

1
*

 

( )( )xnbxnb enbaenba ××−×× ×××−×××× 12
11

1
21

                (7) 
which is less than 0, and then *x  is the stable point. At 

this point, the system reaches Nash equilibrium. While 

1 1.0a = , 2 1.50a = , 1 0.030b = , 2 0.030b =  and 

200n = , * 0.533789x =  and *( ) 24.59966( )t x s= . 

Figure 2 plots out the curve of )()( #* xtxtt −= varied 
with n . Whatever n  is, t is always greater than 0, that 
is )()( #* xtxt > . As a conclusion, there is a higher degree 
of space to shorten system travel time by induction 
mechanism. 

According to Nash equilibrium conditions which drivers’ 
choices must satisfy, we can obtain the effective range of n . 

When 0=x , 012
0

2 >−×= ×

=

aea
dx
dv nb

x

, 

2
2 1 1b na a e ×× > , that is 2

2 1 0b na a e− ×> >  and 

0lnln

2

21 <−>
b

aan  is excluded. 

When 1=x ， 021
1

1 >−×= ×

=

aea
dx
dv nb

x

, 

1
1 2 1b na a e ×× > , that is 1

1 2 0b na a e− ×> > and 
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1

12 lnln
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aan −> . In summary, the range of 
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n

−
>  is meaningful. 
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Figure 2.  Curve of ( ) ( )#* xtxtt −= varied with n  

B. Induction Mechanism 
On the principle of system-optimum, managers revise the 

saturation capacity parameters for all the paths, and then 
release them with path lengths together to all drivers 
consistently and unbiasly as induction information. After 
receiving induction information, drivers choose their 
strategies before traveling. When drivers’ choices are user-
dominant strategies, the entire traffic system will be 
stabilized, reach Nash equilibrium and come closer to 
managers’ destination, system-optimum. 

Saturation capacity parameters are revised as, 

i
i

i b
n
bb ××⎟
⎠
⎞

⎜
⎝
⎛ ×= βαexp'                              (8) 

The parameter n  is the total number of drivers who want 
to travel from A to B, and '

ib  is the revised value of ib  in 
formula (1). α and β are predefined parameters. 

Denote x as **x when the system reaches Nash 
equilibrium, and calculate the utility function )( **xt . 

III. ANALYSIS OF SIMULATION EXPERIMENTS 
In simulation experiments, there are two simple paths 

with the same starting point and end point in the whole 
transport system. Traffic managers provide the lengths and 
saturation capacity parameters of two paths respectively. At 
the initial state, all the drivers choose their paths to travel in 
accordance with provided induction information. Although 
the actual problem is much more complicated than this, the 
basic idea is the same. 

A. Simulation Parameters Setting 
Parameter α and β  in formula (8) are 500.0 and 1.2, 

respectively. We performed simulations on 8 different 
groups with different numbers of drivers and different types 
of path, including lengths and saturation capacity parameters, 
as in Table 1. Results showed that the total time of induced 

system is shorter than un-induced system, and the results of 
the 4th and 6th groups are in Figure 3 and 4. #( )t x  indicates 
the system optimal time, )( **xt and *( )t x  indicates the 
system time with and without induction. In the 4th group, the 
saturation capacities of both two paths are 100, and then the 
saturation capacity of the whole traffic system are 200. 
While the number of drivers is less than 575, the induction 
mechanism achieves excellent results and the greater n  is 
the more obvious effect is. In the 6th group, the saturation 
capacities of two paths are 300 and 100 respectively, and the 
system saturation capacity is 400. The correction effects are 
extremely obvious, especially when the number of drivers is 
less than 600, when less than 200 and greater than 300. 

Therefore, compared with the un-induced situation, 
induction mechanism proposed above can improve the traffic 
state for a variety of conditions, save more time and make 
the individual optimum reach the system optimum 
ultimately. 

TABLE I.  PARAMETERS OF SIMULATION EXPERIMENTS 

Group Path 
Simulated 

Length ia  

Saturation Capacity 

Parameter ib  

Saturation 

Capacity im  

1 
P1 1 0.03 100 
P2 1.5 0.01 300 

2 
P1 1 0.01 300 
P2 1.5 0.03 100 

3 
P1 1 0.015 200 
P2 1.5 0.03 100 

4 
P1 1 0.03 100 
P2 1.5 0.03 100 

5 
P1 1 0.03 100 
P2 2 0.01 300 

6 
P1 1 0.01 300 
P2 2 0.03 100 

7 
P1 1 0.015 200 
P2 2 0.03 100 

8 
P1 1 0.03 100 
P2 2 0.03 100 
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Figure 3.   Results of the 4th group 

Results of the 6th Group
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Figure 4.  Results of the 6th group 

IV. CONCLUSION 
We proposed a traffic path choice model based on game 

theory. By mathematical deduction and numerical 
calculation, we verified the gap between user optimum and 
system optimum and proved that the induction is necessary. 
In the induction mechanism we proposed, managers induce 
drivers’ decisions according to the status of traffic system 

before they travel and avoid the occurrence of congestion 
prior to the system saturation. It can eliminate congestion 
drift intrinsically, improve the transportation situation and 
reduce the total time of the traffic system. The induction 
mechanism proposed in this paper can also be extended to 
the system with multiple paths. 
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Abstract—This paper presents a case study to apply the RFID 
(Radio Frequency Identification) technology to dynamically 
track miscellaneous logistics information of the shipping 
containers to improve the container transportation 
management and digitalization level. The system architecture 
and configuration of the RFID system are illustrated and the 
requirements of the container RFID system are characterized. 
The hardware circuit of the electronic tags in an active RFID 
system is designed. The tags designed are of small volume and 
low power consumption with an identification sensitive 
distance up to 20m. The anti-collision mechanism for the 
electronic tags is discussed and an adaptive anti-collision 
algorithm based on the slotted ALOHA algorithm is proposed. 
The proposed algorithm proves that it is effective to improve 
the message channel utilization rate and the tag identification 
rate. 

Keywords-Radio Frequency Identification; electronic tag; 
Anti-Collision Algorithm; time slot 

I.  INTRODUCTION 
Radio frequency identification (RFID) technology is 

related to remote data transmission using wireless radio 
frequency with the objective to help identifying the objects 
being shipped. In a RFID system, significant amounts of data 
are transmitted from transponders to a receiver that is often 
used as part of a real-time locator system. The most 
important advantages of the RFID technology is its 
contactless reading process, massive storage capacity, high 
information security, the ability to remotely identify objects 
even being rapidly moving and the capability to read data 
from multiple transponders concurrently[1]. RFID allows an 
organization acquiring the data about the location and 
properties of any entity that can be physically tagged and 
wirelessly scanned[14, 15]. With the up-to-the-minute activity 
picture provided by RFID, managers are permitted to 
promptly respond to critical situations. The electronic tags 
attached to the container can be read by readers in the port 
yard and provide information on the exact location of the 
container and also capture the identification number of the 
container being transported, which enables shippers and 
carriers to consistently and dynamically monitor the logistics 
flow and the information flow. Improper or missed container 
recordings in the transportation process can be avoided. 
Shipments through the supply chain can be dramatically 
speeded up and the container transportation efficiency can be 
improved while the quality of goods transported by the 

containers is ensured. Container transportation thus runs 
more safely and securely[2]. 

II. SYSTEM CONFIGURATION 
Following reference[3], the developed container RFID 

system consists of electronic tags, readers/writers and the 
back-end computer management system (Figure 1.). The 
electronic tags include onboard electronic tags and electronic 
seals. The reader/writer can be movable data input device 
(e.g. portable PDA reader/writer, portable computer, etc.), 
and/or base station-type electronic tag reader/writer, wireless 
electronic tag reader/writer, etc. 

 
Figure 1.  Container RFID System Composition 

(1) Onboard container electronic tag 
The onboard container electronic tag is installed on the 

surface of the containers. It records the information about the 
entities shipped by the container and that the container itself. 
Real-time information exchange with the reader/writers can 
be performed once it is captured and identified by them.  

(2) Container electronic seal  
The container electronic seal is installed adjacent to the 

slot for the closed doors of the container. It is used to ensure 
the security of the container. It not only collects the 
information about the interior of the container, e.g., the 
working temperature, the working humidity, the vibration 
state, etc., but also monitors and records the door 
opening/closing and illegal entrance events.   

(3) Movable data input device 
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The movable data input device is dedicated to carry out 
container electronic tag information storage, checking and 
handling for the operators who may be at the roads in the 
port zone, at the yard, at the quayside while tallying or on the 
way to accompany the container transportation process. 

(4) Base station reader/writer 
The base station reader/writer is installed at some fixed 

positions at the port entrance/exit gate or the yard. It reads 
the data about the container being shipped from and/or writes 
them into the electronic tags, while exchanging data with the 
container management system through cable data interfaces 
such as RS232, RS485, etc. Real-time handling and 
management for the container information is thus carried out 
in this way.  

(5) Wireless reader/writer 
The wireless reader/writer is installed on the movable 

equipments such as Rubber Tired Gantry Cranes (RTG), Rail 
Mounted Gantry Cranes (RMG), quayside cranes, portal 
cranes, reach stackers, etc. It performs data exchange with 
container tags using wireless communication ways to 
retrieve and update the information stored within the tags. 

III. CHARACTERISTICS OF THE CONTAINER 
ELECTRONIC TAGS 

Depending on whether there is a battery embedded, 
electronic tag can be classified two types, active tags and 
passive tags. Passive tags do not contain a battery and draw 
their power from the radio wave transmitted by the reader. 
Passive tags are considerably lower in cost but can only 
transmit information over short distances and the memory 
capacity is small. On the other hand, active tags are battery 
powered. They can transmit over the greatest distances and 
the memory capacity is great, but the price is expensive and 
the life-span is short[4].  

As for the container RFID system, the electronic tags 
have some special requirements. The storage capacity needs 
to be sufficiently large, the working distance needs to 
sufficiently long and rapid data read/write is required when 
the containers pass the express customs clearance. Therefore, 
active electronic tags are adopted for the container RFID 
system. The challenge for design of active electronic tags is 
to realize low power consumption and anti-collision 
algorithm[5]. The active tags require carrying miniature 
batteries to power the electronic control and radio frequency 
circuit. In order to expand the tags’ life span, it is required to 
reduce the power consumption to the largest extent.  

To save the energy consumption of the battery, special 
activation mechanism is required except that low energy 
consumption parts are used in the tag circuits. The 
fundamental of the activation mechanism is to utilize the 
state change strategy to reduce the working hours of the 
electronic tags. It keeps at the dormancy state at large period 
of time and immediately embarks on transmitting and 
accepting data once it is waken up. After completion of data 
exchange, it goes back to the dormancy state until it is re-
activated some time. Along with the consumption of the 
energy stored within the battery, the data transmission 
distance becomes shorter and shorter, which makes the tag 
unable to continue to work. 

IV. HARDWARE CIRCUIT DESIGN FOR THE 
ELECTRONIC TAGS 

The active tag mainly consists of the control circuit, the 
radio frequency circuit and the battery. The hardware 
architecture of the active tag developed in this study is 
shown in Figure 2. The control chip adopts the 
MSP430F1232 SCM (Single Chip Microprocessor) within 
the MSP430 series SCM manufactured by TI company[6, 7]. 
MSP430F1232 SCM has advantages of low power 
consumption, small volume, etc. The working voltage is a 
low one of 1.8-3.6V. MSP430 series SCM adopts vector 
interrupt. Over ten interrupt sources are supported and only 6 
μs is needed to activate CPU with the interrupt. By means of 
rational programming, not only system power consumption 
can be reduced, but also rapid response can be made to the 
request by external events. Therefore, active tags are 
preferentially adopted. 

The radio frequency chip is the low-power-consumption 
transceiver chip RF24L01 manufactured by NORDIC 
company. It is a kind of functionally strong radio frequency 
GFSK transceiver chip ， working in the 2.4GHz free 
frequency segment and with up to 125 communication 
channels. Multiple point communication is supported. The 
working rate is 0~1Mbps, the maximum projection power is 
0dBm, very few periphery components are included, and it is 
very convenient for use[8, 9]. Additionally, the nRF2401 chip 
has two communication modes: Direct Mode and Shock 
Burst Mode. The Direct Mode is identical to that of the 
traditional frequency transceiver in which it automatically 
adds verification code next to the address code and the data. 
With the Shock Burst Mode, the FIFO stack zone at the 
internal of the chip is used to allow the data being pushed 
into from low-speed micro-controller and then being 
transmitted with high speed (up to 1 Mbps). The address and 
verification codes are automatically added and removed by 
hardware components. This working mode makes the 
frequency signals to be transmitted with high speed. Strong 
anti-jamming capability is offered and the average electric 
current of the whole system can be reduced. The current 
study adopts the Shock Burst Mode to perform data 
transmission in order to improve the performance and 
efficiency of the whole system.  

The interface circuit to connect nRF2401 and 
MSP430F1232 is shown in Figure 3. In order to fully 
leverage its high-speed wireless transmission performance, 
the P3.1 and P3.2 of the MSP430 in the real application are 
respectively connected to the DATA pins of the nRF2401 
through 10KΩ. Specifically, the serial communication 
interface USART of the MSP430F1232 is treated as Master 
and nRF2401 slave. P3.1、P3.2、P3.3 are assigned as SPI 
interface. PWR, CE and CS connects to universal I/O 
interfaces , DR1 connects to interrupt  interface  P1.0 and 
DR1 becomes effective once it is at high electronic level. 

Active tags are required to be structurally compact and be 
able to remit signals with low power. 1/4 wavelength single-
end printed antennas[10] are used in the current study. It is 
characterized with that it can be directly printed on PCB with 
the convenience to connect with the radio frequency chip 
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circuit. Debugging is also simple in that the antenna is easy 
to reach the resonance point through changing the antenna 
length. The difference between the printed antenna and the 
traditional single-end antenna lies in that the metal conductor 
of the printed antenna is attached to someplace with the PCB 
as the base. The metal conductor is not exposed in the 
uniform air medium. Therefore, the length of the antenna is 
not 1/4 of 2.45GHz wavelength. The design methodology 
based on the printed micro-strip antenna theory is referred to 
calculate the length L of the single-end antenna. 

 
 
 
 
 
 
 
 

Figure 2.  The hardware architecture of the electronic tag 

 
Figure 3.  The interface circuit to connect nRF2401 and MSP430F1232 

V. ANTI-COLLISION ALGORITHMS FOR THE 
ELECTRONIC TAGS 

In a RFID system, when two or more electronic tags 
simultaneously send information to the same reader/writer, 
collision may occur since they use the same frequency. In 
this case, the reader/writer can not correctly identify the 
information the electronic tags intend to send. This is called 
collision phenomena[11]. 

When the containers are at the terminal entrance, 
uploading place or the quayside, collision phenomena 
usually does not occur since the containers pass with high 
speed and the amount of containers passed in a unit period of 
time is not much great. Electronic tag collision mainly occurs 
at these two occasions: (1) when checking and tallying at the 
yard; (2) when checking and tallying at the storage house. 
After the container carrying electronic tags enter the port 
yard or the storage house and are put aside, the management 
system needs to check and tally the goods within some 
specific area or the whole storage house in a certain fixed 
period of time. At this moment, all the containers in that 
specific area or the whole storage house need to be 
identified. In a specific period of time, maybe multiple 
electronic tags happen to be read out simultaneously and thus 
the collision problem is engendered. 

The anti-collision technology is one of the core 
technologies for RFID. Usually-used anti-collision 

algorithms include the ALOHA algorithm and the binary 
searching algorithm. The binary searching algorithm needs 
to repeatedly and intentionally collide for several times to 
carry out identification of the multiple objects. The 
electronic tags need to work for this task for a long period of 
time and the power consumed is large, which makes the 
algorithm suitable for the passive electronic tags. The 
ALOHA algorithm is of low cost, easy to realize and thus 
suitable for the active electronic tag systems. There are two 
types of ALOHA algorithms, i.e., pure ALOHA algorithm 
and slotted ALOHA algorithm. The basic principle for both 
of them is that the information sources shall prolong a 
random period of time to retry to send the data packages 
once the data packages sent by information sources collide, 
and this process keeps repeating until the data package is 
successfully sent out[12]. 
A. Slotted ALOHA algorithm 

In fact, the slotted ALOHA algorithm comes from the 
improvement to the pure ALOHA algorithm. The basic idea 
is that the time axle is separated into a collection of discrete 
time slots. The time slot slotT  is equal to or slightly larger than 
one data package length 0T , and each tag can only be 
permitted to send data package at the commence moment of 
a certain time slot. Therefore, the collision window is slotT , 
and only when one tag begins to send out data package while 
there is no other tags need to send data packages, can the 
data be correctly stored and retrieved as the data packages 
will not collide at this moment. Compared with the pure 
ALOHA algorithm, the collision possibility for the slotted 
ALOHA algorithm is significantly reduced, and utilization 
rate the message channels is doubly improved[13].   

Normally, the area of the container yard or the storage 
house is very large and the containers there may be pile up to 
over ten layers. This requires the reader/writer can identify 
multiple tags simultaneously. When there are many tags are 
fully located at the effective area of a reader/writer, if there is 
no even one tag that singly occupies a time slot, any tag UID 
may not be able to be found even after many times of search; 
on the other hand, if preset time slot quantity is too much, the 
anti-collision process will become too long. To overcome 
this problem, it is proposed in this study to adopt unfixed 
quantity of time slots, i.e., an adaptive slotted algorithm. By 
the help of this algorithm, the reader/writer can dynamically 
increase or reduce the quantity of time slots of a frame of the 
next reading cycle according to the quantity of the tags in the 
reading area. Once there are too much tags waiting for being 
identified, the time slot quantity N can be increased to reduce 
the collision times in a frame and once there are too many 
time slots, the time slot quantity will b then reduced to save 
searching time.  
B. Implementation of the anti-collision algorithm in the 
container RFID system 

Suppose in a container yard, the electronic tags use 
periodical automatic waking mode so that the reader/writer 
can randomly retrieve the required data. The radio frequency 

system separates the initial time span into 0N  pieces of time 
slots slotT . Here the magnitude of slotT  is slightly bigger than 
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the length of one data package of the tag 0T  plus the data 
exchange time eT , i.e., slotT > 0T + eT . Handshake protocol will 
be applied to perform data exchange in the identification 
process. Introduce parameter C to indicate the collision 
times, parameter L to indicate the quantity of idle time slots, 
parameter R to indicate the adjustment parameter, parameter 
K to indicate the times (with the initial value of 0) for the tag 
to repeatedly send message.  

The concrete working procedures are shown as 
following: 

(1) The electronic tags enter the radio frequency effect 
field, and then are periodically and automatically activated 
while retaining high-frequency interception state. The 
reader/writer head sends out broadcast sort and count 
commands to all tags within the field to synchronize the 
system clocks. The contents of the command include the 
quantity of the initial time slots 0N . 

(2) The tags receive the sort and count command, 
synchronize its system clock, and randomly select a number 
m within the range 1~ 0N . Here m is the serial number for the 
tag to send its UID. The tag is then made to stay at the 
periodical dormancy state until being waken up at the mth 
time slot within the current cycle. 

(3) At the mth time slot, the tag sends its own UID data 
package to the reader/writer through the high frequency 
channel and then waits the reply from the reader/writer. 

(4) Within the mth time slot, the reader/writer handles the 
data it receives:  
i. If the system receives the data package in the specified 

time slot and it is validated that there is no collision 
occurring, i.e., a complete and correct UID data 
package is received, it records this UID while sending 
an ACK+UID message through the high frequency 
interface.  

ii. If the system receives the data package in the specified 
time slot but a collision occurs when validating this 
data, it shows that two or more tags are simultaneously 
sending UID data in the specified time slot. The 
reader/writer head then renounce the data package. The 
micro handling chip automatically increases the 
parameter C by 1, i.e., C＝C+1. Later, the reader/writer 
makes no operation and sends no data. 

iii. If the system receives no data package in the specified 
time slot, it shows that either there are no tags located 
in the specified area or even some tags are located in 
the specified area but none of them send their UID in 
the specified time slot. The reader/writer head then 
renounce the data package. The micro handling chip 
automatically increases the parameter L by 1, i.e., L＝
L+1. Later, the reader/writer makes no operation and 
sends no data. 

(5) Within the mth time slot, the tags waiting for reply 
from the system handle the data received:  
i. If the tag receives the ACK+ UID message, it 

recognizes that the system has confirmed that the tag 
information has been registered and then send an ACK 
message while enters the data exchange state. 

ii. If the tag fails to receive the ACK+UID message from 
the system or the reply information does not contain its own 
UID, it recognizes that collisions with other tags must have 
occurred in the pre-specified cycle. In this case, parameter K 
automatically increases by 1, i.e., K＝K+1 and the tag delays 
to re-send data to the system. It enters the periodical 
dormancy state and the time interval is 0( ) slotN m T− . 

(6) Within the mth time slot, the system performs data 
exchange: 
i. If the reader/writer receives the ACK message from a 

tag, it then enter the data exchange state; if the system 
fails to receive the ACK message, or the data exchange 
does not success, the tag has to delay to periodically re-
send with the dormancy interval 0( ) slotN m T−  while the 
parameter K automatically increases by 1, i.e., K＝K+1; 

ii. After data exchange completes, the tag enter long-time 
periodical dormancy state. Once it leaves the radio 
frequency effect field, it recovers to the periodical wake-
up state. 

(7) Within the (m+1)th time slot, the above procedures 
repeat. 

(8) After one cycle of sort and count ends, the tags that 
have successfully registered enters the long-time dormancy 
state and make no reaction to the high-frequency interfaces. 
On the other hand, the tags with collisions occurring will be 
periodically waken-up and continue staying at the high 
frequency monitoring state to participate the next cycle of 
sort and count. The system re-assigns the time slot quantity 

1N  according to the values of the parameters C, L, which are 
gained during the previous sort and count cycle. Specifically, 

1N  is related to R C L= − : if C L> , the time slot quantity 
should increase by R; if C L= , the time slot quantity keeps 
unchanged; if C L< , the time slot quantity should be 
reduced by R. After adjustment to the time slot quantity 1N , 
the parameters C, L and R are automatically reset to zero.  

(9) After the above recursive sort and count cycles, at the 
ith cycle, if L=Ni, there is no tag that is not identified in the 
radio frequency effect field; if K is bigger than certain 
predefined sending repetition times, an alarm is given to 
remind that some tags may be overlooked. 

VI. CONCLUSIONS 
The RFID system is capable of remotely identifying 

moving objects and simultaneously distinguishing multiple 
radio frequency tags. The operations are rapid and 
convenient. Atrocious working conditions can be overcome 
and anti-jamming capability is strong. Among all the 
possible automatic identification devices for identification of 
containers, the radio frequency identification technology has 
incomparable advantages over others. This study uses 
2.45GHz communication channel active electronic tags as 
the container information carriers. The designed electronic 
tags are of low power consumption and the identification 
distance is up to 20m. One of the key technologies for RFID 
is anti-collision mechanism. For containers at the places such 
as the entrance/exit gate of the port, the quayside, etc., the 
identification process is required to carry out quickly; for 
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those at the yard to be tallied, high identification rate is 
required. A self-adaptive anti-collision algorithm based on 
the slotted ALOHA algorithm is developed. It can effectively 
improve the message channel utilization rate, significantly 
improve the tag identification rate and moreover reduce the 
system power consumption relying on the activation 
mechanism. 
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ABSTRACT
In order to reduce the traffic accident on freeway, that is very 
necessary to control vehicle operating speed in freeway 
availably. the models have been established based on 
Multi-Rigd Body system Automatic Dynamic Analysis of 
Mechanical Systems ADAMS .the models include Vehicle 
model, Road model, Vehicle and Road coupling model, 
Simulation module, vehicle safety status identify 
model,etc.and the system for safety operating speed 
Simulation and identify in highway had been empoldered. 
Using this simulation system,the operating status of each 
vehicle can be simulation analysed each vehicle drive under 
the affection factors include vehicle structure,performanceand 
control mode,transportation environment and weather such as 
wind,rain,snow,fog and so on. And the rational value of speed 
limit can be  confirmed through safety operating speed 
Simulation and identify in this system. the result of simulation 
in actual a section of a freeway indicate this system has a good 
feasibility.  

Keywords: vehicle control, Simulation, speed limit, freeway. 

1. INTRODUCTION  

The traffic system of freeway is a complex dynamic system 
relating to human, vehicle, road and environment. the security 
of vehicle operating has tight relation with vehicle operating 
speed, Road condition and environment. Speeding is one of 
the most important reasons of the freeway traffic accident.  
the research about traffic safety indicates that more than 
13.5% of freeway traffic accidents are caused by speeding 
according to the report from America transport board[1][2].more 
that 20% of freeway traffic accidents are caused by speeding 
in china[3][4].So that is very necessary to control vehicle 
operating speed in freeway availably.   

 The speed limit for control the vehicle speed on the 
freeway has been used nearly every country in the world at 
present. However the current operating speed control 
standards are mainly set based on the design speed in the 
world. That is most broad method that the value of speed limit 
is fixed in all the full a section of a freeway and the entire 
vehicle. The value of speed limit is unreasonable. Because of 
many factors affecting vehicle in travelling security are not 
considered. Such as the capability character for each vehicle, 
road status on different section of a freeway, environment and 
weather status etc. so this method for limiting safety operating 
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speed could not guarantee vehicle safety in travelling 
availability. So how confirm safety operating speed of each 
vehicle at the different a section of a freeway according to the 
characteristics of different vehicles, environment situation of 
road, and combination of road line type as well as climatic 
conditions. At the same time, the dynamic value of speed limit 
is realized each vehicle at the different a section of a freeway. 
That has very importance meaning for advancing carrying 
security of freeway and traffic efficiency.   

this paper studied the method of making sure of rational 
value of limit speed in freeway. the models have been 
established based on Multi-Rigd Body system ADAMS.the 
models include Vehicle model, Road model, Vehicle and Road 
coupling model, Simulation module for vehicle running status 
and identify module of vehicle safety status ,etc. the system 
for safety operating speed Simulation and identify in highway 
had been empoldered. the result of simulation in actual a 
section of a freeway indicate this system has a good feasibility.  

2. ESTABLISHMENT OF THE BASTIC MODEL 
FOR SIMULATION SYSTEM  

In order to develop this system for safety operating speed 
Simulation and identify base on vehicle and road condition in 
highway on ADMS/Car platform. That is needed to built the 
basic model include Vehicle model, Road model, Vehicle and 
Road coupling model, Driver Control model. 

2.1 The build of vehicle model  
The identify of vehicle safety status in operating is completed 
via stability characteristic parameter in this system for safety 
operating speed Simulation and identify base on vehicle and 
road condition in highway. So the correlated factor with 
operating stability is considered mostly at modeling in this 
paper. 

First, each subsystem model was set up. the subsystem 
model include forward hang frame model, back hang frame 
model, turning system model, dynamical assembly model, 
apply the brake model and bodywork model. Then,   each 
subsystem was assembled under the ADAMS/Car Standard 
model. Fig 1 shows full-vehicle simulation model through 
linking.

2.2 The build of road model 
In order to make virtual simulation analyzed aiming at each 
vehicle driving on different section of a freeway and 
environment. it is a key for implementing vehicle operating 
simulation that build  road model of real road character.

So that is needed to convert the real road into road surface 
chart file. Then, lead the road surface chart file to simulation 
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system. 
Triangle gridding is used for building road surface in this 

paper. Namely, three-dimension virtual road is built by 
three-dimension geometry model[5][6]. That is basic method the 
road surface is decomposed to N units. The interspaces shape 
and position as well as size of each road surface unit are 
confirmed by three-coordinate node. Accordingly it is 
guaranteed that the line type and the plainness of road is of the 
close imitate capability highly. At the same time, the different 
accreting coefficient can be endowed. In order to reflect 
influence of road surface condition fully on road surface 
material and weather.

Fig 1 Full-Vehicle Model  

The road surface chart file can be created accordingly. As 
long as the node coordinates of road surface and joint 
connection relation among the triangle gridding are known. 
Due to the node amount by measure is limited. Precision of 
road surface model cannot be guaranteed. This paper has used 
the method of multiquadric interpolation. First, the 
interpolation is completed using discrete character data by 
measure. Then the data of immensity road surface interspaces 
node including intersect are created by using limited transect 
data. Last, it becomes the triangle by linked. The road curved 
surface is approached by adequacy triangle plane.  

So the data point of writing road surface chart data file can 
be build by interpolating function. And the build of road 
surface chart file has been completed.  

2.3 The build of Vehicle and Road coupling model
Vehicle and Road coupling model must be built in order to 
insure vehicle natural operating on the road. When the vehicle 
is operating on the road, the tire is only part that bring 
correlation between vehicle and road surface. The vehicle 
operating capability is affected directly by tire. So the 
precision of tire model is very importance to veracity of 
solution for vehicle dynamics and kinematics. Many research 
works have been completed by some scholars in building tire 
model [3-5].The vehicle model and road coupling model is built 
by using the UA tire model in ADAMS/Car in this paper. The 
Vehicle and Road coupling model is shown in Fig 2.  

3. THE DEVELOPED OF SIMULATION SYSTEM 

The system for safety operating speed Simulation   based on 
vehicle and road condition in freeway base on Multi-Rigid 
Body system ADAMS/Car platform must have the function 
that the operating status of each vehicle can be simulation

analyzed and safety operating speed can be identified under 
the affection factors include vehicle structure, performance 
and control mode, transportation environment and weather 
such as wind, rain, snow, fog and so on. 

Fig 2 the vision scene of Vehicle and Road coupling 

3.1 The build of Simulation module for vehicle running 
status
some  road may be several ten or hundred kilometres.so in 
order to improve simulation efficiency and precision.first the 
simulation of macroscopical road linetype must be completed 
for proveing Vehicle Speed continuity.On the other hand. The 
character a section of a freeway  for vehicle operating fatal 
section should be researched especialy. usually the character a 
section of a freeway Include declivity road, curve road,surface 
dilapidation road, Non-leval off and exceed high road,etc.so 
the character a section of afreeway is studyed mainly in this 
paper. First according to the data of road design. the character 
a section of a freeway is looked  up.such as declivity road, 
curve road,surface dilapidation road, Non-leval off and exceed 
high road,etc then the simulation analyse is made to the the 
character a section of afreeway.

The structure of Simulation module is shown in Fig 3. 

               ADAMS/Car Simulation Platform 

                    

Fig 3 the structure of Simulation module  
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3.2 The build of the identify module for vehicle safety 
status
After the simulation module has been build. first, The entire 
simulation process can be completed through transfer the 
Vehicle and Road coupling model. And the datum of 
Corresponding simulation result are gained.the analyse is 
made according the  Vehicle dynamics answer curve in 
travelling obtained in simulation test. Then, the information is 
screened out includeing break parameter and position of break 
parameter. That is compared to combine the information with 
character estate parameter of vehicle safety operating and 
critical value.last, The identify of vehicle safety status in 
operating is completed according the comparative result. the 
identify module for vehicle safety status is shown in Fig 4. 

                   

Fig 4 the identify module for vehicle safety status  

3.3 The system for safety operating speed Simulation and 
identify in freeway  
After the models have been established based on Multi-Rigd 
Body system ADAMS including Vehicle model, Road model, 
Vehicle and Road coupling model, Driver Control model, 
Simulation module, vehicle safety status identify model, etc. 
then, the integration of model is completed. last, The system 
for safety operating speed Simulation and identify based on 
vehicle and road condition in freeway has been developed on 
VC2005. the structure of the system is shown in Fig 5. 

4. THE INSTANCE OF SIMULATION ANALYZE 

The actual freeway form Chongqing to Chengdu in china is 
used for the instance of simulation analyze in this paper. 
Because of coming in for restricted of topography and geology 
condition. The actual freeway has the characteristics that the 
road surface is heave on highness, many curve road , series 
long declivity road, big gradient  curve road, etc. so it is 
delegate of freeway.  This actual freeway all long is 340km. 

According the compositive status of traffic and 
investigation of vehicle type in the actual freeway form 
Chongqing to Chengdu in china The representational saloon 
car is chosen for simulation test in this paper. The K64-K67 

section of the freeway that is short of security is chosen in this 
paper and is used for simulation analyzing. The vehicle speed 
in simulation test is shown in table 1. the simulation was 
completed according the character a section of a freeway on 
this actual freeway in this paper. 

Table 1    The vehicle speed in simulation test at 
different section of the freeway

Test road The vehicle speed in simulation test Km/h
S type 
curve

declivity

The simulation result has been compared with demarcate 
vehicle speed in the standard of the people’s republic of china 
<road project safety assessment guide> (JTG/T B05-2004). 
The comparatively error is 1.05~3.8% that the safety speed 
from simulation test with the demarcate vehicle speed in the 
standard. It means that the result is reasonable and reliable 
relatively.  

             Vehicle safety status identify module 

           

                                                 

    
    Simulation module

       

Fig 5 the system for safety operating speed Simulation and 
identify in freeway 

5. CONCLUSION

this paper studied the method of making sure of rational value 
of limit speed in freeway. Applied the virtual simulation 
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technique, the models have been established based on 
Multi-Rigd Body system ADAMS.the models include Vehicle 
model, Road model, Vehicle and Road coupling model, 
Simulation module, vehicle safety status identify 
model,etc.and the system for safety operating speed 
Simulation and identify in highway had been empoldered. the 
simulation study has been completed using this system aim at 
the character road on different section of a freeway including 
declivity road, curve road,surface dilapidation road, Non-leval 
off and exceed high road.the result of simulation in actual a 
section of a freeway indicate this system has a good feasibility.  
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Abstract—When viewing video sequences, the human visual
system (HVS) tends to focus on the active objects. These are
perceived as the most salient regions in the scene. Additionally,
human observers tend to predict the future positions of moving
objects in a dynamic scene and to direct their gaze to these
positions. In this paper we propose a saliency detection model that
accounts for the motion in the sequence and predicts the positions
of the salient objects in future frames. This is a novel technique
for attention models that we call Predictive Saliency Map (PSM).
PSM improves the consistency of the estimated saliency maps
for video sequences. PSM uses both static information provided
by static saliency maps (SSM) and motion vectors to predict
future salient regions in the next frame. In this paper we focus
only on surveillance videos therefore, in addition to low-level
features such as intensity, color and orientation we consider
high-level features such as faces as salient regions that attract
naturally viewers attention. Saliency maps computed based on
these static features are combined with motion saliency maps
to account for saliency created by the activity in the scene.
The predicted saliency map is computed using previous saliency
maps and motion information. The PSMs are compared with the
experimentally obtained gaze maps and saliency maps obtained
using approaches from the literature. The experimental results
show that our enhanced model yields higher ability to predict
eye fixations in surveillance videos.

Index Terms—saliency map for videos; motion saliency; video
surveillance; predictive saliency maps;

I. INTRODUCTION

Human visual system (HVS) plays an important role in
reducing brain’s activity to quickly focus on certain regions
within a scene. The peripheral sensors in the human visual
system continuously generate numerous signals. Treating all
of them at the same time is computationally expensive to
achieve by the human brain. This results in the selective
processing of the available information. The selected stimuli
is also prioritized by our nervous system; via a process called
selective attention. These select regions form a saliency map
which can be used to prioritize the processing of information
from them. This may be of crucial importance in surveillance
applications for instance where suspicious behavior or unusual
objects in a surveillance videos must be detected and analyzed
with top priority. These estimated select regions are used to
predict where one’s attention will be drawn when viewing a
video scene or an image.

Human eye movements are found to be tightly coupled
with the visual attention [1]. There are two types of cues
that humans give direct attention to - one is bottom-up and

the other one is top-down [2], [3]. Bottom-up cues rely on
the low level features such as intensity, color, orientation to
compute the conspicuity maps while the top-down model uses
faces, objects, and people as high level features. These can
be used to compute the attention model [4]. GBVS [5] used
graph theory to concentrate mass on activation maps. Low
level features such as color, intensity and orientation are used
to form the activation maps. Similarly four low level features
are used in GAFFE [6] that uses luminance, contrast, and their
bandpass filtered versions to generate saliency map. It has been
observed that subjects in free-viewing conditions look at faces
16.6 times more then to similar regions normalized for the size
and position of the face [7]. Face detection was introduced in
[8] to improve the short comings of both GBVS and GAFFE
when computing saliency model. The performance of these
models were improved with the addition of face detection and
hence correlate better with gaze maps.

In addition to low level and high level features, motion
also plays an important role in defining salient regions, when
considering videos. It is quite natural for the human visual
system to focus on the moving objects in a video sequence.
So in case of video sequences it is important to incorporate
the motion history information into the saliency model. Motion
can be also categorized into background and foreground mo-
tion, and a relative motion model like [20] can be added with
saliency map.In this paper we propose a predictive saliency
map combining motion information with the static saliency
information to better model the saliency in video sequences
and to predict the position of salient regions already detected
in previous frames. A video saliency model based on stationary
and motion information had been proposed in [19]. The
saliency models could be used in several applications such as
perceptual quality evaluation of images [17], [18] and videos
[16], video compression, etc.

The rest of the paper is organized as follows: In the next
section we discuss our proposed predictive saliency models.
Section 3 presents the subjective psychophysical tests followed
by the results in Section 4. The last section concludes the paper
with some future directions.

II. SPATIO-TEMPORAL SALIENCY MODEL BASED ON LOW
AND HIGH LEVEL FEATURES

In this paper we propose a predictive method to combine
the saliency maps for surveillance videos using static saliency
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and motion information. The saliency computation model for
videos is shown in Figure. 4. Our method computes the video
saliency map based on stationary and motion information.
When we compute saliency maps from still images, we deal
with 2-dimension images where we only need a stationary
saliency map, whereas in case of videos we also have to
consider the third dimension i.e. temporal dimension. The
evolution of objects in time in a video sequence gives the
illusion of motion of the objects. Moving objects tend to
capture our attention and thus is very important to account
for in video saliency maps.

In our proposed models PSM is computed by combined
saliency map (SM) and motion vectors. Combined saliency
map (SM) is a combination of stationary saliency maps
and/or motion saliency map based on function f as described
in equation (11). In the next two paragraphs we explained
how we have computed Predictive Saliency Map (PSM) and
Predictive Video Saliency Map (PVSM).

Fig. 1. Stationary saliency map model with face detection.

A. Stationary saliency map

Stationary saliency map (SSM) is composed of two parts,
saliency due to low level features such as color, intensity and
orientation and that due to high level features such as face
as shown in Figure 1. Itti’s bottom-up attention model [2],
[3] is used to compute low level features (color, intensity,
and orientation) conspicuity maps. Seven conspicuity maps,
one for intensity (Ci), four for orientations 0, 45, 90 and 135
degrees (Co), and two for color combinations Red-Green &
Blue-Yellow (Cc), are generated. These conspicuity maps are
combined, after a normalization step, as shown in the equation
(1).

Citti =
1
7
(Ci + 2Cc + 4Co) (1)

Psychological studies show that faces, heads, and hands
attracts human attention [11]. Text also attracts human gaze in-
dependently of the task [13]. These are however not considered

in Itti’s model. Due to the importance of faces in surveillance
applications, face conspicuity map will be added to Itti’s
stationary saliency map. In this paper, we have used Walther et
al. face detection model [10] to compute face conspicuity map.
This face detection algorithm is based on the computation of
a Gaussian model for skin hue color distribution.

Itti’s low level feature’s conspicuity maps can be combined
with face conspicuity maps as in equation (2).

SSM = f(Citti, Cface) (2)

The f function has been defined empirically. In [18] we
proposed to use a linear combination of face conspicuity map
and Itti’s conspicuity map as shown in the equation (3). We
proposed to use the following weighting parameters as for
the Itti’s model. The most accurate saliency maps that we get
from the set of surveillance video sequences that we used was
obtained with the following weights in equation 3:

SSM =
1
8
(2Ci + 2Cc + Co + 3CF ) (3)

Fig. 2. Motion Saliency Model.

B. Motion saliency map

Motion saliency dominates other low level features’ saliency
in video sequences [14]. Motion saliency information is thus
added to the proposed saliency model. We proposed in [18]
to use the motion attention model based on spatial-temporal
entropy proposed by [15] to compute the motion saliency
map. The motion saliency computational model is described
in figure 2.

Motion saliency map is computed using three inductors
from motion vectors, i.e. intensity of the motion, spatial
coherence and temporal phase coherency, as proposed by
[15]. These three inductors are defined by the motion vectors
between reference and target frames. Motion vectors are
shown in figure 3. They are computed at each location of
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macro blocks. The Intensity Inductor induces motion energy
or activity that can be defined by:

Ii,j =

√
dx2

i,j + dy2
i,j

Max(MotionV ectorsMagnitude)
(4)

where (dxi,j , dyi,j) denote x and y (i.e. horizontal and verti-
cal) components of motion vector.

Fig. 3. Representation of Motion Vectors.

Spatial phase coherence is the second inductor that induces
spatial consistency of motion vectors in motion saliency map.
Spatial phase coherency Cs(i, j) is defined by equation (5).

Cs(i, j) =
n∑

s=1

ps(t)log(ps(t)) (5)

where

ps(t) = SHw
i,j(t)/

n∑
k=1

SHw
i,j(k) (6)

where SHw
i,j(t) is the spatial phase histogram of the prob-

ability distribution function ps(t), and n is the number of
histogram bins.

Lastly, the third inductor is defined by the temporal phase
coherency Ct(i, j) computed from a temporal sliding window
of L frames. This temporal phase coherency is defined by
equation (7).

Ct(i, j) =
n∑

i=1

pt(t)Log(pt(t)) (7)

and

pt(t) = THL
i,j(t)/

n∑
k=1

THL
i,j(k) (8)

where TH l
i,j(t) is the temporal phase histogram of the prob-

ability distribution function pt(t), and n is the number of
histogram bins.

The motion saliency map (MSM) is then computed as
in [15] by combining the three motion inductors I, Cs and
Ct as in equation 9.

MSM = I ∗ Ct(1− I ∗ Cs) (9)

Fig. 4. Flowchart of the Predictive Video Saliency Model (PVSM).

C. Predictive saliency model

Human attention focuses on stationary salient objects as
well as to moving objects in a video sequence. Therefore,
we propose to combine motion saliency maps (MSM) and
stationary saliency maps (SSM) in such a way to minimize
the rate of false detection of salient regions and to minimize
the rate of false detection of non-salient regions. We propose to
compute SSM from low level features and high level features
and to compute MSM only from the motion information
between consecutive frames (i.e. motion vectors). The problem
of stationary saliency maps (SSM) is that when objects evolve
in the 3-D space the stationary saliency maps are not consis-
tent. This problem is due to the fact that stationary saliency
maps are extracted from each frame separately from the other
frames in the sequence. To overcome this problem, motion
information can be used to estimate the next position of a
salient region in the future frame. An example of such case
of study is when the face detector fails to find a face due to
a slight rotation. The predictive saliency model (PSM) that
we propose here is computed for each frame of the video
from motion vectors and stationary saliency map. The motion
vectors are computed using motion vector blocks matching
algorithm between reference and target frames. The reference
video frame is divided into blocks of size 16x16 pixels. Then
each of the blocks in the reference frame is searched in the
target frame within a search window. Next, the closest block
found which matches the current block is used to compute the
motion vector between the previous position of the block in
the reference frame and the current position of the block in
the target frame. These vectors are called motion vectors. An
example of motion vectors is shown in Figure 3. The obtained
motion vectors show the displacement of a block in the target
frame to its origin in the reference frame.

To compute the PSM of the frame t of a video sequence,
we need to compute firstly the final saliency map of the
previous frame FSM(t− 1) and the motion vectors between
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the frames F (t − 1) and F (t). We propose to compute
PSM(x, y, t) by changing the position of the 16x16 block
of previous FSM(x, y, t− 1) to the new position defined by
the motion vector. Thus the predicted saliency map for the
current frame at time t is based on the computation of the
previous FSM saliency map and of the motion vectors. This
predicted saliency map gives the new position of each block
in the current frame. Next, the PSM(x, y, t) is combined
linearly with SSM(x, y, t) to account for the motion saliency.
This gives us a predictive video saliency map (PVSM) as
shown in figure 4. We propose to compute PVSM as the linear
combination of PSM with SM as in equation (10):

PV SM(x, y, t) = α ∗ PSM(x, y, t) + (1− α) ∗ SM(x, y, t)
(10)

where α = 0.5, We propose to compute SM as a combination
of SSM and MSM as in equation (11).

SM(x, y, t) = f(SSM(x, y, t) +MSM(x, y, t)) (11)

where f could be MEAN,MAX,AND or a linear combi-
nation function. In this paper we have used mean function to
combine the SSM and MSM .

III. EXPERIMENTAL SETUP

We have conducted an experiment in order to see where
observers look when they are viewing images and videos under
standard viewing conditions. The results from the experiment
have been analyzed by computing the average Gaze Map (MP)
of observers. The experiment details are given in the next
section.

A. Gaze maps

In our experiments we mainly used indoor surveillance
videos recorded by ourselves with people moving inside a
static background. These experiments have confirmed that
indeed the attention of observers is in general strongly at-
tracted by faces. These gaze map were then compared to
the results obtained from our visual perception model. The
goal of this comparison is to study if the video saliency
maps computed from our model are properly correlated to the
gaze map derived from subjective experiments. To compute
the gaze maps we did subjective experiments with an eye
tracker. 20 observers, aged between 25 and 42, participed
to the experiments done with a 50 Hz infra-red SMI eye
tracker. During the experiments observers were asked to watch
surveillance videos on a 17 inch CRT display as they normally
would do under normal viewing conditions. The subjects were
asked to watch the videos as they normally would do. The
resolution of the display was of 1024x768 pixels. The distance
between the monitor and the observer was between 60-70 cm.
Before each experiment a test was performed to detect the
dominant eye of the observer. During experiments observers’
dominant eye was tracked and tracking data were saved with
a system processing with the SMI IView software. Gaze
maps were computed from fixation points of the dominant

eye. Firstly, a fixation frequency map was computed for each
frame of each video by adding up all the fixation positions of
each observer. As with the Human Visual System the fixation
frequency map was next filtered by a spatial Gaussian filter.
It is important to find a suitable standard deviation σ for the
Gaussian filter. These frequency maps were filtered by a spatial
Gaussian filter of σ = 37 which was chosen to approximate the
size of the viewing field corresponding to the fovea in the gaze
map. All fixation points were taken into account. The size of
the Gaussian window was of 40x40 pixels. Next, the average
of these Gaussian maps for all observers was computed,
then normalized and surimposed to the original frame with
a colormap of 64 color values, where blue colors correspond
to lowest gaze map values and red colors correspond to the
highest gaze map values, i.e. the most salient regions of a video
frame. An illustration of gaze maps and saliency maps is given
in the figure 6; where figure 6 (a) is a video frame extracted
from a surveillance video, figure 6 (b) is the corresponding
gaze map derived from subjective experiments, figure 6 (c -
f) correspond to the same video frame with different saliency
maps surimposed.

IV. RESULTS AND DISCUSSION

To study the performance of the predictive model we
computed SSM, MSM, PSM and PVSM of indoor surveillance
videos with people moving inside a static background. In this
paper results shown concern one surveillance video sequence
of 75 frames. These saliency maps have been compared to
the results of the gaze maps obtained with the subjective
experiment. The comparison was done by computing the area
under the curve (AUC) and the mean correlation between
computed a saliency map and the gaze map. The proposed
saliency map PVSM was compared with SSM [8] which is
a static saliency map model and with the motion saliency
map (MSM) proposed by [15]. The mean area under the curve
(AUC) and the mean correlation results are shown in tables I
and II respectively. These results show the scores obtained
with the MEAN and the AND functions (see columns at left
and at right, respectively) used for combining SSM and MSM
as in (11). As it can be seen from these tables the MEAN
function performs better than the AND function, for MEAN
function we get higher values with AUC for PSM and for
PVSM, and when we use the AND function between SSM
and MSM we get higher AUC values but lower correlation
values.

The individual plots of AUC for SSM, MSM, PSM and
PVSM are shown in Figure 5. In this graph, the x-axis shows
the number of frames and y-axis shows the AUC value. This
graph shows that our predictive saliency maps, i.e. PSM and
PVSM, outperform the results of SSM and MSM for most
of the frames. Similarly in table I, the mean AUC value for
PVSM and PSM is almost 10% to 13% higher than the mean
AUC of SSM or MSM.

Figure 6 shows respectively the original frame, gaze map,
Itti’s saliency map with face information, motion saliency
map, predicted saliency map and predicted video saliency
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Fig. 5. Graph of Area Under the Curve (AUC) for SSM, MSM, PSM and
PVSM.

TABLE I
MEAN AREA UNDER THE CURVE FOR SALIENCY MAPS.

Saliency Map AUC AUC
for Mean for AND

Stationary SM(SSM) 0.4776 0.4776
Motion SM (MSM) 0.4994 0.4994

Predictive SM (PSM) 0.6047 0.563
Predictive Video SM (PVSM) 0.6046 0.5606

TABLE II
MEAN CORRELATION FOR SALIENCY MAPS.

Saliency Map Correlation Correlation
for Mean for AND

Stationary SM(SSM) 0.0568 0.0568
Motion SM (MSM) 0.0531 0.0531

Predictive SM (PSM) 0.0886 0.043
Predictive Video SM (PVSM) 0.0898 0.0441

Fig. 6. Computed saliency maps.

map of one frame of the surveillance video used to illustrate
this paper. The gaze map and the saliency maps have been
surimposed to the original frame to highlight areas of interest.
We have drawn on the SSM image a red ellipse (at left) in
order to show a salient area in the background which is due
to illumination variations. Similarly we have drawn on the
MSM image a red ellipse (near the center) in order to show a
salient area based a small motion which is due to background
illumination changes. These false salient regions in SSM and
MSM are not present when using the PSM, in this case only
true salient regions are detected. The results shown in this
Figure are computed with AND function between SSM &
MSM. And due to this history information we managed to
predict the next frame saliency. Let us note here that in case
of PVSM we get also some salient regions in the background
due to illumination changes. However these background false
salient regions are successfully removed in case of PSM.
Currently we are predicting PSM based on only one previous
frame’s SM. It may be a good idea to predict the PSM from
few more previous SM. Whatever, our result show that PSM
performs better than SSM and MSM, in case of computing
video saliency maps.

V. CONCLUSION AND FUTURE WORK

In this paper we have proposed a saliency detection model
that accounts for the motion in the surveillance video sequence
and predicts the positions of the salient objects in future
frames. This novel technique based on attention models that
we call Predictive Saliency Map (PSM) improves the con-
sistency of the estimated saliency maps for video sequences.
PSM uses the static information provided by static saliency
maps (SSM) and motion vectors to predict the future salient
regions in the next frame. In this paper we focused on
surveillance videos, therefore, in addition to low-level features
such as intensity, color and orientation we consider high-
level features such as faces as faces are salient regions that
attract easily viewer’s attention. Furthermore, saliency maps
computed based on these static features are combined with
motion saliency maps to account for saliency created by the
activity in the scene. The proposed PSM has been compared
with the experimentally obtained gaze maps and saliency
maps obtained using approaches from the literature. The
experimental results show that our predictive model combined
with motion vectors yields higher performance to predict eye
fixations in surveillance videos. The next step of our study
will consist to test and to extend this video saliency model
on other sets of videos such as for example outside videos
or inside videos with camera motion or with other moving
objects than peoples. It is also proposed as future work to
test different types of fusion techniques between SSM and
MSM. And these combined saliency maps should be used to
compute PSM. In this paper we have used only one frame
history, however longer history information may improve the
results.
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Abstract: Occlusion is an important problem of the moving target 
detection. This paper proposed a new method of vehicle detection 
according to the deficiencies of common vehicle detection 
methods. Firstly, the background is modeled through the 
improved histogram-mean model to extract more accurate 
background model and update in real-time; then we obtained the 
background through background subtraction and supplement 
edge information; at last get the complete foreground 
information of vehicle by the morphological to denoise and fill 
the empty positions of windows. Based on the occlusion of target 
in the foreground, this paper presents an effective method to 
obtain the accurate vehicles using adhesion point detection. The 
experimental results show that this method can accurately detect 
various types of vehicles, the computational complexity is low, be 
able to extract traffic information in real-time, and solved the 
problem of vehicle occlusion..  

Keywords: Vehicle Detection; Histogram-Mean Model; 
Window fill; Occlusion 

I.  INTRODUCTION 
With the development of society, vehicles become an 

indispensable transportation means. Following with the 
increasing number of vehicles, the research and development 
of Intelligent transportation system (ITS) becomes more 
pressing [1]. The vehicle detection is a necessary foundation 
part of the ITS, for the results of vehicle detection directly 
affect the performance of ITS, this paper proposed a new 
vehicle detection method specifically at real-time and 
accuracy. 

The current method of vehicle detection can be divided 
into three kinds, namely the frame difference, optical flow 
and the background difference. Because it excessively 
depends on the time of continuous frame and the speed of 
vehicles, the frame difference likely to cause the 
discontinuity of vehicle detection or to detect the larger 
vehicle size. For the optical flow, due to the effect of the 
noise, occlusion and multi-light source etc, can not obtained 
the correct optical flow, while most of the optical flow 
calculation method is very complicated and great amount of 
calculation so it can not meet the requirements of real-time. 

This paper detects the vehicle by the background 
difference with the improved background model, and 
complete the lost edge information, then to get the accurate 
vehicle information by fill the  vehicle's windows hole 
through scan line-by-line and  row-by-row, finally to judge 
the occlusion combined with statistical characteristics of the 
foreground, and to segment the occlusion vehicle. The 
algorithm has lower computational complexity, real-time is 
also good. 

II. BACKGROUND MODEL 
The background extracting of moving vehicles is the 

basis and important part of intelligent transportation systems. 
There are many background extraction algorithms at home 
and abroad, such as mean method, median method and the 
method based on statistical background, for example, 
Gaussian distribution model, Gaussian mixture model [2,3], 
non-parametric model [4,5] and so on. Of course, there are 
some other methods. These methods can be achieved certain 
effect in a variety of specific circumstances, but for different 
traffic scenarios, the extract effect of different algorithms are 
quite different and the performance of various algorithms 
also need to be improved. 

Based on the existing background extraction methods 
we proposed an improved histogram-mean background 
model, after a large number of experiments to compare and 
prove that this algorithm is better than the other algorithms 
at robustness and real-time, it can be get the background 
closest to the realistic scenes in a variety of traffic scenarios, 
so the detected vehicle foreground information is also more 
accurate. 

A. Improved Histogram-Mean Background Model 
Reasonable hypothesis that in a period of time the gray 

of background changes slightly, while the gray of foreground 
changes greatly following with the various vehicles, even the 
grays of different part of the same car are different. 
Considering that the gray of background changes in a small 
range, in the background initialization phase, we equipartite 
the gray level into n parts, for the former L-frame of video 
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respectively statistics distribution sequence of  the gray 
value, then get the background mean of pixels in accordance 
with highest frequency number of the sequence, just as the 
following formula: 

k

m

N

i , j N

1

G k

i

G N
=

=
⎯

∑（ ）

                                            (1) 
Where k is one of the largest portions of the gray histogram, 

kN is the pixel number in the largest interval, mNG  is the 

gray value of pixel m in the largest interval, i,jG
⎯
（ ）  is the 

background gray value of pixel （ i ,j）obtained by the 
average gray value of pixels in the largest interval. 

Taking into account the division of gray histogram 
interval is fixed, while a background pixel gray value may be 
exactly at the division line, thus the background pixel is 
divided equally into two intervals. Therefore, we improve the 
Histogram-Mean background model to take respectively the 
left and right interval of the largest interval into account. The 
size of interval pixel in the largest interval is defined as the 

1kN −  and 1kN + , on the basis of the size of 1kN −  and 
1kN + , we can get the background gray value of  pixel  

（i, j）according to formula (2): 
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In the formula (2), 1kG −
⎯

, kG
⎯

, 1kG +
⎯

 is the pixel average 
of interval k-1, k, k+1, which obtained by formula (1); α  

and β  is the interval weight coefficient of histogram. 

B. The Realization of Improved Background Model 
In the improved histogram-mean model, we can obtain 

the initial background through i,jG
⎯
（ ）  of each pixel with the 

200 frames.  The sequence histogram of the pixel (10,241) 
shown in Figure 1, the gray histogram are dispersed due to 
the pixel contains information of moving targets. The gray 
value range of image is [0，255], in experiment the interval 
width of equipartition value is 8. By the improved mean-
histogram models the gray value of pixel is 153, but by the 
mean method and mean-histogram the gray value derived for 
the 145 and 156, and the actual background gray value is 
151. So the background gray value obtained by improved 
histogram-mean background algorithm is closest to the 
actual. 

 
C. Background Updating 

Due to the influencing factors such as the external 
environment and camera vibration, the background will be 
changed with the pass of the time, so the real-time 
background updating is particularly important for the 
detection results. This paper updates the background by 
setting threshold, just as the following equation (3): 

1 1

1 1

( , ) ( , ) ( , ) ( , )
( , )

( , ) ( , ) ( , ) ( , )

n n n n

n

n n n n

i j i j i j i j threshold
i j

i j i j i j i j threshold

B F F B N
B

F B F B N
ϕ γ
ϕ γ

− −

− −

+ − ≥⎧
=⎨ + − <⎩

   
     (3) 

In equation (3) 1( , )n i jB −  and ( , )n i jB  respectively for the 
background value of pixel (i, j) in the n-1 frame and the n 

frame, ( , )n i jF  is the gray value of pixel (i, j) in the n frame, 
thresholdN  is the set threshold, which 1ϕ γ+ = , the value of 

ϕ  and γ  adjusted according to the actual application. The 
experiments show that this background updating method can 
adapt to the real-time updates of the background. 

III. DETECTION AND SEPARATION OF OCCLUSION  

A. Extraction of Foreground Objects 
According to an improved histogram-mean background 

model, we can get the background information of traffic 
video. But some information of the vehicle’s edge may lose 
during the frame difference. In order to supplement the lost 
information, we extract the information of the edge on both 
the raw frame and the background frame using the Canny 
operator, and get the difference value. Then let the 
foreground frame plus the difference value. Now we would 
obtain the foreground of the vehicles form handling the 
binaryzation frame and getting rid of affects of the noise. But 
in the shining situation the gray level of the window of the 
vehicle and some part of the vehicle body is next to the gray 
level of the background. It results that the foreground we 
extract is not the whole vehicle which will affect the next 
step of segmentation. So we should fill the foreground 
object. 

In the process of filling the object, we scan the object 
area horizontally and vertically. In the horizontal scanning, 
we scan left to right assuming that the first pixel is k(a,b), 
while the first right to left pixel is k(a,c), then we change the 
pixels between the two pixels for the foreground object as 
follows: 

( , ) 255, , 1,..., 1,k a y y b b c c= = + −                        (4) 
Using the same method, we scan the object area 

vertically, and finally detect the whole object vehicle. 

 
Figure 1. Statistic histogram 
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B. Occlusion Segmentation  
In the process of vehicle detection, there is inevitable to 

be occlusion. Since the method to separate the occlusion 
caused by the vehicles detection is not effective and not in 
real time, we presents a new method to detect the vehicles. 
We scan the foreground object detected one-by-one row and 
statistic the number of the foreground pixels, then get the 
point coordinates as in the figure 2. In the statistic it appears 
that when there is only one vehicle, the curved line covered 
the points is smoother without noisy points. While there may 
be suddenly increase in the curved line where two objects 
occlusion. We can separate the different objects easily 
according to occlusion area.  

According to the observation, we can find in the curved 
line the distance of the consecutive points is small except the 
adhesion points. So we can determine the existence of the 
discontinuous point use formula 5: 

2 2
1L= ( ( 1)) ( . . ) ( . 0)i i ii i p num p num p num−− − + − ≠    (5) 

 
Where i and i-1 is ordinates of two adjacent points, 

.ip num  and 1.ip num−  is the number of the foreground 
pixels between the adjacent row, L is the distance of the 

points in the adjacent rows. By equation (5), we can judge 
whether there is occlusion. In the occlusion situation we can 
separate the two adhesion vehicle directly according to the 
adjacent points by discontinuous point coordinates. 

IV. THE EXPERIMENT RESULTS AND DISCUSSION 
In the experiments, the data source is the traffic AVI 

format video shot with a single fixed CCD camera, in the 
rate of 25fps. We read the frame of the video one by one in 
the OPENCV environment and do pre-processing about the 
image. According to the experimental needs, the 
experimental data were obtained by background model and 
related occlusion region through interception of the source 
images. 

A. The effect of background extraction 
The experiments extract the background of the video 

using the improved histogram-average method based on the 
former 200 frames of the video, which is shown in the figure 
3(c).  While the 3(a) and 3(b) is the information of the 
background extracted using mean method and histogram-
average method. By comparison, there is more shadow in 
the background extracted using mean method. The 
histogram-mean method improves the extracted background, 
but comparatively the improved histogram-mean method 
solved the problem of railing’s vague and the change of the 
road’s gray level caused by the stop of the vehicles. 

B. The results of vehicle detection and separation 
We handle the foreground object using the filling 

method proposed above and get a comparatively completed 
foreground vehicle object. As is shown in the 4(a)(b), the 
foreground object of the vehicle after the process of filling is 
more accurately. Then we statistic the foreground object and 
get the catastrophe point, and that is the occlusion crossing 
point of the two vehicle’s. In the figure 4(c), the gray line 
represents the separation line of the vehicles. It shows that 
the separate algorithm we present can accurately labeled the 
adhesion points and separate the vehicles. 

 

   

 
(a) Mean method                             (b) Histogram-mean method          (c) Improved histogram-mean method 

Figure 3. Comparisons of background extraction 
 

   
(a) Foreground object of      (b) Statistical graph of(a) 

a single vehicle     

    
 (c) Foreground objects        (d) Statistical graph of (c) 

 of overlapped vehicles    
Figure 2.  Foreground object and the statistical results  
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(a) Overlapped vehicles               (b) Foreground image                (c) Segmentation effect 

Figure 4. Segmentation effect of overlapped vehicles 

V. CONCLUSION 
Vehicle detection and separation are fundamental parts 

of the ITS, and detection and segmentation have the direct 
impact on the functions of ITS. In this paper, we propose a 
new method to detect and separate the vehicles based on the 
background difference method, and can accurately detect the 
vehicles and separate them when they adhere to each other. 
Experimental results show that the method we proposed 
improve in performance of detecting and in-real-time and 
can meet the process of the ITS in accuracy and real-time 
requirement. However, the algorithm also has some 
limitations. Firstly, the background model can not quickly 
updated when the background is changed unexpected. 
Secondly, the occlusion case is diverse because of the 
diversity of vehicles and the angle of the camera set up. It 
may even be possible that some vehicle is completely 
occlusion by others. So the next research target is to segment 
the vehicles in the vary occlusion situations, and study about 
the segment method about the tracking-case vehicles. 
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Abstract—In the proposed method, a pavement 

image is converted to a grey-scale image which is 

decomposed by using contourlet transform. Then 

directionality and anisotropy are used to enhance 

the singular characteristic of the image by 

expanding all scale detail coefficients to the same 

size and combining the coefficients. The approach 

avoids unreasonable evaluation result of classical 

unified crack index pavement distress evaluation 

method based on image tile. Experimental results 

show the algorithm proposed in this paper can 

detect pavement cracks effectively which is not 

affected by noise.  

Keywords - road cracks; pavement images; 
contourlet; directionality；anisotropy 

I. INTRODUCTION  

It is significant to process information about 
pavement distress by using information 
acquisition system, which developed by 
photography or video technology and combined 
with technologies such as image processing, 
pattern recognition. In the assessment of 
pavement distress, it is important to find and 
locate the cracks automatically and accurately 
[1,2]. Since the damaged road surface imaging is 
prone to be impacted by factors such as weather, 
illumination, road surface cleanliness and so on, 
it’s necessary to research enhancement 
technology on images of road damages in order 
to improve the accuracy of the extracted cracks, 
especially to recognize small cracks. The 
enhancement technology on images of road 

Guo Yanqing 
College of Mathematics and Computer Science, 

Fuzhou University, 
Fuzhou, China 

e-mail:gyqing_123@163.com 
 
 

damages can strengthen features of cracks and 
weaken the background and noise of roads. The 
simplest methods are histogram equalization 
method, neighborhood average method and 
median filtering. One can also use fuzzy 
technology to enhance the more complex images 
of road damage [3-4]. Spatial filtering usually 
leads to image distortion. Therefore, image 
enhancement technology in frequency domain 
receives attention. Wavelet transform provides a 
powerful tool for image processing. It is more 
effective to detect road cracks in the wavelet 
domain than the traditional detection. Zhang Lei 
proposed block-based detection algorithm for 
road damage in a wavelet domain [5]. The 
algorithm does not only achieve the stepwise 
refinement, but also reduces the area of image 
processing. Processing procedure only aims at 
the possible damaged region. With the in-depth 
development of the geometric analysis theory and 
application, after the wavelet analysis, people 
also led analysis tools such as ridgelet into 
applications of the image enhancement. Because 
it’s prominent to be “singular linear” at the 
boundary of the crack line or crack areas on the 
road damage images, while ridgelet can take full 
account of the directionality and singularity of 
image border and can effectively deal with 
singular linear (hyperplane features) in the high 
dimension [6-7]. According to this, Zhang Taiqi 
etc. proposed a new image enhancement 
algorithm on ridgelet domain which is suitable 
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for detection of crack line of damaged road 
images [8]. It can be observed that the gray 
contrast is enhanced obviously between crack 
line and road background after processed by the 
enhancement algorithm. But obvious "block 
effect" also can be observed when the coefficient 
is magnified too much in Radon transform 
domain.  

Minh N. Do proposed a double filter bank 
structure, named the pyramidal directional filter 
bank, by combining the Laplacian pyramid with 
a directional filter bank. The result is called the 
contourlet transform [9]. In this paper, we study 
the application of contourlet transform in the 
domain of road cracks on pavement images. 
Some numerical experiments are shown and 
demonstrate the potential of contourlet transform 
in the application of defect detection on 
pavement distress images. 

II. CONTOURLET TRANSFORM  

Minh N. Do and Martin Vetterli [9] proposed 
a double filter bank structure (see Fig. 1)   for 
obtaining sparse expansions for typical images 
having smooth contours. In this double filter 
bank, the Laplacian pyramid (LP) [10] is first 
used to capture the point discontinuities, and then 
followed by a directional filter bank (DFB) [11] 
to link point discontinuities into linear structures. 

This construction results in a flexible 
multiresolution, local, critical sampling, 
directional, and anisotropic image expansion 
using contour segments, and thus it is named the 
contourlet transform.  

 
Figure 1.  Contourlet filter bank. First, a multiscale 

decomposition into octave bandsby the LP is computed, and 

then a DFB is applied to each bandpass channel. 

Under certain regularity conditions, the 
lowpass synthesis filter G in the iterated LP 

uniquely defines a unique scaling function 
( ) ( )2

2 RLt ∈φ  that satisfies the following two-scale 
equation 

( ) [ ] ( )ntngt
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22
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Then the family { } 2, Znnj ∈
φ is an orthonormal 

basis for an approximation subspace jV  at the 
scale j2 . Furthermore, { }

ZjjV
∈ provides a 

sequence of multiresolution nested subspaces 
…… 21012 −− ⊂⊂⊂⊂ VVVVV , where jV  is associated 

with a uniform grid of intervals jj 22 ×  that 
characterizes image approximation at scale j2 . 
The difference images in the LP contain the 
details necessary to increase the resolution 
between two consecutive approximation 
subspaces. Therefore, the difference images live 

in a subspace jW  that is the orthogonal 

complement of jV  in 1−jV , or jjj WVV ⊕=−1 .Let 
( ) 30, ≤≤ izFi  be the synthesis filters for these poly 

phase components. These are highpass filters. As 
for wavelets, we associate with each of these 

filters a continuous function 
( )( )tiψ  where 

( )( ) [ ] ( )ntnft
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i
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Let 
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⎠

⎞
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⎝

⎛ −= − ψψ
.Then, for scale 

j2 , 
( ){ } 2,30, Zni
i
nj ∈≤≤

ψ is a tight frame for jW . For all 
scales, 

( ){ } 2,30,, ZniZj
i
nj ∈≤≤∈

ψ  is a tight frame for ( )2
2 RL . In 

both cases, the frame bounds are equal to 1.  
Let [ ]na0  be the input image. The output after 

the LP stage is J bandpass images, [ ] Jjnbj ,,2,1, …=  
(in the fine-to-coarse order) and a lowpass image 

[ ]naJ . That means, the j-th level of the LP 
decomposes the image [ ]naj 1−  into a coarser image 

[ ]na j  and a detail image [ ]nb j . Each bandpass image 
[ ]nbj  is further decomposed by an jl -level DFB 

into jl2  bandpass directional images 
( )[ ] 1
, 2,,1,0, −= jj ll
kj knc … .  

  Suppose [ ] nLfna ,0 ,φ=  are [ ]2
2 RL  inner 

products of a function ( ) ( )2
2 RLtf ∈  with the 
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scaling functions at a scale L . Furthermore, 
suppose the image [ ]na0  is decomposed by the 
discrete contourlet transform into coefficients 

[ ] ( )[ ]{ } Jjncna jl
kjJ ,,2,1,, , …=  and 120 −<≤ jlk . Then 

[ ] nJLJ fna ,, += φ  and ( )[ ] ( )jj l
nkjL

l
kj fnc ,,, , += λ

.Where 

( ) ( ) ( ) 30,,2, ≤≤=+ itt i
njknj i

ψμ , 
( ) ( ) ( ) ( )[ ] ( )tnSmdt mj

l
k

Zm

l
k

i
nkj ,,,

2

μλ −= ∑
∈ . 

The corresponding overall sampling matrices 
were shown to have the following diagonal 
forms: 

( ) ( )
( )⎩

⎨
⎧
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<≤
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k kfordiag
kfordiag
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Since the multiscale and directional 

decomposition stages are decoupled in the 
discrete contourlet transform, we can have a 
different number of directions at different scales, 
thus offering a flexible multiscale and directional 
expansion. Moreover, the full binary tree 
decomposition of the DFB in the contourlet 
transform can be generalized to arbitrary tree 
structures, similar to the wavelet packets 
generalization of the wavelet transform .The 
result is a family of directional multiresolution 
expansions, which we call contourlet packets. 
Fig. 2 shows examples of possible frequency 
decompositions by the contourlet transform and 
contourlet packets. In particular, contourlet 
packets allow finer angular resolution 
decomposition at any scale or direction, at the 
cost of spatial resolution.  

 

Figure 2.  Examples of possible frequency 

decompositionsby the contourlet transform and contourlet 

packets. 

To highlight the difference between the 
wavelet and contourlet transform, Fig. 3 shows a 
few wavelet and contourlet basis images. We see 

that contourlets offer a much richer set of 
directions and shapes, thus, they are more 
effective in capturing smooth contours and 
geometric structures in images. 

 

Figure 3.  Comparing a few actual 2-D wavelets (five on 

the left)and contourlets (four on the right). 

Fig.4 shows sequences of nonlinear 
approximated images at the finest detailed 

subspace jW   using the wavelet and the 

contourlet transforms, respectively, for the input 
Peppers image. The wavelet scheme is seen to 
slowly capture contours by isolated “dots”. By 
contrast, the contourlet scheme quickly refines by 
well-adapted “sketches”. Thus, contourlet can 
use much less coefficients to approach the curve 
than wavelets, and can provide the more sparse 
representation, especially to the images which 
consist of abundant edge and strong texture. 

 

Figure 4.  Sequence of images showing the nonlinear 

approximations of the Peppers image using M most 
significant coefficients at the finest detailed subspace

jW , 

which is shared by both the wavelet and contourlet 

transforms. 

III. APPLICATION OF IMAGE ENHANCEMENT 

ALGORITHM IN CONTOURLET DOMAIN  

Contourlet transformation involves the 
Laplacian pyramid with a directional filter bank. 
We can highlight damaged road cracks through 
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dealing comprehensively with each scale by 
making use of their respective properties. 

Now we show the steps of extracting of 
damaged road cracks which base on image 
enhancement algorithm in contourlet domain:  

Step 1: Collect the image  of damaged roads 
with cracks, and convert the original image to 
grayscale image, then do anti-color processing on 
it.  

Step 2: Do contourlet transform on anti-color 
processed image. Expand each directional 
coefficient matrix into the same size of the 
original image in details on each layer. For 
example, it can be extended to the size of 256×
256. As long as the positions of pixels in a 
certain direction are considered as the place of 
the crack, we will view the place of the pixels as 
the location of the crack line when next 
synthesized. This is reasonable because it’s 
demanding when we confirm the location of the 
crack line in each direction.  

Step 3: Synthesize the coefficients in details 
on each layer after Step 2, then do binarization 
processing.  

Step 4: Extract the boundary of the crack 
after expanding the binary image.  

Step 5: Enclose the location of the crack in 
the original collective image.  
 

IV. EXPERIMENTAL RESULTS 

Our experimental platform is Matlab. The 
damaged road images are 24-bit color images of 
256 256× size.The experiment parameters are 
selected as follows: the decomposed level is [3], 
the pyramidal filter is  '9-7', the directional 
filter is 'pkva'.  Fig.5a is a broken color image 
of 256 256× size. We can get Fig.5c after grayscale 
conversion and anti-color processing of the 
grayscale image. Fig.5f and Fig.5i show the low 
and high pass coefficients of contourlet 
transformation. Synthesize the coefficients in 
details on each layer. After binarization and 
expansion processing we can gain Fig.5h and 
Fig.5g . In these two figures, white means the 

detection of cracks or damaged areas, while black 
denotes good road area. Fig.5e shows the 
boundary of the crack. The red lines in Fig.5d 
identifie the location of road cracks in the 
original collective image. 

 

Figure 5.  Locating road cracks 

In order to verify the validity of this method, 
we do simulative experiments to a large number 
of road damaged images. The experimental result 
testifies that this method can locate road cracks 
accurately in the case of no blocking. It’s not 
only effective for simple cracks, but also adapt to 
locate the position of big holes, spots and broken 
roads of water streak class. The background 
could be resisted well. Of course, some 
non-damaged things such as road signs, warning 
signs need to be excluded first. 

 

Figure 6.  Experiments of other road damaged images 

Fig.6a are the color road damaged image and 
the position of cracks where parameter of detail 
coefficient binarization im2bwlevel=0.15.Fig.6b 
are the color image with two holes and the 
position of two holes where parameter of detail 
coefficient binarization im2bwlevel=0.30.Fig.6c 
are the color road crack map and the position of 
crack where parameter of detail coefficient 
binarization im2bwlevel=0.3.Fig.6d are the color 
road spot splitting map and the position of spot 
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splitting where parameter of detail coefficient 
binarization im2bwlevel=0.35. Fig.6e are the 
puddle road map and the position of cracks where 
parameter of detail coefficient binarization 
im2bwlevel=0.13.Fig.6f are the rift road map 
with water stain and the position of watermark 
rift where parameter of detail coefficient 
binarization im2bwlevel=0.13. 

V. CONCLUSION 

In this paper we present an enhancement 
algorithm in several directions and each layer to 
road crack images in contourlet domain. First, do 
grayscale conversion on the original road crack 
images and anti-gray color treatment on the 
grayscale images, which improves the 
differentiation of gray level on the "highlight" 
areas (non-crack area) and "low dark" areas (the 
crack line) of the image. Then, do contourlet 
transform on the road crack images and do a 
comprehensive treatment on the high-pass 
component in all directions after the transform. 
We use these coefficients of the component as 
features of road cracks in an image, which to 
some extent plays a function of image denoising 
and smoothing. So the crack line can be extracted 
more accurately. The simulative results show that 
the algorithm has a very good anti-interference 
and robustness. We could extract the crack edges 
accurately for different road images. It will 
provide high-quality basis for the later detection 
of the cracks. It corresponds with the actual 
requirements of the road testing project.  
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Abstract: Combing with specific temporal information of video, 
this paper proposes a kind of video object tracking method based 
on normalized cross-correlation matching by using the high 
precision characteristics of normalized cross-correlation image 
matching. Firstly, extract video background from the temporal 
information of video. Then, acquire the region of moving object 
using background subtraction. Lastly, carry out related matching 
and updating towards the extracted moving object by means of 
normalized cross-correlation. Experimental result shows that the 
adaptability of our method is strong, which can well solve the 
tracking problems when tracking objects have scale transform. It 
also has good anti-interference ability and robustness, and can 
track moving objects accurately under the condition of noise 
interference, lens dithering and background mutation. 

Keywords: Object Tracking, Normalized Cross-correlation, 
Template Updating, Object Matching 

I.  INTRODUCTION 
The problem of video object trackding is a hot topic in 

the field of computer vision. So-called video object tracking 
is referred to detect, extract, recognise and track the moving 
objects of video, acquire the parameters of moving objects, 
such as position, speed, acceleration and moving orbit, and 
carry out video processing and analysis futher, realize higher 
level task[1]. The application of video object tracking is very 
wide, most common scenes is the monitoring to residence 
area, parking yards, public places, bank, etc[2,3]. It is also 
applied in avoiding the behavior of theft and destruction in 
order to guarantee social safety. Meanwhile, video object 
tracking technologies are also widely used in transportion 
system, mainly including traffic flow control, abnormal 
behavior monitoring of vehicles, pedestrain behavior judging 
and intelligent vehicles[4,5]. At present, common video 
object tracking algorithms approximately are divided into 
four kinds, which are tracking based on region, tracking 
based on features, tracking based on deformable template 
and tracking based on model respectively. The method 
proposed by this paper is based on region, which gets the 
template including object firstly and realizes object tracking 
using related algorithms. 

This paper introduces normalized cross-correlation 
algorithm in detail, gets the video background based on the 
speicific temporal informatin of video, gets the moving 
objects foreground using background substraction, then 

processes the foreground objects by means of mathematical 
morphology method in order to get the accurate moving 
objects and improves the tracking precison, lastly realizes the 
tracking on video moving objects using normalized cross-
correlation matching. Experimental results show that the 
robustness and tracking precision of our method is high 
under the case of lens dithering, noise interference and 
background mutation. In addition, this method has a certain 
adaptability for moving objects deformation in the course of 
tracking. 

II. NORMALIZED CROSS-CORRELATION MATCHING 
ALGORITHM 

Cross-correlation is a statistical approximation method, 
which has the advantages of simple algorithm and strong 
anti-noise ability. It is commonly used for template matching 
and pattern recognition. Measure c denotes the similarity 
between image f and template t, and is defined as follows. 

,

( , ) ( , ) ( , )
x y

c u v f x y t x u y v= − −∑            (1) 

But there exists some disadvantages during the course of 
object matching using formula (1). For example, the 
correlation between template and the matching region of 
image may be lower than the correlation between template 
and some highlights in image, consequently results in failure 
matching. In order to solve this problem, it is necessary to 
normalize the cross-correlation. In the normalized cross-
correlation, correlation is defined as follows. 

, ,

2 2 0.5
, , ,

[ ( , ) ][ ( , ) ]
( , )

{ [ ( , ) ] [ ( , ) ] }

x y u v

x y u v x y

f x y f t x u y v t
u v

f x y f t x u y v t
γ

− − − −
=

− − − −
∑

∑ ∑
  (2) 

In formula (2), ( , )u vγ  is the normalized cross-
correlation between matching image f and template t, t  is 
the mean value of the template, ,u vf  is the mean value of the 
region which starts from point（x,y） , whose size is u v× . 
u v×  is the size of template. 

In the course of normalized cross-correlation, expand the 
template t and the matching image region according to row 
into the format of 1-D vector. Mark the template vector after 
substracting mean value Ht, and the matching region vector 
after substracting mean value Hf. Then, formula (2) can be 
rewritten to the formate of vectors’ inner-product as follows. 
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                   (3) 

In formula (3), ( )Ht i  is the row vector of template, 
( )xyHf i  is row vector of matching image region, 

Re[ ( ), ( )]xyHt i Hf i  is inner-product between ( )Ht i  and 

( )xyHf i . 2|| ||Ht  is 2-norm of ( )Ht i , 2|| ||xyHf  is 2-norm 
of ( )xyHf i . Likewise, expand the template image and 
matching region according to column, the similar format will 
be deduced. 

Normalized cross-correlation calculation in formula (2) is 
composed of related calculation in formula (3). If there are 
good relativity between rows and columns, there exists the 
good relativity between two images. In the adjacent two 
frame images of video, object deforamtion is comparatively 
small. Combing with this characteristic, this paper realizes 
the tracking of moving objects using normalized cross-
correlation algorithm. 

III. VIDEO OBJECT EXTRACTION 
The method of video moving target detection is divided 

into three types, namely frame difference, optical flow and 
background subtraction [8, 9]. Frame difference easily lead 
to the discontinuities area of vehicle detection and the greater 
vehicles size; for most of the optical flow have been rarely 
used due to the complex calculation. Compared with the 
frame difference and optical flow, the background 
subtraction can accurately detect moving objects with fast 
operation. This paper uses the background subtraction to get 
the foreground motion regions. 

A. Background Model 
The accurate foreground moving targets are obtained 

through simple and better effect background extraction 
algorithm. So we use Histogram - Mean model [10] to obtain 
the video background. Reasonable hypothesis that in a short 
time, there are small changes of the background gray and 
great changes of the foreground moving object for the same 
pixel location of the video. In the background initialization 
step, the gray-scale of video are divided into n equal parts, 
we respectively statistics the distribution sequence Ni (i = 
1,2,3, ... ..., n) of gray values of front L frames based on each 
pixel of the video, then we obtain the mean background of 
pixels according to the maximum frequency, just as the 
following formula: 

i,j m
1

Qk
k

k

Num

i
Q Num

=

=
⎯

∑（ ）                           (4) 

In formula (4), kNum  is the pixel number in largest 

statistics interval, m
1

Qk
kNum

i=
∑  is the gray total of points fall on 

maximum gray range， i,jQ
⎯
（ ）  is the average value of points 

fall on maximum gray range，it also be used as gray value 
of background pixel (i, j). 

B. Background Updating  
The video background will change over time due to the 

influencing factors such as external environment, the camera 
dither and noise etc. Therefore we need to update the 
background real-time to obtain accurate foreground object, 
which is particularly important for background subtraction 
algorithm. In this paper, the background is updated by setting 
the threshold, as the following formula (5): 

1 1

1 1

( , ) ( , ) ( , ) ( , )
( , )

( , ) ( , ) ( , ) ( , )

n n n n

n

n n n n

i j i j i j i j threshold
i j

i j i j i j i j threshold

B F F B N
B

F B F B N
ϕ γ
ϕ γ

− −

− −

+ − ≥⎧
=⎨ + − <⎩

   (5) 

In formula (5), 1( , )n i jB − and ( , )n i jB  respectively for the 
background gray value of pixel (i, j) of the (n-1)th frame and 
the nth frame, ( , )n i jF  is the pixel gray value of the nth frame 
of video, thresholdN  is the setting threshold, in which 

1ϕ γ+ = , the values of ϕ  and γ  can be adjusted 
according to actual application. The experiments show that 
the background updating not only get  more accurate 
background, but also quickly adapt to the background 
changes when  the camera dither or background mutation, 
thus to detect accurate foreground moving object. 

IV. TRACKING RESULTS AND DISCUSSION 
The method proposed in this paper is mainly tracking 

pedestrian and vehicles, the experimental video data are 
obtained by single CCD camera. This method verify the 
validity and accuracy in the following areas: first of all we 
process video information before tracking, then tracking 
pedestrian in case of jitter, and verify the method has strong 
adaptability and free deformation for gray change, finally 
test the adaptability of normalized cross-correlation tracking 
method for noise. In the tracking process, according to the 
matching degree of template and the video frame, if the 
matching degree greater than a certain threshold value α  
(usually set to α  = 0.8),  then we hold that there is a 
tracking target in a new frame, meanwhile the template is 
replaced by the tracking target area and recording the 
trajectory. 

A. Tracking Results in a Ideal Situation 
Figure 1 is the tracking results of traffic video with good 

light, the picture (a)  is the initial frame that contains moving 
objects, we can see a car into the video, (b) is the foreground 
motion region that the  template for motion tracking match, 
(c) is the tracking result, (d) is related degree graph when the 
template region and the video images were matched with 
normalized cross-correlation. We can accurately extract and 
track moving objects in better light conditions. 
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(a) Initialize 

 
(b) Template 

 
(c) Trajectory tracking 

 
(d)Relevancy 

Figure 1. Tracking results in general situation 

B. Tracking Results with Dithering 
We also verify the error phenomenon such as tracking 

lost or error occurred during the camera dither. As shown in 
Figure 2, (a) and (c) are video frames before dither, (b) is the 
real-time tracking template in the tracking process, (d) is the 
coefficient match for the normalized correlation. The results 
shown that the method can accurately tracks moving target 
and updates the template when camera shake. Therefore, we 
can verify the method proposed in this paper with higher 
accuracy and robustness for jitter. 

 
(a) Initialize 

 
(b) Template 

 
(c) Trajectory tracking 

 
(d) Relevancy 

Figure 2. Tracking results with background dither 

C. Tracking Results with Gray Changes 
In the video shooting process, due to the influence of 

external environment, it is bound to the changes of light. We 
simulate the situation of external light changes; by 
subtracting 120 of all pixel gray after extracted moving 
object, shown in Figure (c).  From the experimental results 
we can conclude that the method can accurately track the 
moving target, tracking template can renewal real-time by 
the change of frame gray, as shown in (b), which improve 
the tracking stability and accuracy. 
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(a) Initialize 

 
(b) Template 

 
(c) Trajectory tracking 

 
(d) Relevancy 

Figure 3. Tracking results with difference gray 

D. Tracking Results with Noise 
The impact of noise to moving object tracking can not be 

ignored. Some tracking algorithms may be completely lost 
track or trace the error object with the serious noise, 
however, the tracking algorithm in this paper can better adapt 
to the noise. Figure 4 is simulated results with noise during 
the trace, as shown in (c), we add salt and pepper noise to the 
initialized (a), then realize the template matching tracking, 
from (c) the vehicles are still get the correct tracking result. 
Thus the proposed method is less sensitive to noise, it can 
achieve accurate tracking with stronger noise. 

 
(a) Initialize 

 
(b) Template 

 
(c) Trajectory tracking 

 
(d)Relevancy 

Figure 4. Tracking results with noise interference 

V. CONCLUSIONS 
Moving target tracking is a core problem of the video 

processing technology, to solve this problem this paper 
presents a matching tracking method based on normalized 
cross-correlation to achieve precise tracking. Experimental 
results show that the method has a strong robustness for 
camera jitter and background mutation, the gray change has 
strong adaptability for noise, the method can meets tracking 
qualification of accurate and precision. However, this 
method also has certain limitations. First of all, because the 
sudden deformation of objects, the method can not be 
completely accurate tracking; secondly, due to the 
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calculation burden of normalized correlation algorithm is too 
heavy, the method has worse adaptability in real-time 
systems. So the next step is to improve the algorithm to 
accurately track the moving object in the case of a sudden 
object deformation, and improve the complexity and real-
time. 
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Abstract—Fuzzy c-mean algorithm is sensitive to the initial 
value and its result is easy to fall into the partial minimum. 
Thus, two-stage fuzzy c-mean cluster algorithm is proposed. 
Firstly to estimate the classified number and the initial cluster 
center through the similar entropy(satisfies similarity and 
nearness), secondly carries on the cluster again through the 
fuzzy c-mean algorithm, finally use the two-stage Fuzzy C-
Mean cluster recognition of the hand-written numerals based 
on the Zernike moments. The example given in the end of the 
paper testifies this method is effective and provides the theory 
for further establishment of the hand-written numeral 
recognition   standard storehouse.  

Keywords-FCM cluster; Zernike moments; handwritten 
numeral recognition; similar entropy 

I.  INTRODUCTION     
The handwritten numeral recognition has been the hot 

research issue for many years. It is also one of the most 
successful research topics in the domain of image processing 
and pattern recognition. In the past dozens of years, the 
researchers have proposed many recognition methods. These 
methods can be divided into two categories according to the 
different application methods [1]: Method based on structural 
characteristics and Method based on statistical 
characteristics. The statistical characteristics usually include 
dot density measure, moment, characteristic region, character 
path and digital transformation method and so on. The 
structural characteristics obtain the geometry and typology 
characteristics of the numeral characters through the analysis 
of the outline or the skeleton of the numeral characters, 
which usually includes circle, end point, intersection, stroke, 
outline convex-concave and so on. Along with the 
development of information technology as well as the 
computer science, the traditional recognition methods have 
made a big improvement, such as: multistage recognition 
system, introduction of artificial intelligence into blending 
recognition system and so on. Since 1980s, the success 
application of fuzzy system theory in the pattern recognition 
has made it become one of leading methods in handwritten 
numeral recognition. But as for handwritten numeral 
recognition, it is still a long way to find out one kind of high 
recognition rate and low probability of misrecognition as 
well as light computation burden method. Therefore, the 
research of high performance hand-written numeral 
recognition system is a challenge topic.  

The Zernike moments concept was first introduced by 
Teague in 1980[2]. The Zernike moments is the orthogonal 
function system which obtains based on the Zernike 
multinomial. Compared to the geometry moment and the 
Legendre moment, its computation is a little complex. But 
the Zernike moments has its own good natures: Orthogonal, 
image revolving invariability and low noise sensitivity. 

Fuzzy clustering method receives universal welcome 
among the multitudinous classified methods based on the 
objective function, namely summing up the cluster as a 
nonlinear programming problem with belt restrains and 
obtaining the fuzzy division and cluster of the data through 
the optimized solution. This method is simple, and can solve 
the question to be a broad scope, and also may be 
transformed into the optimized question with the aid of the 
classical mathematics nonlinear programming theory, and 
can be realized easily on the computer. Based on the 
objective function cluster algorithm, namely Fuzzy c-Means 
cluster (FCM) is established by Berzdek in 1981[3]. Its 
theory was mostly perfect, and the application is wide. 

The FCM cluster algorithm objective function uses the 
Euclidean distance of the sample characteristic vector, 
containing various components as the independent variable. 
The traditional numeral recognition methods do not have the 
orthogonal property, which make the FCM cluster 
inapplicable. Because of the Zernike moments’ orthogonal 
property, it is reasonable to apply the FCM cluster algorithm 
to the theory based on the Zernike moments. We generally 
select the first 47s of the Zernike moments, but the Zernike 
moments still appears excessively many as the recognition 
characteristic which can cause the FCM cluster computation 
load to be big. Solving with the computer may result in the 
morbid state matrix, and it may cause bad effects on the 
cluster result [4-5]. This article carries on the Zernike 
moments screening successfully used in statistics the random 
variable correlation coefficient and region sparse in unit 
plane of digitization of handwritten numeral. The example 
indicated this kind of screening is reasonable. We will carry 
on the induction of the handwritten numeral storehouse 
based on the screened Zernike moments, for the further 
establishment of handwritten numeral recognition standard 
sample storehouse.  
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II. ZERNIKE MOMENTS AND SCREENING 

A. Zernike moments 
Regarding a density image function ( , )f x y , its n  step 

Zernike moments definition is 

2 2

*

1

1 ( , ) ( , )nm nm
x y

nZ V x y f x y dxdy
π + ≤

+= ∫∫  

In the formula, * means taking the conjugate. The 
Zernike polynomial ( , )nmV x y  is given by the equation 
below:  

( , ) ( , ) ( ) jm
nm nm nmV x y V r R r e θθ= =  

And the real-valued radial polynomials ( )nmR r is defined 
as follows: 
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Where 0 ,m n n m≤ ≤ −  is even, 0n ≥ . 

The Zernike polynomial ( , )nmV x y  satisfies the 
following orthogonal relations: 
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nmZ  can be expressed over the polar coordinate space as 
follows:  

1 2

0 0

1 ( ) ( , )jm
nm nm

nZ R r e f r rdrd
π

θ θ θ
π

−+= ∫ ∫  (1) 

It can be seen easily from equation above, regarding a 
solid two-dimensional picture, its Zernike moments nmZ is a 
plural number. We define its real part and the imaginary part 
separately for nmC  and nmS , then we can get:  
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nC R r m f r rdrd

π

θ θ θ
π
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nS R r m f r rdrd

π

θ θ θ
π
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According to the orthogonally, the inversed 
transformation of nmZ is： 

0
0

1 0

( , ) ( ) [ cos sin ] ( )
2

M
n

n nm nm nm
n m

Cf r R r C m S m R rθ θ θ
= >

≈ + +∑∑   

In the formula, M means the highest exponent number 
the moments use. 

Through formula (1), we may also prove the revolving 
invariability of Zernike moments. Supposing the image 
revolves by angleα , after the revolving, Zernike moments 
use the expression r

nmZ , and then the Zernike moments 
revolving invariability refers to: 

 αjm
nm

r
nm eZZ −=                 (3) 

In (3), r
nmZ  and nmZ  are different only on the phase, 

but same on the amplitude, which is the revolving 
invariability of Zernike moments. 

B. Zernike moments’ rapid calculation 
Literature [6] has studied the Zernike moments’ rapid 

calculation, namely using the Zernike multinomial iterative 
algorithm to reduce the calculation of the Zernike moments 

in the gradation image. Using the item 2, ( )n mR r− and 

4, ( )n mR r−  to calculate the Zernike multinomial ( )nmR r , 

the iterative relationship outset item may be ( ) m
mmR r r=  

2
2 3 2, 4 4,

,
1

( ) ( ) ( )
( ) n m n m

n m

k r k R r k R r
R r

k
− −+ +

=  

Where 1 ( 1)( 1)( 2) / 2k n n n= − + − ;

2 2 ( 1)( 2)k n n n= − −
；

3
3 ( 1)k n= − −

；

4 ( 1)( 3) / 2k n n n= − − − .Regarding the different starting 
value m , all must duplicate the whole process. The 
following diagrams indicate the calculation of the Zernike 
moments features. 
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Figure 1.  Indicate the calculation of the Zernike moments 

III. IMPROVEMENT FCM BASED ON SIMILARITY ENTROPY 
The fuzzy c-means Clustering algorithm (FCM) is widely 

used in classifications; its objective function mJ  is defined 
as follows:  

( ) ( ) ( )2

1 1
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= =
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and cpT
c RpppP ∈= ),,,( 21 , which is the cluster 

center vector. The positive 2( )ikd  is a kind of distance 

between thk − vector kx and thi −  cluster center vector 

ip ; the positive definite symmetric matrices A decides the 
matrix. ),,2,1( ∞∈m  , m  is the fuzziness factor of the 

algorithm. The iku  is the membership of the thk − data 
point in thi −  class. 

The goal of the clustering is to minimize ( ),mJ U P . 
Because all the row-vectors in matrix U are independent, 

therefore 
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The extreme value of above equation with constraint 
condition is equality blow: 
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Its solution by using Lagrange’s method of multipliers is 
blow: 
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When kI ≠ φ, 
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Regarding k∀ ，Definition set kI and kI , 

{ }|1 , 0k ikI i i c d= ≤ ≤ = ； { }1, 2, ,k kI c I= ⋅⋅⋅ −  

The objective of the clustering is to minimize the 
objective function with respect to the partition matrix and 
cluster center. This kind of optimized question can be solved 
by iterative algorithm  

For the fuzzy C-means clustering algorithm is sensitive 
to initial values and convergence results are very easy to fall 
into local minimum, this paper presents a two-stage fuzzy C-
means clustering algorithm. Firstly, through the similarity 
entropy to estimate the number of classifications and select 
the initial cluster centers, secondly, through the fuzzy C-
means clustering algorithm. The calculation steps are as 
follows: 

Step 1: Select the initial cluster centers and to determine 
the number of clusters C by the similarity entropy. 

The clustering of the content is not only the close 
(distance, etc.) but also the similar (the consistency of 
features), thus we have adopted the entropy in [7], the 
entropy of the literature [7] is established based on the 
following external problem 

},))()(min{(
1

1

Rkxkx p
pn

i
iAiB ∈−∑

=

μμ  

（A, B are fuzzy sets） 
When 2=p , the problems above obtain the minimum k, 

k is the similarity entropy for the two fuzzy sets A and B. 

∑
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. The similarity entropy 

integrates the similar properties of the two fuzzy sets. We 
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could easily extend it to the similarity entropy of two 
sequences. The similarity entropy of two sequences is 

∑
∑= 2}),(max{

},min{},max{

ii

iiii

ba
baba

k . We should normalize 

the data before calculating the similarity entropy of two 
sequences. This steps is to determine the cluster type c（
2 c n≤ ≤ ）and the initialize classification matrix ( )0R . 

Step 2: From the given cluster type c ( 2 c n≤ ≤ ) and 
the sample data number n, set the iteration stop threshold ε  
and the initialize the classification matrix ( )0R , set the 
iteration counter 0b = , use (8) to calculated or update the 
classification matrix ncik ×][μ . 

Step 3: Using (9) to update the cluster center 
matrix ( )1bp + . 

Step 4: If ( ) ( )( )1b bp p ε+− < , stop the operation and 

output the partition matrix U and the cluster centers P, 
otherwise, turn to the step 1 for the loop calculation. 

From the algorithm above, the entire calculation process 
is to repeatedly modify the matrix of cluster centers and the 
partition matrix. Example shows the improved algorithm is 
greatly enhance the convergence and avoid local minimum. 

From the point view of objective function, we generally 
use the weighted Euclid distance. This distance is suitable for 
each independent component. The Zernike moments’ 
orthogonal has happened to satisfy its request. The 
traditional numeral recognition methods do not have the 
orthogonal. We think it is not proper to apply FCM cluster. 

IV. BASED ON ZERNIKE MOMENTS FUZZY C-MEANS 
CLUSTER 

We obtained 2000 hand-written numeral samples from 
the internet（http://www.ics.uci.edu/~mlearn）, in order to 
establish the standard handwritten numeral storehouse. Each 
numeral has 200 different hand-written numeral samples and 
we carry out the FCM cluster separately to them. 

A. The pre-process 
Because people write characters in individualized ways, 

the handwritten numeral characters are variety and 
deformation. Especially for unconstrained handwritten 
numeral, the different of writing instruments and writing 
styles caused large differences in thickness, which leads to a 
very large variety deformation of the same characters. In 
addition, in collecting the text image, subject to text quality, 
and the impaction of scanning equipment performance, etc, 
the original image will be with some distortion and noise, 
which also affect the recognition results. Pre-process 
generally includes all the processing prior to the feature 
extraction process, pre-process can be overcome, to some 
extent, the impact of the above-mentioned deformation, give 
full play to feature extraction and classifier performance, 
play an important role in improving the recognition 
performance. Pre-process generally include binarization, 

smoothing, removal noise, standardization and refinement 
process. Different identification methods require different 
pre-process. The following diagram shows three handwritten 
numeral pre-process. 

 

The original image The refinement image The Deburring imageThe Normalized image

The original image The refinement image The Deburring imageThe Normalized image

The original image The refinement image The Deburring imageThe Normalized image

 
Figure 2.  Some handwritten numeral pre-processing diagram 

B. Experiment results and comparative analysis 
Experimental results show that the Zernike moments 

features effectively reduced the cross factor, and the effect of 
the two-stage fuzzy C-means clustering algorithm 
recognition is better than the direct application of fuzzy 
clustering. The recognition results respectively in TableⅠ. 
We can found by Table1 that the improved fuzzy c-means 
clustering have the average correct rate of 98.77% and the 
average error rate rate of 1.23%, while the direct application 
of fuzzy clustering have the average correct rate of 96.29% 
and the average error rate rate of 3.71%. 

TABLE I.  THE EXPERIMENTAL RESULTS OF TWO-STAGE FUZZY 
CLUSTERING  AND  FUZZY C-MEANS CLUSTERING 

 

pattern 

The experimental results of two-stage fuzzy 

clustering 
The experimental results of  fuzzy clustering 

Accuracy 

rate 

error 

rate 

rejection 

rate 

Reliability 

rate 

Accuracy 

rate 

error 

rate 

rejection 

rate 

Reliability 

rate 

0 99.03 0.97 0.40 99.03 98.40 1.60 6.00 98.40 

1 98.97 1.03 0.38 98.97 96.14 3.86 7.95 96.14 

2 98.54 1.46 0.29 98.54 96.28 3.72 6.00 96.28 

3 98.50 1.50 0.46 98.50 98.42 1.58 5.00 98.42 

4 99.26 0.74 0.21 99.26 95.26 4.74 5.00 95.26 

5 98.64 1.36 0.65 98.64 97.31 2.69 7.00 97.31 

6 98.46 1.54 0.26 98.46 95.85 4.15 3.50 95.85 

7 98.99 1.01 0.37 98.99 96.95 3.05 1.50 96.95 

8 98.26 1.74 0.18 98.26 94.82 5.18 3.50 94.82 

9 99.10 0.90 0.26 99.10 93.47 6.53 0.50 93.47 

mean 98.77 1.23 0.35 98.77 96.29 3.71 4.60 96.29 
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Abstract————Simulation studies are realized based on 

fingerprint identification system hardware device. 

On the study of the device functions, the high-level 

programming language VC + + is used to simulate. 

The fingerprint identification system is divided 

into five modules, namely, display module, 

password input module, fingerprint input module, 

error display module and database connectivity 

module. After hardware analysis, the theory of 

software engineering is used, and MFC of the 

high-level programming language VC + + is used 

to pursue visual design. Ultimately, a visual 

simulation system for fingerprint identification is 

formed. 
Keyword-MFC; simulation; hardware device; 

software engineering 

I. INTRODUCTION 

  At present, popular Fingerprint Identification 

Systems used for attendance and access control 

systems and other equipments belong to the 

hardware devices.  Through a wide range of 

knowledge is not found using to simulate 

hardware. Because the hardware device requires 

appropriate facilities, and its functions test and 

promotion is troublesome. Fingerprint 

recognition system can make better use of 

computer resources and operate the device more 

easily, so the device software simulation is a 

valuable subject.  

II. System Analysis 

Analysis refers to the various activities and 

methods in systems analysis stage and the 

specific methods and techniques to conduct 

systematic analysis with the principles of 

systematic idea and science in the life cycle of 

management information systems development. 

The analysis stage is the key to the development 

of the whole system. In general, the 

establishment of management information 

systems should make system planning firstly, 

based on this; the developments of various 

application projects can be achieved. The 

specific tasks of analysis stage include detailed 

investigation, systematic data analysis and 

system logic design.  

A. Overview 

1) Objectives and tasks of Analysis 

The objective of the analysis stage defines 

the system development goals and users’ needs 

within the development projects determined by 

systematic plans, and then conduct the analysis 

of the economic feasibility, technical feasibility 

and management (operation) feasibility, and 

draw up the overall objective of a system project 

and propose the logical design of the program. 

The tasks of system analysis are to ascertain the 

users’ needs as much as possible and to 

complete the system logic design.  

The mission of the analysis stage is to 

ascertain the users’ needs as much as possible, to 

design the information system resources, input, 

processing and output and to provide a basis for 

physical design for the next stage.   

  The specific tasks of systematic analysis 

include four parts, feasibility analysis, detailed 

investigation, systematic analysis and a proposed 

logical model of the system.  
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2) The steps of analysis  

  The main activities of the analysis stage are 

the system's preliminary investigation, feasibility 

studies, the detailed investigation and advanced 

system logical programs.  

• System’s preliminary investigation focus 

on the system's overall objectives, general 

functions and development.  

• Feasibility study is to further clarify the 

system’s specific objectives, scale and 

function, investigate and analysis the 

system development background, necessity 

and significance and make a preliminary 

plan. 

• Detailed investigations into the current 

system is to build on a comprehensive 

investigation and analysis of the existing 

system based on the feasibility study,  to 

clarify the current system operating 

conditions, to find out weaknesses and to 

identify the essence of the problem to 

ensure the system more effective.  

• Advanced system logic programs mainly 

clarify the main specific users’ needs, 

determine the system's logic functions and 

propose the logical program.  

B. Preliminary Investigation 
The content of systematic survey is mainly to 

find the operating mode, the running module and 

the hardware running progress in the current 

system, which includes the main input, the main 

output, the main processing capabilities, as well 

as the relationship with other systems.  

Through the general understanding of the 

fingerprint identification simulation system, the 

software is divided into the following operating 

modules. The modules of the system operation 

are shown in Figure 1.  

 

 Figure 1 System Operation Module 
C. Feasibility Analysis  

The necessity of building fingerprint 

simulation system depends on the urgency and 

feasibility of implementation. Therefore, after 

carrying out systematic surveys, feasibility 

analysis should be conducted. The main 

objectives of feasibility analysis are to clarify the 

system’s specific objectives, scale and function, 

investigate and analysis the system development 

background, necessity and significance, and 

make a preliminary program plan for the 

development system. It reviews preliminary 

investigation, clarifies problems, and 

demonstrates the objectives and constraints.  

Therefore, the simulation system also 

concerns about the economic feasibility, 

technical feasibility and management (operation) 

feasibility, and demonstrates the simulation 

system’s necessity and possibility.  

1) Technical Feasibility Analysis  

System uses the VC + +6.0 development 

tools for visual simulation system development. 

The development of technology has the 

following features and functions.  

a) The outstanding development software: 

The main technical features are visual 

programming and object-oriented programming. 

It provides a set of visual programming tools, 

such as AppWizard and Class-Wizard. They 

make Windows programming more intuitive. 

Visual C + + supports object-oriented 

programming which packages inherent 

complexity of Windows operating system, so 

that Windows programs is easier.  

b) Excellent integrated development 

environment:Visual C + + integrated 

development environment (IDE) is a subject 

which includes an integrated program compilers, 

debugging tools and application tools. Visual C 

+ + and Develop Studio form a complete 

integrated development tool that makes it easy to 

create a Windows program by the Develop 

Studio's tools and wizards, as well as MFC class 

library, a program can be created quickly.  
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c) A large MFC class library:MFC 

(Microsoft Foundation Class) is an application 

framework. MFC is not just a collection of 

classes. It also helps to define the application's 

structure and to deal with many miscellaneous 

items. The various classes in MFC constitute an 

application framework. Its purpose is to allow 

programmers to build up the basis of Windows 

applications.  

Therefore, the excellence development of 

technology platform and development language 

provides a strong technical assurance for the 

successful development of the whole system.  

2) Economic Feasibility Analysis  

  The main task of the economic feasibility is 

about the project’s economic evaluation. The 

evaluation index is divided into two parts.  

a) The cost of expenditure  

Expenses include equipment purchase fees, 

software development expenses, management 

and maintenance fees, development fees, staff 

salaries and training expenses. Because of this 

fingerprints simulation system being developed 

by students, it saves a sum of the cost of 

commissioning Software Company. And our 

university itself has the development conditions. 

This software is only a single computer running 

system, so there is no requirement of the 

network. The operation of this software does not 

require special training, so the expense of 

training personnel is saved. 

b) Capital gains  

The system does not require hardware 

configuration, just needs a computer with 

Windows XP operating system. The system is 

easy to be carried out, which can be transmitted 

over the network. It is very convenient for the 

promotion of hardware equipment without the 

transportation costs. 

3) Running Feasibility  

  The hardware requirements of the software 

are very low; an ordinary computer can run the 

simulation software. Do not need to purchase 

expensive machines. If the software is developed; 

the system interface is easy to be operated. And 

system can migrate in Windows XP or Vista. In 

short, the system has the possibility of operation.  

Therefore, the simulation system 

development has been carried out after a series 

of feasibility analysis. It is found out that the 

simulation system has the foundation of being 

developed.  

4) The overall objective of systems 

development 

Because the simulation systems are 

developed to simulate and extend the hardware 

systems, the overall objectives of the simulation 

system are to design simulation system for 

fingerprint identification.  

Specifically, the fingerprints identification 

system has the following functions. 

• To simulate system functions of a real 

fingerprints hardware. 

• To facilitate the promotion or extensions. 

D. Project Development Plan  

Because fingerprint simulation design is the 

systematic project, The information systems 

engineering theory must be used to guide the 

construction of fingerprints identification system, 

it must comply with system analysis, system 

design and system implementation.  

According to available resources, internal 

and external environment, hardware and 

software conditions, staff situation, the project 

development of the software simulation is 

divided into systems analysis, needs analysis, 

summary analysis, detailed design, system 

implementation and system maintenance. The 

specific schedule is shown in TABLE 1. 

TABLE 1 System Development Schedule 

Item    Time 
5 

days 

 5 

days 

 5 

days 

 5 

days 

 5 

days 

long 

term 

Analysis  →      

Requirements 

analysis 
  →     

Outline Design    →    

Detailed design     →   

System 

implementation 
     →  

Maintenance       → 
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III. Simple Database Design 

Database design is not only the development 

of database and applications technology, but also 

an important part in information systems 

development and building. Specifically, the 

database design is to construct a better database 

pattern, to create databases and applications, and 

to meet the users’ needs through rational logical 

design and efficient physical design in a given 

application environment.  

This system is to simulate fingerprint 

identification hardware. Because the hardware is 

used for access control system or the registry 

system, these functions should be connected 

with the database. The software also needs to be 

connected with the database. The simple design 

of the database will be introduced in the 

following. 

The database of the system is based on user 

query working hours through a fingerprint or 

password. User can get the basic information, 

such as the user's total working time, the number 

of days in the current month, as well as 

documents and photos of the user himself. 

Database design is relatively simple, because its 

purpose is to coordinate the realization of 

software functions.  

A  The establishment of the database  

There are 3 tables in the database, which are 

named Fingerprint login-on table 

(LOGIN_ZWKEY), password login-on table 

(LOGIN_KEY) and user information table 

(USER_DATA). Fingerprint login-on table is 

used to record the user's fingerprint information. 

Password login-on table is used to record the 

user's password information. The user 

information table is used to record the user's 

personal information. The structures are listed in 

the following TABLE 2.  

TABLE 2 tables’ structure 

Data Structure 

Table 
List name Data Type 

ID Text 
LOGIN_ZWKEY 

ZWKEY Text 

ID Text 
LOGIN_KEY 

KEY Text 

ID Text 

name Text 

GZSJ_ALL Digital 

GZSJ_MONTH Digital 

USER_DATA 

PHOTO Text 

B  The relationship between the tables 

Because it is a simple database, the database 

contains only one relationship. The ID in the 

fingerprint registry table and the ID in the 

password table respectively is one corresponding 

relationship with the ID in the user information 

table. The ID number is unique. An ID number 

only corresponds to the corresponding user's 

information. The relationships are shown below 

in the Fig.2.  

 

Figure 2 Relationships 

The system database is setup.  The purpose 

of the establishment of the database is only used 

for the operation of the system, but this is not a 

complete database system.  

IV. Detailed design, implementation code and 

software test 

Program flow chart is also known as the 

block diagram, that the express method is simple 

and intuitive, which the first model concept 

model used to describe the implementation of 

the logical process, it summaries the basic steps 

of the procedure as follows, treatment, judge, 

input and output, the starting and ending basic 
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functions. It is expressed in different notations to 

describe the procedures for the implementation 

process.  

Symbols in the program flowchart drawing is 

presented as follows:  

 

The system simulates to sign in the database 

with fingerprint or password and displays the 

user personal information.  Through the 

corresponding input buttons in the main 

interface, which is shown in Fig.3, one can 

choose to sign in with password or fingerprint. 

After selecting the appropriate button and 

entering the correct log-in information, the user's 

personal information will be displayed on the 

screen. If the login information is not right, an 

error message will be displayed accordingly.  

Specific processes are shown in Fig. 4.  

 

Figure 4 Specific processes 

According to the flow chart, we can see that 

the system can be divided into five control 

modules.   

  

 

Figure3 Main interface 

V. Conclusion  

A real hardware system is studied and 

simulated by making good use of modern- 

program technology. Through analyzing 

hardware functions of the fingerprint 

identification system, software simulation is 

realized. With the development of fingerprint 

identification system,  the simulation of 

hardware devices has its advantages. For 

example, fingerprint identification codes are the 

key part to fingerprint identification system. 

There are many fingerprint recognition 

algorithms. Hardware only selects one 

fingerprint recognition algorithm to embed in the 

devices, while software can continuously modify 

fingerprint identification codes to select better 

fingerprint recognition algorithm. In addition, 

when the hardware device is to be promoted, you 

can try through the software simulation at first, 

the user will have a intuitive feel. Simulation of 

the hardware devices is a meaningful project. 

With this platform it can reduce the cost of 

resources, and keep debugging the program 

execution parts in the hardware devices, thereby 

improving the hardware devices can make it 

more stable. 
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Abstract: The paper discusses QP, QPS and QPI in detail, 
which are all Software Watermarking algorithms based 
on register allocation .These algorithms embed message 
into a program through adding extra edges to an 
interference graph. According to the theory of register 
allocation via graph coloring, the paper proposes a new 
algorithm-- The Second Time Coloring (STC)，which 
embed watermarking by coloring some vertices in 
inference graph for the second time without adding new 
edges. Compared with other algorithms, the STC is more 
simple and effective. 
Key words: Register Allocation; Interference Graph; 
Graph Coloring; Software Watermarking. 
 

I. INTRODUCTIN 
With the application of information technology and 

popularization of computer networks, software industry 
develops rapidly and has become a universal digital 
product. At the same time, the piracy problem of 
software has become increasing serious, so software 
security and software protection has become an 
important subject on the research of computer science. 
Software Watermarking  technology----a kind of digital 
watermarking technology, is one of the software product 
copyright protection technology, which can be used to 
mark authors, publishers, owners, users, etc., and carry 
information of copyright protection and authentication. 
The illegal copy and piracy of software products can be 
identified. 

Software watermarking includes dynamic and static 
software watermarking. Static watermarks are stored in 
an executable applicable program. The watermark 
information is embedded into program by inserting 
redundant codes, converting codes, and allocating 
register methods. As methods of software watermarking 
based on register allocation, QP and QPS algorithm are 
well-known algorithms. The idea is described as follows: 
First, the embedded information is transformed into bit 
sequence. Second, according to the needed bit sequence, 
one edge should be added between every vertex in the 
graph and the special vertex calculated by the algorithm 
in order to achieve coding. QP algorithm was originally 
developed with embedding digital signature by methods 
of coloring graph. This approach applies to a 
watermarking based on register allocation as well. 
However, QP algorithm can not effectively identify the 
embedded watermark information under certain 
circumstances. Collberg and some others came up with 
an improved algorithm, namely QPS algorithm. QPS can 
accurately extract the embedded watermark. However, in 
the QPS algorithm, the length of embedded watermark 
information is very short. In this paper, new resolutions 
are put forward, which can not only hold watermarking 
information with any length, but also accurately extract 
watermarking information. 

 
A. Register Allocation 
Registers, located at the CPU, are caches with a small 

amount. The classical register allocation algorithm is 
graph coloring algorithm[1-3]. The algorithm is described 
as follows: Active period of value in register is analyzed 
in the program. Every value in its active period 
corresponds to a vertex in graph. In graph, one edge 
connecting two vertices means that there is a conflict in 
active period of the two vertices, that is to say, the two 
vertices would conflict with each other and couldn’t 
occupy a register if values corresponded to the two 
vertices exist at the same time under some occasions. A 
more precise definition is described as follows: If the 
active period represented by vertex A has not defined and 
the active period represented by vertex B has not yet 
ended, then there is a conflict between A and B. 

As the number of registers is limited, when the 
program requires more registers than the system can 
provide, the system throw a part of instructions into 
memory. So, when allocating register to values in the 
program, it had best to allocate as least registers as 
possible. 

 
In order to converting register allocation into a graph 

coloring model, the complier firstly constructs a 
conflicting graph G. Next, the complier uses K kinds of 
colors to color the conflict graph. If K is equal to the 
number of physical registers of the target machine and 
this graph can be colored by K kinds of colors, a register 
allocation program is got by letting each color 
correspond to a physical register. 

 
B. Graph Coloring Problem 

The program of conflicting graph G=G(V,E) are 
defined for the program P and the set of variables 
X=(x1,x2,x3…xn) as follows: 

V=(1,2…n); E=(xi,xj|xi,xj having conflict of active 
period). 

The problem of register allocation to X in P is graph 
coloring problem. Commanding P and X(x1,x2,x3…xn) 
respectively represent intermediate code and set of 
variables. Then, we define the conflicting graph of X in 
program as G=G(V,E) and V as set of vertices. If the 
variables xi and xj are at active period at one time, (i,j) 
belongs to E(G). Note that the conflicting graph is an 
undirected graph. Assume that each natural number 
represents a color, and 0 means colorless. For each 
conflicting graph G=G(V,E), coloring function F is a 
mapping from V to natural number set. Every color 
assigned to vertex vi in V should be assigned to the No. i 
register of corresponding variable xi. Therefore, the same 
register can not be assigned to active variables at the 
same time. Accordingly, the coloring function must 

satisfy the conditions: ∀(i, j)� )(GE∈  F(i) ≠ F(j)。 
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A greedy algorithm is used here to color conflicting 
graph by order[4-6]. Using the minimum color value color 
for each vertex, and the adjacent vertex colors are 
different. In   the algorithm, we use the ac to represent 
coloring functions, and ac is a set of data types. The No. i 
element in ac is c[i], which represents the color value of 
vertex V[i]. If C[i]=0, vertex vi is not colored. Method 
get_connect_colors() is to find out the set of color values 
of the adjacent vertices. 
 
The algorithm is as follows: 
set GC(Graph G(V,E)) 
{ set ac,nc;   
 for(i=1;i<=n;++i) 
     c[i]=0; 
 int cval=1; 
 for(i=1;i<=n;++i) 
 { 
  if(v[i]==0){ 
   c[i]=cval; 
   for(j=i+1;j<=n;++j){  
      nc=get_connect_colors（G,v[j]）; 
          if(c[j]==0&&not_equal(nc,cval)){ 
    ac[j]=cval;  ｝      } 
   } 
   cval=cval+1; 
   } 
 } 
 return ac; 
} 
 

II. THE ALGORITHMS BASED ON REGISTER 
ALLOCATION 

 
A. QP Algorithm 

This algorithm was proposed by Qu and Pothonjak , so 
it was called QP algorithm, which was initially conceived 
to embed signature information with the method of the 
graph coloring[7-8] . In QP algorithm, each vertex in graph 
is required to be indexed. If there are N vertices of the 
graph , each vertex is to be signed from 1 to n by order . 
Collation of looping mode n is citing and a given 
i ,i<i(i+1)<i(i+2)<.…<in<i1<i2<…<i(i-1)(mode n) ,”<” means 
the relationship of sorting . The core of QP algorithm is 
to find out the nearest and the secondly nearest vertices 
Vj and Vk .If the embedded bit Wi equals 0 ,then an edge 
ViVj  is added to the graph ; if the embedded bit Wi 
equals 1 , an edge ViVk is added to the graph . The 
nearest and the secondly nearest vertices here mean (Vi, 
Vj) , (Vi, Vk) ,i<j<k(mode n) ; ∀ (Vi, Vj)t , t<j<k(mode 
n) . For example, following figure 1 embedded 
watermarking w=0102, in the graph, thin lines mean 
original edges, and thick lines mean added edges when 
embedding watermarking. First, bit W1=1is embed, 
vertex V1 has the nearest vertices V2 and the second 
nearest vertices V4, so edge V1V2 is to be added. 
Secondly, bit W2 =1 is embed, because vertex V2 hasn’t 
the required two vertices, the next vertex is searched. 
Vertex V3 had the two vertices meeting the requirements, 
so edge V3V2 is added according to relationships of 

sorting. Thirdly, bit W3=0 is embed, edge V4V1 is added. 

 
  a    b      c      d 

Figure 1: Embedded watermarking 
 
1) Embedding Watermarking 

Graph expresses the type of structure; bitset means 
data types of bit string; method find_first_nearest means 
to find out the nearest vertex V1 to the specific vertex; 
method of fing_second_neatest means to find out the 
second nearest vertex to the specific vertex .G is the 
graph that not be embedded with watermarking and Gw 
is the graph embedded with watermarking. (G and Gw in 
this paper appeared later have the same meaning.) 

 
Graph QP(Graph G,bitset W=w1w2…wk) 
{  Graph Gw=G(V,E); 
  int v1,v2,I,j; 
  for(i=1;i<=k;++i){ 
 for(j=1;j<=n;++j){ 
   v1=find_first_nearest(Gw,v[j]); 

  v2=find_second_nearest(Gw,v[j]); 
   if(v1!=NULL&&v2!=NULL)       { 
  if(w[i]==0)                    
    addedge(Gw,v[j],v1); 
  else   
   addedge(Gw,v[j],v2); }   
  } 
  } if（j==n&&i<k） printf(“Embeding watermark fail!”); 
 if(k<=j GC(Gw(V,EW); 
 return Gw; 
} 
 
2) Watermarking Extraction Algorithm  

The process of watermarking in graph extraction is 
described as follows: embedding watermarking in graph 
Gw , for each vertex Vi , finding out vertices whose colors 
are different from Vi meeting the conditions of (Vi, 
Vj)∈E(Gw) and (Vi, Vj)∉E(G) . Therefore, in graph G, 
Vi and Vj have the same color. Then, calculating the 
number of vertices num(i,j) whose index values are in the 
area between i and j , and the vertices are not adjacent to 
Vi . If num(i,j) equals 0 , then the watermarking bit is 0 ; 
if num(i,j) equals 1 , the watermarking bit is 1 ; if 
num(i,j)>1 , then num(i,j) is converted into num(j,i) ; if 
num(j,i) equals 0 , the watermarking bit is 0 and if   
num(j,i) equals 1 , the watermarking bit is 1 , otherwise , 
watermarking information is undefined . 

In the figure 2, when embedding watermarking w 
equals 111, the finally formed watermarking diagram is 
graph 1(d) too. Therefore, this algorithm is disabled 
under many circumstances. 
 
B. QPS Algorithm 

This algorithm is called QPS algorithm for that it was 
the first software watermarking algorithm based on 
register allocation presented and achieved by Myles and 
Collberg. QPS algorithm, based on the QP algorithm, is 
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added constraint to solve problem of failing to extracting 
the watermarking in QP algorithm[9-10]. The core of QPS 
algorithm is described as following: 

1) When embedding watermarking w, the nearest 
vertex Vj and the second nearest vertex Vk are required to 
be identified. Vi,Vj and Vk can construct the_ 
same_color_tripple_vertex_graph in graph G . Then 
corresponding edge ViVj or ViVk is added based on bit 
being 0 or 1. 

 2) Following, when embedding bits, a new constructed 
the_same_color_tripple_vertex_graph can not include Vi, 
Vj and Vk . Vertices could not be reused when 
constructing the_same_color_tripple_vertex_graph each 
time, and this graph is unique and dynamic. 

The above_mentioned concept of 
the_same_color_tripple_vertex_graph is a subgraph 
consisting of three vertices with the same color, whose 
vertex isn’t adjacent to each other. In the figure 2,V2、V3 
and V4 have the same color and aren’t adjacent, so they 
can make a the_same_color_tripple_vertex_graph. 
 

 
Figure 2:Graph of watermarking 

1) Embedding Algorithm 
In the description of algorithm , Vw means the set of 

vertices that hasn’t been constructed 
the_same_color_tripple_vertex_graph and Vs means the 
set of vertices that has been constructed 
the_same_color_tripple_vertex_graph. . Method of 
exit_tripple(a,b,c) is to judge whether the three vertices 
could construct a the_same_color_tripple_vertex_graph 
or not . Method of not_in_set(a,b,c) is used to judge 
whether the three vertices are in the set of being 
constructed the_same_color_tripple_vertex_graph . 
Graph QPS(Graph G(V,E),W=w1w2w3..wk) 
{ Graph Gw=G(V,E) 
 int v1,v2,i,j; 
 set Vw=V={1,2,3,…n},Vs=V-Vw; 
 for(i=1;i<=k;++i) { 
    for(j=1;j<=n;++j) { 
   v1=find_first_near(Gw,Vw，v[j]); 
   v2=find_second_near(Gw,Vw,v[j]); 
   if(exsit_tripple(v[j],v1,v2) 
   &&Not_in_set(Vs,v[j],v1,v2)) 
   { Vs=Vs + { v[j],v1,v2 }; 
    Vw=V – Vs; 
    if(wi==0) 
     addedge(Gw,v[j],v1); 
    else 
     addedge(Gw,v[j],v2);   } 
    } 
 } if(j==n&&i<k)  printf(“embeding watermark 
fail!”) 
    if(k<=j)  GC(Gw); 
 return Gw; 
} 
 

2) Extracting Watermarking Algorithm  
Extraction algorithm requires original graph and the 

watermarking Gw. Vw means vertex set having not 
constructing the-same-color-tripple-vertex-graph. Vs 
means vertex set having constructing 
the-same-color-tripple-vertex-graph. 
bitset QPS_extract(Graph Gw,Graph G) 
{ int v1,v2,i,j; 
 bitset W=w1w2…wk; 
 set Vw=V={1,2,3,…n},Vs =V - Vw; 
 for(i=1;i<=k;++i) { 
    for(j=1;j<=n;++j) { 
   v1=find_first_near(G,Vw，v[j]); 
   v2=find_second_near(G,Vw,v[j]); 
   if(exsit_tripple(v[j],v1,v2) 
   &&Not_in_set(Vs,v[j],v1,v2)) 
   { Vs=Vs + {v[j],v1,v2}; 
    Vw=V – Vs; 
    if(color(v[j])!=color(v1)) 
     w[i]=0; 
     addedge(G,v[j],v1); 
    else 
     w[i]=1; 
     addedge(G,v[j],v2);   } 
    } 
 }     GC(G); 
 return W; 
｝ 

Clearly, because of adding restrictions in QPS 
algorithm, edges added in the conflicting graph are 
limited greatly, and thus the embedded watermarking bits 
are few. 
 
C. QPT Algorithm 

This algorithm is an improved algorithm based on QP 
algorithm by william zhu and clark Thomborson. The 
difference between QPT and QP’s looping mode N to 
sort is that: the sorting relationship of QPT algorithm is 
v1<v2<v3…<vn(ie,1<2<3…n).The nearest vertex vj and 
the second nearest vertex vk to vertex vi in QPT 
algorithm satisfy the relationship of i<j<k<n and the 
three vertices having the same color. 

The method of change_color(GW,v1) represents 
changing the color of vertex v1 and the new color are 
different from the current color and the adjacent vertex’s 
color. 
 

III. THE SECOND TIME COLORING ALGORITJM 
After summing up the algorithms above, a new 

algorithm(STC) is proposed. The idea of this algorithm is: 
each vertex vi in the conflicting graph G  corresponds to 
embedded watermarking information of bit wi. For 
instance, vertex v1 corresponds to the first bit and vertex 
v2 corresponds to the second bit, and so on. When the 
embedded watermarking bit wi is 0, the second time 
coloring should be made to a vertex whose color value is 
minimum and different from the current color value of vi 
and the color values of vertices adjacent to vi. When 
extracting the watermarking, only the colors of 
corresponding vertex vi to graph G and graph GW are 
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needed. If colors are different, the bit of the extracted 
watermarking bit wi is 0, otherwise the bit of extracted 
watermarking bit wi is 1.In the figure 3, the embedded 
watermarking w=101100, the graph coloring algorithm 
ac is used. when the watermarking is not embedded, the 
coloring set of vertices is ac; after the watermarking 
being embedded, the coloring set of vertices is bc. Table 
1 shows the contrasts of colors of vertices before and 
after watermarking embedded.  

 
Figure 3: Graph of STC 

 The contrasting table of each vertex colored in G and 
Gw before and after  

Table 1: Table of colors of vertices 
vertices V1 V2 V3 V4 V5 V6 
ac（G） 1 2 3 1 2 4 
bc(Gw) 1 5 3 1 4 2 

bit 1 0 1 1 1 0 
 

A. Embedding Algorithm 
Graph STC(Graph G,bitset W=w1w2…wk) 

{  
 set ac={ c[i],c[2],c[3]…,c[n] }，nc; 
   int v1,v2,I,j,cval; 
 if(k>n) ｛ 
   printf(“Embedding fail!”); 
   return 0; } 
 ac=GC(G)   
 Graphic Gw=G(V,E); 
 for(i=1;i<=k;++i) ｛ 
  if(w[i]==0) 
  ｛ nc=get_connect_colors(Gw,v[i]); 
   cval=min（ac-{ c[i] }-gc）; 
   if(cval==NULL)   cval=max(ac)+1; 
   c[i]=cval; } 
 ｝ 
 return Gw; 
} 
 
B. Extraction Algorithm 
bitset STC_extract(Graphic Gw,Graphic G) 
{ int v1,v2,i,j; 
 set ac={ c[i],c[2],c[3]…,c[n] }，
bc={ b[1],b[2]…,b[n] } 
 bitset W=w[1]w[2]…w[k]; 
 ac=get_colors(G); 
 bc=get_colors(Gw); 
 for(i=1;i<=k;++i) { 
  if(c[i]==b[i]) 
   w[i]=1; 
  else 
   w[i]=0; 
  } 
 return W; 

｝ 
 

IV. PERFORMANCE AND EVALUATION 
We illustrate the software watermarking based on 

register allocation in the following four aspects of 
features. 

A. Concealment 
The technology of software watermarking based on 

register allocation just dynamically change the scheme of 
register allocation, without adding any extra code in the 
program. So, except the approaches of semantic analysis, 
it is difficult to be found by attackers. And the system 
costs much by this analysis way. 

  
B.Data rate  
QP, QPS, and QPT all embed watermarking by adding 

a specific way, while the STC algorithm has no such 
restriction. In the case of the degree of conflicting graph 
being large, the edges can be added and meet the 
requirement are less. Compared with the other three 
algorithms, STC algorithm has a higher data rate. 
Especially the QPS algorithm has the additional 
constraints, so its data rate is the lowest. 

 
C. The reliability 
The reliability is a feature to ensure the software 

copyright information to be verified. Therefore, it is 
required that the embedded watermarking can be 
correctly extracted after embedding watermarking. 
Through the previous analysis, QP watermarking 
extraction algorithm is not reliable .QPS and QPT 
algorithms can extract the watermarking very well, but 
the system costs much. The STC extraction algorithm is 
very simple. Just by comparing the colors of vertices 
before and after embedding the watermarking, the correct 
watermark can be extracted. 

 
D. Efficiency 
Comparing the four algorithms, QPS algorithm adds 

more restrictions on the vertices when embedding and 
extracting watermarking, so it has lowest efficiency. STC 
algorithm doesn’t relate to the operations of edges when 
embedding and extracting watermarking. It is just simply 
changing some vertices’ colors. When extracting 
watermarking, it only compares the colors of vertices. 
Therefore, it has high  efficiency . 

 
V. CONCLUSION 

Through the above discussions, the following 
conclusions are advanced: 

A. Usually, embedded watermarking in QP algorithm 
can not be extracted. Extracted watermarking in QP 
algorithm may also be incorrect. 

B. QPS algorithm has been improved based on the QP 
algorithm and can correctly extract the watermarking. 
However, it is at the expense of lowing efficiency and 
reducing the amount of information of watermarking. 

C. QPI algorithm based on QP algorithm and QPS 
algorithm has been improved greatly and its efficiency 
has been increased, but it should add edges. 
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D. STC algorithm is very simple in embedding and 
extracting watermarking. It has high efficiency. 
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Abstract—There are much more researches on the recognition 
of the cracks on the distress pavement, but the research on the 
potholes is relatively less. In this paper, Texture measure based 
on the histogram is extracted as the features of the image 
region, and the non-linear support vector machine is built up 
to identify whether a target region is a pothole. Based on this, 
an algorithm for recognizing the potholes of the pavement is 
proposed. The experimental results show that the algorithm 
can achieve a high recognition rate. 

Keywords: Pavement Potholes, Support Vector Machine 
(SVM), image recognition 

I.  INTRODUCTION  
In recent years, the detection for pavement defect by 

image processing [1, 2] is becoming a key technology of 
road pavement detection and has been paid a growing 
attention. The reason is that this method is an off-line 
operation which has a little impact to the traffic, and the 
operator’s safety can also be protected. The pavement defect 
detection system generally consists of image acquisition, 
image pre-processing, defect detection, defect classification 
and measurements which aim to provide valuable 
information on the condition of a road network. In this paper 
the authors wish to concentrate only on techniques of defect 
classification which is important for the latter measurement. 
Defect classification is to classify the defect targets obtained 
by image segmentation. Generally speaking, pavement 
defect includes of longitudinal cracks, transversal cracks, 
alligator cracks and potholes.  

At present, the research on the recognition for the cracks 
has obtained much more achievement. In [3], the authors 
proposed a road crack extraction algorithm based on wavelet 
transform which extracted linear features effectively. In [4], 
the crack region is obtained through the image segmentation 
based on the Otsu method and mutual information and the 
area and perimeter of the defect region is calculated 
according to the contour tracking principle. In[5], the authors 
use projection and the correlation coefficients for 
discrimination on the defect targets which was segmented 
based on the grey variance. All of the above methods are 
focusing on the recognition for the cracks and are not well 
when used for recognition of the potholes.  

In this paper a recognition method is proposed for 
distinguish potholes from longitudinal cracks, transversal 
cracks, alligator crack and other pavement defects which are 
segmented by using partial differential equations (PDE) 

models. The new method uses the non-linear support vector 
machine to identify whether the internal area of a defect 
target is a pothole. The experimental results show that the 
algorithm can achieve a high recognition rate. 

The paper is organized as follows. First the defect objects 
obtained by using PDE segmentation are described and some 
features are selected for recognition. Then, the recognition 
algorithm is given which includes of the image feature 
extraction and the support vector machine training and 
recognition; finally the experimental result is presented and 
the conclusions are given. 

II.  THE DESCRIPTION OF THE DEFECT IMAGE SEGMENTED 
BASED PDE 

Image segmentation methods based on the Partial 
differential equation (PDE) model has become an important 
technology because this kind of methods can get closed one-
pixel-width edge lines which cannot be obtained by using the 
traditional boundary-based detection and the segmentation 
based on the region extraction.  

The image segmentation method based on PDE use the 
local boundary information of the image, the statistics 
information of the image region, and the characteristics of 
regional homogeneity to carry on the image global 
segmentation, which can get satisfactory results.  Segmented 
images have the following advantages: 

• The boundary of the processed image that can reach 
sub-pixel precision; 

• It uses the smooth closed curve represent the object 
boundary; 

• It plays an important role to analysis and recognizes 
the shape of the object. 

The Fig.1 is the experimental results that take advantage 
of variation level set model to segment the pavement defect 
image [6]. 
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(c) Alligator crack         (d) Segmented image of (c) 

  
(e) Pothole           (f) Segmented image of (e)  

  
(g) Packages and trenches     (h) Segmented image of (g)  

Figure 1. The segmented  results of the pavement distress  images 

III. FEATURE EXTRACTION AND SVM TRAINING   
Observing the segmented image above, we can find that 

the potholes have the following features: there must be a sink 
piece in a potholes region, so that there is a granular section 
between the border and the sink piece whose texture is very 
different from other pavements. The method proposed in this 
paper aims to recognize the granular section and then find 
out the potholes.  

As the high accuracy of the modeling capabilities for the 
boundary decision-making based on the non-linear SVM, 
and compared with other models, it is not easy to over-
fitting, in this paper non-linear SVM is chosen as the 
classification tool. 

The following subsections will give the details of feature 
extraction and SVM training. 

A.  Feature Extraction  
Determine whether a region belongs to potholes section 

is a key problem in potholes recognition. As the segmented 
connected region is a homogeneous region, that is, the 
variance of pixels in different regions is different, and the 

gray value of the pixels in the same region is more 
consistent. So the global characteristics of a region may be 
more suitable as an eigenvector for the recognition of the 
region. And due to the special texture of the potholes section, 
in this paper the texture feature is also chosen as one region 
characteristic. So an eigenvector includes of average grey 
value, contrast, 3-order moments, consistency and entropy.  

In this paper a total of 80 pieces of images with size of  
64×64 are chosen as experimental samples. Some of them 
are shown in Fig. 2. The type of the selected image samples 
include of potholes, cracks, alligator crack, normal 
pavements and pavements with small stones. In this paper, a 
two-class partition is used to distinguish the potholes from 
the others. 

The samples are transformed to grey-scale images and 
the eigenvalues of each grey-scale image is calculated. Table 
1 is the eigenvalues of the first column images in Fig. 2. 

TABLE I.  CHARACTERISTIC VALUES OF SOME GREY-SCALE IMAGES 

Average Grey 
Level Contrast 3-Order 

Moments Consistency Entropy 

64.3975 23.0546 0.1203 0.0130 6.4594 
59.5491 18.7682 -0.0306 0.0203 6.0723 
101.0396 14.9270 -0.0554 0.0234 5.7334 
64.1602 5.6603 0.0005 0.0683 4.3301 
 
Observing the eigenvalues, we can find that only the 

values of the average grey level are between 60 and 100, 
while the rest items are relatively very small. The latter SVM 
training and recognition is benefit from a normalization 
process. In this paper every item of the eigenvector is 
normalized to the range [1, 10] with maximum and minimum 
normalization. The normalization results of Table 1 are 
shown in Table 2. 

TABLE II.  NORMALIZATION OF THE CHARACTERISTIC VALUES 

Average Grey-
Scale Contrast 3-Order 

Moments Consistency Entropy 

2.3451 2.0068 1.8192 1.8183 1.8710 
2.3054 1.9717 1.8179 1.8183 1.8679 
2.3431 1.8645 1.8182 1.8187 1.8536 
2.6449 1.9403 1.8177 1.8184 1.8651 

B. The Process of the SVM Training and Test 
The purpose of the algorithm is to recognize the potholes 

targets from the pavement defect images, which can be 
implemented through recognizing 2 classes based on the 
SVM. The kernel function is Gaussian radial basis function.  

In the experiment, 50 pieces of images are chosen as 
training samples and the other 30 pieces are used as testing 
samples.  

The experimental results show that after the training of 
the normalized data by SVM, the models we set up could 
correctly recognize the class of the 30 test image samples. 
Fig. 3 shows some examples of 30 test images which are 
recognized correctly.   
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Class 1                  Class 2                Class 2                 Class 2     

Figure 2.  Some of the samples 

Figure 3. The recognition result of test images. 

IV. THE RECOGNITION ALGORITHM BASED ON SVM 
To find the pothole in the segmented image based on 

PDE, as shown in figure 1, the detail recognition algorithm 
based on SVM is described as following: 

• Find a closed curves L1 enclosed by red pixel, the 
connected region enclosed is R; 

• Find the closed curve L2 that is nearest to the 
external borders in R; Let L2 and L1 form a 
connected region R1; if L2 does not exist, then the 
interior region of L1 is homogeneous, for example, it 
is filled by water, then the connected region within R 
is denoted by R1; 

• Obtain the pixels of R1; extract the features of R1 
and discriminate whether it is a potholes section by 
using SVM. If so, the region surrounded by the 
external curve is a pothole area. 

The curves and the regions related to the algorithm are 
depicted in Fig. 4. In the algorithm, the key step is to find the 
connected regions R1, extract out all the pixels of R1, find 
the Eigen value and normalized it to the range [1, 10]. 
Because of the normalization, the algorithm will not be 
affected by the sample that has less than 64×64 pixels.  

Further, through the regional shape discrimination (such 
as the square of the perimeter divided by the area to 
discriminate the difference from the circular), some cracking 
similar to the pothole can be ruled out. 

As an example, the images in Fig. 1 are classified. The 
first 3 images can correctly be identified, but the last one has 
a recognition error. 

Figure 4. The relationships of curves and regions in the algorithm 

V. CONCLUSIONS 
In this paper, on the basis of pavement defect image 

segmented, proposed an algorithm to identify a connected 
region, and discriminate whether it is a pothole, we can draw 
the following conclusions: 

• The significantly difference between the pothole 
region and the others is that the nearest region to the 
pothole edge, which is generally sink, that is, 
the section perpendicular to the ground or out of the 
vertical. Experimental results show that a connected 
homogeneous region can be identified whether it is 
concave by this region. 

• Using image texture features including the average 
grey scale, contrast, 3-order moments, consistency 
and entropy as an eigenvector for the target region, 
and using the model established by training from the 
non-linear SVM, the algorithm achieves a 
satisfactory result for the pothole recognition. 

• Further, when the pothole region is removed from 
the original image, the remaining connected regions 
will only contain such as cracking or Lung package, 
and there are much more research on the recognition 
of cracking and lung package. So that the 
location and recognition for the pavement defect 
has been done and the further investigation of 
pavement defect is easy. 

There are some complicated cases, for example, in the 
image (g) in Fig. 1, the pothole was polluted by mud, 
resulted in the depression become relatively flat and with no 
grainy section. As a result, the training model cannot 
correctly identify the defect classes. In this case, there must 
increase the diversity of training samples, using more 
features to training set for correct recognition. In addition, 
for images with uneven illumination, or that is not well 
segmented, there will need further studies. In the future some 
image processing methods may be used, such as discarding 
small size of the connected region, taking the shape of the 
region as a feature, and so on. Finally, finding the intact area 
of the pothole defect will be reserved for future work to 
complete. 
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Abstract: The paper introduced recursive algorithm of fractal 
graphics, put forward fractal graphics parallel algorithm. 
Analyzing recursive algorithmic time complexity and speedup 
rate of the parallel algorithm. The experimental results of PC 
cluster show that the theoretical analysis and the experimental 
results of fractal graphics  parallel algorithm are consistency 
with a marked speedup rate. 

Keywords: Fractal Graphics; Recursive Algorithm; Parallel 
Algorithm; Complexity Analysis ; Speedup rate 

 

1.  INTRODUCTION 

EUCLIDEAN geometry study on the rules of graphics, 
the line and surface of graphics are continuous and smooth. 
However, many forms of nature are not the rule, and even 
fragmented. In order to study the nature of non-rule 
geometric objects, Mandelbrot created fractal geometry. 
Fractal theory is a main branch of nonlinear science.  In the 
natural sciences, even in the economic and social activities, 
Fractal theories have a wide range of applications. Fractal 
algorithm and a combination of computer graphics, can 
simulate the natural scene, depicting a very beautiful 
graphics, a complex structure and complexity of the shape of 
texture, resulting in material form and realistic visual effects 
[1], to promote the development of fractal science, driven a 
lot of old newborn subjects, computer draw 
MANDROBERT graphics set and Julia sets, showing that 
they are complex structures, making complex function has 
made great academic progress [2]. Therefore, the fractal 
algorithm is of great significance. To this end, we based on 
the fractal map "self-similarity" theory, fractal images from 
the local and the overall similarity, the use of parallel and 
sub-rule double technical strategy, design fractal images of 
parallel algorithms, fractal images on the complexity of 
analysis, and in PC cluster environment for checking 
algorithm had been the desired results. 

 
2. RECURSIVE ALGORITHM OF FRACTAL GRAPHICS  

Recursion algorithm is design to resolve problems by 
decompose the big problem into small problem, after the 
small problems are solve, it get the final answer by back-  
-------------------------------------------------------------------------- 
Supported by National Natural Science Foundation of China (60864001), 
Guangxi Natural Science Foundation Program (0991105), Department of 
Education of Guangxi Zhuang Autonomous Region (200911MS144) 

track algorithm.  The self similarity and repeat operation on 
graphics and continuous thinning the problem of the fractal 
are consistent with the recursive algorithm. 

For example [3], The Cantor ternary set is created by 
repeatedly deleting the open middle thirds of a set of line 
segments. One starts by deleting the open middle third 
(1/3, 2/3) from the interval [0, 1], leaving two line segments: 
[0, 1/3]  [2/3,∪  1]. Next, the open middle third of each of 
these remaining segments is deleted, leaving four line 
segments: [0, 1/9]  [2/9,∪  1/3]  [2/3,∪  7/9]  [8/9,∪  1]. 
This process is continued ad infinitum. The Cantor ternary 
set contains all points in the interval [0, 1] that are not 
deleted at any step in this infinite process. 

The pseudo code of Recursive algorithm of Cantor set 
are shown as following: 
Cantor (n) 
           { 
             …………… 
             Cantor (n/3); // call recursion 
             Cantor (n/3); // call recursion 

            } 
Its Fractal Graphics are shown in figure 1. In addition, there 
also have the others Recursive algorithm such as Koch 
Curves and SIERPINSKI gasket etc., computing by the 
computer, it will obtain various Curves and Graphics. The 
Fractal Graphics of SIERPINSKI gasket is shown in figure 
2. 

 

 

 

 

 

Figure 1.  The Fractal Graphics of Cantor set 

 

 

 

 
 

Figure2. The Fractal Graphics of SIERPINSKI gasket 
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We found the number of the direct Recursive function is 

equal to the number of the set-question it be divided by 
analysis those Fractal Graphics of the Recursive algorithm. 
So, we conclude these Recursive algorithms into a simple 
form as following: 

 ( ){ * ( ); }; (1.1)
n

f n a f b      

In the function (1.1), n is the scale of the problem, which 
will be divided into n/b small questions whose scale is a.  So 
in Recursive function  of the Cantor ternary set, the 
parameters of call direction are n=1,a=2 and b=3, 
respectively; the parameters of Koch curve are: n is constant,  
a=4 and b=3, respectively, the parameters of SIERPINSKI 
gasket are n=1,a=3 and b=2. 

 
3. FRACTAL GRAPHICS  PARALLEL DESIGN 

It is very difficult to make the code of Recursive 
algorithm of the Cantor set in parallel directly. We resolve it 
by beginning with the description of the question, and then 
make the Parallel Design. We firstly make Parallel Design of 
Cantor set, and then make the derivation of the analogous 
problems, and finally we provided the method of the Fractal 
Graphics Parallel Design. The Cantor ternary set is equal 
devised the line into three segments, and then deleting the 
middle third of a set of line segments, and then remain two 
equal segments, each segment repeat the operation. Each 
division should produce two equal segments according to the 
divided tactics, and then diveide the two equal ramainers, 
they shoud provide another two equal segments, repeat the 
operation step by step, finally it should form a binary tree. 

 

 
Figure3.  Divide the line forming the graphs 

 
3.1 Carrying Out the Parallel Design  

There only one node can be accessed in the binary tree 
during the realizing sequential; and in the realinzing parallel, 
it can assign one processor for each node in the tree. If 
dividing the the task into 2n set-tasks, it will need 2n+1-1 
processors. If the Fractal Graphics adopt the latter method, 
each processor should only at activity in the certain layer of 
the tree; the efficiency of the Parallel algorithm is lowly. So, 
we design another more effectual parallel method which 
respective using the processor of the each layer of the tree, 
each processor retain half of the data of itself in each step 
(the value of the coordinate of one line), another half data 
(the value of the coordinate of another line) should be sent 
to the another processor, for conveniently, suppose the 
parallel nodes are 8, such as the figure 3 showing. 

The parallel algorithm of the Cantor set is: 
Input: input the two value of coordinate (ax, ay), (bx, by) 
randomly in the master node; 
Output: display the fractal graphics of the Cantor ternary set 
in the master node. 
Begin: 
Node of the master p0:  

(1) Equal dividing the line into three segments, after 
the division, two equal line should be gotten, determine the 
two value of the coordinate, sent the two value of the 
coordinate of one line to node pn/2; remain the data of 
another line for itself, and equal dividing this line, and then 
seek out the endpoint coordinate of those two lines, sent the 
two value of the endpoint coordinate of one line to node pn/4; 
repeating the operation one by one,  the order of the sending 
line should be: pn/8, pn/2

i-1,…, p4, p2 ( it is the layer of the  
binary tree. After the endpoint coordinate send to the p1, the 
data of p0 finish sending. 

(2) Receive the value of the endpoint coordinate which 
send back by node p2, p4 ,…, pn/8, pn/4, pn/2 and draw the 
corresponding line, finish running. 
Calculate of the set-tree Dexter: 
Node pn/2:  

(1) Receive the value of the endpoint coordinate which 
send by node p0; 

 (2) Equal dividing the line into three segments, after 
the division, two equal line should be gotten, determine the 
two value of the coordinate, sent the value of the coordinate 
of one line to node p3n/4; remain the data of another line for 
itself, repeating the operation, send the two endpoint 
coordinate to node , ( = 4, 5, ..., log )-2 2(2 +1)

-12

p i ni n
i

⎢ ⎥
⎢ ⎥⎣ ⎦  in turn; 

when it send to the node
log -2

2(2 +1)

log -1
22

p
n

n

n

⎢ ⎥
⎢ ⎥⎣ ⎦

⎢ ⎥
⎢ ⎥⎣ ⎦

, the sending 

finish. 
(3) Receive the value of the endpoint coordinate 

which send by node p3n/4, and send it to the node P0. 
Node p3n/4: 

 (1) Receive the value of the endpoint coordinate which 
send by node p3n/4; 

 (2) Equal dividing the line into three segments, after 
the division, two equal line should be gotten, determine the 
two value of the coordinate, sent the value of the coordinate 
of one line to node p7n/8; remain the data of another line for 
itself, repeating the operation, send the two endpoint 
coordinate to node , ( = 5, ..., log )2( -2) 2(2 -1)

-12

p i ni n
i

⎢ ⎥
⎢ ⎥⎣ ⎦  in turn; 

when it send to the node
2( log -2)

2(2 -1)

log -1
22

p
n

n

n

⎢ ⎥
⎢ ⎥⎣ ⎦

⎢ ⎥
⎢ ⎥⎣ ⎦

, the 

sending finish. 
(3) Receive the value of the endpoint coordinate which 

send by node p7n/8, and send it to the node pn/2. 
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Calculate in turn, when the length of the line satisfies 
the requirement, stop the data sending. Instead send out the 
requirement value of the endpoint coordinate of reverse 
direction. 

Calculate of the set-tree sinister: The calculated of p0 
have been described above, we should not repeat describe 
here. 

Node pn/4: 
(1) Receive the value of the endpoint coordinate 

which send by node p0; 
(2) Equal dividing the line into three segments, after 

the division, two equal line should be gotten, determine the 
two value of the coordinate, sent the value of the coordinate 
of one line to node p3n/8; remain the data of another line for 
itself, repeating the operation, send the two endpoint 
coordinate to nod , (i = 5, ..., log )(2 -3) 2

-12

p ni n
i

⎢ ⎥
⎢ ⎥⎣ ⎦  in turn; when it 

send to the node
(2 log -3)2

log -1
22

p
n n

n

⎢ ⎥⎣ ⎦
⎢ ⎥
⎢ ⎥⎣ ⎦

, the sending finish. 

(3) Receive the value of the endpoint coordinate 
which send by node p3n/8, and send it to the node p0. 

Node pn/8: 
(1) Receive the value of the endpoint coordinate which 

send by node p0; 
 (2) Equal dividing the line into three segments, after 

the division, two equal line should be gotten, determine the 
two value of the coordinate, sent the value of the coordinate 
of one line to node p3n/16; remain the data of another line for 
itself, repeating the operation, send the two endpoint 
coordinate to node , ( = 5, ..., log )(2 -5) 2

i-12

p i ni n
⎢ ⎥
⎢ ⎥⎣ ⎦  in turn; when it 

send to the node
(2 log -5)2

log -1
22

p
n n

n

⎢ ⎥⎣ ⎦
⎢ ⎥
⎢ ⎥⎣ ⎦

, the sending finish. 

(3) Receive the value of the endpoint coordinate 
which send by node p3n/16, and send it to the node p0. 

Calculate in turn, when the length of the line satisfies 
the requirement, stop the data sending. Instead send out the 
requirement value of the endpoint coordinate of reverse 
direction. 

End. 
The algorithm in the design process, taking into 

account the separate division of the length of the final map 
is the same, the termination node to send data down the 
same conditions, so the algorithm in the implementation 
process, the following three situations may occur: 

(1) If ( < log + 1)2i i n⎢ ⎥
⎢ ⎥⎣ ⎦ layer division of the node meets the 

conditions of the other nodes with the same level into the 
conditions to meet the requirements of the termination of the 
division of the node layer, reverse transmission of data. At 
this time, odd-numbered nodes and the first i layers below 
even numbered nodes are not involved in the calculation 
involved in calculating the numbers are even-numbered 

node, the node number with the binary tree the first node i 
number of the same layer, A total of 2 - 1

i nodes. 
(2) If log + 12n⎢ ⎥

⎢ ⎥⎣ ⎦  level binary tree (that is, the bottom) 
nodes to meet the conditions of the division, the division of 
layer termination node, reverse transmission of data. This 
case all n nodes are involved in the calculation.  

(3) If n nodes are involved in the calculation, and data 
to the bottom, he still does not meet the requirements of 
division. Then the calculation of n nodes must be based on 
length L

log +122
n⎢ ⎥

⎣ ⎦
of line to continue the calculation. At this 

point, all nodes calculate their own serial. When the division 
to meet the requirements, each will send all the results 
reverse. 

 
3.2 Discussion of the Other Fractal Graphics Parallel 
Algorithm 

The parallel algorithm of the Cantor set which described 
above is sued the method of two-direction divided tactics, 
but the other fractal graphic’s parallel algorithms are also 
disciplinary, the division of them can be concluded into 
generating three set-questions, or four set-questions, or eight 
set-questions. For example, in the fractal graphics of 
SIERPINSKI gasket, after dividing, it form three set-
questions; in the fractal graphics of Koch curve, after 
dividing, it form four set-questions;  in the  carpet  fractal 
graphics of SIERPINSKI, after dividing, it form tight set-
questions. The parallel algorithm of those fractal graphics 
can use the M-road divided tactics to design [5]. It will form 
ternary tree, quad tree and Octree correspondingly. For 
example, if use the four-road divided tactics with 16 nodes, 
the corresponding quad tree and the distribution of nodes are 
shown in figure 4.  The algorithm design as: node 0p  also 
the master node, after dividing the lines, form four segments, 
remain one for itself, the others are sent to 

, ,4 8 12p p p respectively, each node also remain some data for 
themselves, and send the data to three other of the next layer, 
repeat the operation above, when the division agree with the 
requirement, send back the result of the calculate in reverse 
direction. The other design methods are similar of the 
parallel algorithm of the Cantor set. 

 
4. ALGORITHM ANALYSES 

4.1 Recursive Algorithm Of Fractal Graphics Analysis  
From the recursive formula of fractal graphics (1.1), 

we can see, its recursive equation of time complexity: 
T(1)=1, =1

T( )=aT( )+D( ), >1b

n
nn n n

⎧⎪
⎨
⎪⎩

                             (3.1) 

Which n is the scale of the problem that was the 
original division of the lengths of line segment, T (n/b) was 
line segment divided into b sub every time. A was expressed 
that after the partition numbers of the sub-problems. 
According to the division of Cantor set, by the formula (3.1) 
derived from its recursive equation of time complexity is:  

T( ) = 2T( ) + c3
nn , In which C is a numerical constant smaller 

(3.2) 
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Solving 3.2 equation, the time complexity  of  Cantor set 

is 
log 23T( ) = + cn n n ,so ,time complexity is O( )n .Empathy, 

the recursive equation of  SIERPINSKI gasket is: 
T( ) = 3T( ) + c2

nn ,it’s time complexity  is 
log 3 1.592O( ) = O( )n n ;The time complexity of the Koch curve 

is 2O( )n . 
 

4.2 Parallel Algorithm Analysis 
Parallel algorithm is asynchronous parallel 

computation, each node can carry out asynchronous , 
Taking into account the number of parallel clusters are often 
less than the scale of the problem, The third case of parallel 
algorithm for the more common, the second case is the first 
of the special circumstances of the case, is also included in 
the third case, therefore, our parallel algorithm for the case 
of the first and third analysis The third case of parallel 
algorithm for the more common, the second case is the first 
of the special circumstances of the case, is also included in 
the third case, therefore, our parallel algorithm for the case 
of the third analysis： 

(1)Computing Time: 
L2(log ( ))2 log +12c*22( log +1)+2

nn n
⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦  

(2)Total communication time: 
-1 L= + =2( L +log (1+(log ( )))com com1 com2 data 2 2 datalog +12c*2

nt t t t n t
nn ⎢ ⎥⎣ ⎦

 

(3) The total parallel execution time: 
L2(log ( ))2 log +12c*2=2( log +1)+ +p 2

nt n n
⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦  

   
-1 L2( L + log (1 + (log ( )))data 2 2 datalog +12c*2

n
t n tnn ⎢ ⎥⎣ ⎦

 

(4) Speedup rate: 

L2(log ( ))2 log +12c*22( log +1)+2

n

n
n n

+
⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦

-1 L2( L +log (1+(log ( )))data 2 2 datalog +12c*2

n
n t n t
n n⎢ ⎥⎣ ⎦

 

As the above analysis, if we only consider the calculation, 
the parallel algorithm very small step. For example, if the 
serial calculation need 100 steps, the parallel algorithm needs 
only 14, with the scale increasing, the advantages of parallel 
algorithms will become more prominent. 

 
5. NUMERICAL VALUE TEST 

Fractal graphics procedures of Cantor set and 
SIERPINSKI gasket were programmed with C on 
CPU2.5GHz, RAM256M PC. The Segment of Cantor set is 
9cm, the side of SIERPINSKI gasket is 4cm.It was recursive 
n times. G expresses the name of Fractal graphics. The 
recursive algorithm of the fractal graphics run time, as shown 
in table 1. 

 
6.CONCLUSION 

At present, to simulate plant growth for biological 
content of the study of fractals fractal theory has become a   

TABLE 1 THE RECURSIVE ALGORITHM  OF THE FRACTAL GRAPHICS 
RUNNING TIMES 

 Run times(second) G 
n Cantor set SIERPINSKI  

20 101.589124 213.017153 
25 621.256378 973.478014 
30 4102.13801 5372.16872 

 

TABLE 2 THE PARALLEL ALGORITHM OF THE FRACTAL GRAPHICS RUNNING 
TIMES 

Run times(second)  
Cantor set SIERPINSKI  

G(p)  
 

n 4 8 4 8 

20 16.051631 12.144063 38.407568 33.646327

25 113.013903 85.183714 185.237410 163.25322

30 689.031234 566.74239 897.63017 793.64129
 

new research and development [5]. In flower production, 
design and production, three-dimensional animation, the 
game produced the generation of virtual scenes, movies, film 
and television production, landscape planning and design life 
of the community, children's education to enlighten the 
development of complex software fractal images generated 
in the production, sub - shaped graph algorithm speed will 
play a decisive role. The complexity of parallel algorithms 
used to generate fractal images will become the focus of our 
next study. 
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Abstract—An algorithm of fast texture synthesis by block tiling 
is proposed after summarizing several related algorithms. This 
approach uses displacement technology based on correlation to 
get the mapping addresses of synthesized blocks in the sample 
image and integrates the method of searching feasible blocks 
along a spiral path. In the process, boundary matching 
algorithm is adopted to find the optimal matching block which 
meets the threshold, then continues this process in a recursive 
manner until the synthesizing image is fully filled. 
Experimental results show that this algorithm has achieved 
better desired effect and used much less time when dealing 
with the random texture and the structural texture compared 
with the previous algorithms. 

Keywords- texture synthesis; correlation; block tiling 

I.  INTRODUCTION  
Texture synthesis has become hot research in 

Photorealistic Rendering (PR), particularly in the areas of 
Computer Graphics (CG), Computer Virtual Reality (CVR) 
and Image Processing (IP) since its inception. 

Texture synthesis technology has experienced three 
stages: Texture Mapping (TM), Procedural Texture 
Synthesis (PTS) and Texture Synthesis from Samples 
(TSFS). TM is one of the common techniques in PR which 
uses texture to express the details of geometry and 
luminosity, it improves rendering quality and reduces 
modeling complexity. However, TM can only get spatial 
mapping parameters in one-to-one manner and the texture 
surface may have deformation, distortion, seam-aliasing and 
other undesired phenomena. PTS can solve these problems 
brought by TM, it directly synthesizes texture on the surface 
by the simulation of physical generation process, but this 
method must debug parameters and test them repeatedly 
when dealing with different textures, even sometimes these 
parameters can not be obtained rightly. TSFS is one of the 
new texture synthesis techniques in recent years. It obtains 
texture feature data by sampling to establish mathematical 
models and optimizes these models as tools to synthesize 
texture. Former algorithms used point-based method [1, 2, 3, 
7, 10] to achieve good results for random texture, but 
brought poor effect for structural texture and wasted long 
time. Using block-based method [4, 5, 6, 8, 9] can ensure the 
structural integrity of texel in a certain extent and the 
synthesis efficiency has also been greatly improved. 

 This algorithm synthesizes two-dimensional textures 
with the methods of L-shaped neighborhood search and 

spiral search based on MRF model which has achieved 
desired results. 

II. RELATED WORK 

A. Correlation-based texture synthesis 
Ashikhmin [3] used the correlation principle to confine 

L-shaped neighborhood around the current point and found 
the mapping addresses of the neighborhood’s points in the 
input texture, then offset coordinates to get a candidate set 
of sample points. Take the lower left point as the image 
coordinate system’s origin. In Fig.1(b), P is a point to be 
synthesized, take point A in the upper left corner of P as an 
example, A is a synthesized point, A' is the original position 
of A in the sample image, the distance in the horizontal 
direction between P and A is 1 and in the vertical direction 
is -1,that is P=A+(1,-1),so the position of A'' can be 
calculated by A'+(1,-1),other points’ positions in the sample 
image can be calculated like this method. In Fig.1 (a), the 
gray points indicate the original ones in the L-shaped 
neighborhood of P, the black points are the candidate ones 
through displacement. In the end, calculate the L-shaped 
neighborhood’s errors between the candidate points and P 
separately, then choose the optimal one which has the 
minimum error to output. 

B. Block tiling 
Liang [5] adopted block-based approach to select the 

best matching block from the sample image by calculating 
the block boundary errors, all the search and synthesis 
processes are in the scan-line order. In Fig.2, WE is the 
length of the overlap region, WB is the width of left block 
region, gray area is the synthesized part, white block is the 
feasible matching one from input. All the process can be 
divided into the following three steps: 

1)  In Fig.2 (b), compare the vertical boundaries of two 
adjacent blocks when synthesizing the rows; 

2)  In Fig.2 (c), compare the horizontal boundaries of two 
adjacent blocks when synthesizing  the columns; 

3)  In Fig.2 (d), compare the vertical boundaries of the 
horizontal two adjacent blocks and the horizontal 
boundaries of the vertical two adjacent blocks when 
synthesizing the left part. 

C. Spiral search 
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According to the statistical theory, adjacent parts of 

image have continuity and similarity in a certain area, so in 
texture synthesis searching outward along a spiral path from 
the last synthesized patch will have higher efficiency than 
the scan-line search. The specific process is shown in Fig.3, 
Xu [7] used point-based method for texture synthesis, the 
gray part is the location of synthesized point in the sample 
image, and the spiral search is in clockwise direction. 

 

III. TILE CONSTRUCTION 
Traditionally scan-line search and point-based texture 

synthesis can not bring high synthetic efficiency, so we 
adopt block-based approach in this article. We use texture 
correlation to get blocks from the L-shaped neighborhood of 
synthesized block (Fig.4) by displacement and integrate the 
method of spiral search (Fig.5). In the end, the synthesis 
efficiency has been greatly enhanced. 

A. Algorithm overview 
Generally, the key technique of TSFS is local texture 

similarity matching, this can be divided into similarity 
measurement and neighborhood’s search. Our algorithm 
fully uses the characteristics of correlation, combines the L-
shaped neighborhood’s search with the spiral search. In the 
searching process, it is not necessary to traverse the entire 
sample image every time and no longer needs to search from 
the zero coordinate when re-synthesizing block, but search in 
the neighborhood of previous synthesized block until finding 
the best matching one. Thus the entire search process is more 
flexible and the efficiency of synthesis is accelerated. The 
core of the algorithm is the selection of optimal block, there 
are three cases as follows: 

1) Use the Ashikhmin’s algorithm [3] to get four blocks 
by offsetting the synthesized blocks in the L-shaped 
neighborhood of the current synthesizing block, match each 
boundary error with the current block respectively. If find 
an eligible block, stop the matching process and return the 
block‘s address, then go on synthesizing the next block;  

2) If there is no matching block in the L-shaped 
neighborhood, focus on the previous synthesized block and 
find its original address in the input image, then search 
along a spiral path from this location and calculate each 
boundary error block by block. If find a block meets the 
threshold, stop the search process and return this block as 
the best matching one; 

3) Record the minimum error in each calculation step 
during the spiral search. If there is no feasible block in the 
entire spiral search, take the block which has the minimum 
error as the best matching one to output. 

B. Block selection 
Use the method based on correlation to select the left 

block, the lower-left block, the under block and lower-right 
block from the current synthesizing one, then calculate the 
boundary error respectively to get the optimal one. In Fig.4,  

Figure 3.  Spiral search. 

● 

(a) (b) 

(c) (d) 

Figure 2.  Block tiling. 
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Figure 1.  Point displacement based on correlation. 
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the mousy patch is the block to be synthesized, the grayish 
area is the synthesized part, the dashed lines indicate the 
overlaps of the two adjacent blocks. Take the coordinate of 
the lower-left corner as the block’s address. In Fig.4 (b), set 
P as the address of the current block to be synthesized, A is 
the address of the synthesized block in the lower-right 
corner, A' is the mapping address of A in the sample image, 
use displacement to get the candidate block A'' (the mousy 
block in Fig.4 (a)), suppose A is the coordinate address of A, 
the block length is Wblock, and the width of overlap region is 
Woverlap. Because the distances between A' and A'' in the x-
axis and y-axis are all the Wleft (Wleft=Wblock-Woverlap), 
and they have different axial directions, the candidate 
address of block A'' is A''= A' + (-Wleft, Wleft), other blocks’ 
coordinates in the L-shaped neighborhood can be calculated 
like this. 

When using the spiral search method, take counter-
clockwise as the searching direction. In Fig.5, the gray part is 
the location of synthesized block in the sample image, the 
black dot in the lower-left corner represents the start point, 
the dashed lines indicate the overlaps of the two adjacent 
blocks. Set A as the coordinate of block A, B as the 
coordinate of block B, because A and B are in the same x-
axis and the distance between them is Wleft (Wleft = Wblock-
Woverlap), the coordinate of B can be calculated by A, that is 
B=A + (Wleft, 0), other coordinates of the blocks can also be 
calculated in this way. 

C. Evaluation 
The former algorithms always used  (1) to calculate 

errors and compared the RGB values of all the pixels in the 
two adjacent N1 and N2.But it set the threshold artificially 
and took all the different texture pixels as the same one, so it  

 
was inconsistent with the texture differences. 
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In order to meet the differences of different textures, our 
algorithm calculates the corresponding error threshold for 
different textures. The entire calculation is proceeding in the 
RGB space, formulas are as follows. 
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In (2) (3), A indicates the total number of pixels in the 
overlapping region, i

outp   is the RGB value of ith pixel in 

the boundary area of synthesized block, i
Bk

p  is the RGB 
value of ith pixel in the boundary area of each searching 
block, ε is the parameter which controls the similarity 
between the input image and the output image, dmax is the 
maximum error threshold, ),( ),(

k
outyxB EEd  is the 

calculated boundary error. When encountered 
),( ),(

k
outyxB EEd  < dmax in the matching process, stop 

calculating the left blocks and return the current block’s 
address. 

D. Concrete steps 
1) Set the length of block and boundary region, initialize 

the output image randomly; 
2) Randomly select a block from the input and output it 

to the lower-left corner of the output image as the first 
synthesized patch; 

3) Use the spiral search method to synthesize the edges 
of the output image, that is synthesizing the first row, the 
first column and the last column; 

4) Synthesize the left part of the output image, get the 
L-shaped neighborhood of the current block to be 
synthesized and use the displacement algorithm to match 
each block in the boundary region; 
 
 

(a) Input image 

Figure 4.  Displacement matching. 

(b) Output image 

P
A 

A’’ 
A’ 

synthesized 
block  

A B overlapping 
area 

Figure 5.  Block matching along a spiral path. 
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5) Find the block meets the threshold? Yes, stop 
matching and return the block’s address , goto 9); No, goto 
6); 

6) Take the previous synthesized block as a new starting 
address, search outward from this address along a spiral 
path; 

7) Have found a block satisfies the threshold? Yes, stop 
matching and return the block’s address ,goto 9); No, goto 
6); 

8) Have traversed the sample image? Yes, return the 
block’s address which has the minimum error, goto 9); No, 
goto 6); 

9) Synthesize the block according to the returned 
address; 

10) Has the output image been filled? Yes, goto (11);No, 
goto 4); 

11) Synthesis finished. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 
Experiments use PC (Pentium4 1.80GHz, 512MB) to 

synthesize textures from 128 × 128 (pixels) to 256 × 256 
(pixels). Results are shown from (a) to (d) in Fig.6, the left to 
right in each figure are input image, image synthesized by 
spiral search, image synthesized by displacement, image 
synthesized by tiles and image synthesized by our algorithm. 
 
 

        
(a) 

                 
         (b) 

                 
        (c) 

         
(d) 

      

 
 

Figure 6.  Results of texture synthesis. 
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TableⅠlists all the experimental time data from Xu’s 
algorithm [7], Ashikhmin’s algorithm [3], Liang’s algorithm 
[5] and our algorithm respectively. 

TABLE I.  EXPERIMENTAL DATA 

Input 
image 

Algorithm Data (s) 
Xu Ashikhmin  Liang  Ours 

Fig.6(a) 17.234 2.534 14.635 1.050 
Fig.6(b) 17.131 2.507 14.726 1.464 
Fig.6(c) 17.097 2.522 13.954 1.490 
Fig.6(d) 17.155 2.519 14.623 1.481 

Table Ⅱ compares Xu’s algorithm [7], Ashikhmin’s 
algorithm [3], Liang’s algorithm [5] and our algorithm in 
detail. 

TABLE II.  COMPARE ALGORITHMS IN DETAIL 

Comparison Algorithms 
Xu Ashikhmin Liang Ours 

 
Scan mood 

 
spiral 
search 

L-shaped 
neighborhood 
displacement 

scan-
line 

search 

spiral search 
+L-shaped 

neighborhood 
displacement 

Matching 
mode 

point 
based 

point based block 
based 

block based 

Synthesis 
efficiency 

slower fast slow faster 

In the experiments, if block is too small, it will not 
sample the basic texture elements so the effect is similar to 
the pixel-based algorithms. If block is too big, there will be 
discontinuous phenomenon in the tiling areas. The width of 
the overlapping region is usually 1/4 ~ 1/6 of the block 
length, here block length is 30, the overlapping width is 1/6 
of the block length. For the texture similarity coefficient ε, 
the smaller ε, the greater similarity, normally ε in 0.2~0.3 
can bring good effect, here ε is 0.2. In the L-shaped 
neighborhood 4 texture blocks can meet the synthesis 
requirements. In addition, the spiral scan in clockwise 
direction can achieve the same effect as in counter-clockwise 
direction. 

V. CONCLUSION 
Ashikhmin [3] presented a suitable synthesis algorithm 

for most natural texture based on the correlation principle, 
but it can’t achieve good effect for structural texture. Liang 
[5] used block tiling to get better effect for structural texture, 
but it had undesirable efficiency and discontinuous 

phenomenon in the tiling areas because of the scan-line order 
in the search and synthesis process. Compared with the scan-
line order, Xu [7] improved the searching speed, but it still 
generated texture based on pixels and even some seeds can’t 
capture more integrated texture elements. 

In this paper, a new algorithm based on correlation by 
block tiling is proposed which combines the advantages of 
the above mentioned algorithms. Experiments show that this 
algorithm has achieved more desirable synthesis effect and 
the synthesis time is also significantly reduced. 

Future we can take advantage of the adaptive algorithm 
to set the parameters intelligently and more complex textures 
can be synthesized to achieve better effect.  
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Abstract — this paper proposed an adaptive video 
transmission control scheme in wireless networks. The first job 
is how to reduce the amount of the image data that must be 
transmitted on the wireless channel. We compare the deviation 
of two consecutive frames in the video stream and decide 
whether or not the follow-up frame should be transmitted. If 
the deviation of two consecutive frames not reach the threshold, 
the latter frame will not be transmitted but discarded, and the 
former will be keep in the server. When a frame’s difference 
factor reaches the threshold, it will be transmitted.  In the case 
of the heavier wireless load, the server will increase the 
threshold. Therefore, the transmission load will be decreased. 
We use a difference factor to show how much two consecutive 
image frames is different. We adaptively control the 
transmission quality at server according to the traffic load over 
the wireless channel.  

 
Keywords - vedio transmission;  wireless network; image 

processing; dynamic quality adjustment  

I.  INTRODUCTION 

In resent years, wireless video transmission has been 
widely used because of its mobility and convenience. 
Despite the rapid growth of wireless communications and 
network technology, wireless video transmission still faces 
enormous challenges. The dynamic and heterogeneity of 
wireless networks, high error rate, the unpredictability of 
transfer links, and the sensitivity to error in highly 
compressed video streams all make their influence on the 
quality of wireless video communications. To get satisfied 
service quality for video transmission over mobile multi-hop 
wireless networks, the image processing and wireless 
transmission techniques should be considered jointly. 

In the past, there have been researchers investigating 
kinds of methods for improving the transmission quality of 
wireless channel or proposing a novel image encoding 
scheme. Characteristics of wireless local-area networks are 
studied via large-scale traffic measurements in [1-4]. 
Network usage patterns, mobility and application behavior 
are characterized, which is in turn important for designing 
and deploying wireless network systems and applications. 

A review of the latest technologies for wireless video 
delivery is available in [5]. Technologies such as error 
concealment, packet scheduling, and joint source-channel 
coding are pointed out to be essential to achieve adaptability 
to varying bandwidth and other dynamic wireless channel 
conditions.  

Several wireless video applications have been developed 
recently. [6] uses wireless LANs to distribute real time media 
to mobile users. The operational prototype is tailored for 
laptops as the client devices. [7] performed empirical 
measurements of wireless media streaming traffic and 
performance in ad hoc IEEE802.11b networks in a classroom 
setting. The results show that up to 8 clients can be supported 
with good media streaming quality, with each client 
receiving a separate 400 kbps video stream and 128 kbps 
audio stream. 

In this paper, an adaptive video transmission control 
scheme is proposed for wireless networks. Considering of 
the limitation of wireless bandwidth, the data transmitted 
over the wireless channel should be reduced as much as we 
can, but not dramatically reduce the video-quality.  When the 
image signals are transmitted over the wireless channel, we 
adaptively control the transmission speed at every wireless 
station. If the network load becomes heavier, the wireless 
station must compare the multiple video streams and which 
on should be transmitted firstly to ensure the streams have 
similar quality. 

The remainder of this paper is organized as follows. In 
Section II, we present the architecture of wireless video 
transmission system. In Section III, we discuss the dynamic 
adjustment about transmission threshold in server and the 
adaptation frame transmission decision on AP. In Section IV 
we evaluate the performance of the proposed scheme and 
report the results of the simulation. Finally, in Section V, we 
present our conclusions. 

II. WIRELESS VIDEO STRANSMISSION SYSTEM 
 The design of our adaptive wireless video transmission 

system relies on a simple fact, that is, to reduce the necessary 
frame transmission will decrease the traffic load in the 
wireless network. As a result, the transmission quality can be 
guaranteed as much as possible. The proposed system 
includes video server, wireless access point (AP), and mobile 
nodes. As illustrated in Fig.1.  
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Figure 1.  Adaptive wireless video transmission system  

The video server keeps the latest transmitted frame (Ft) 
as a target and compares it with the current frame (Fc) which 
is going be transmitted. The server tags the frame Fs with a 
difference factor k, and maintains a transmission threshold T. 
Before a frame transmission is started, the server compares k 
with the threshold. When k≥T, Fc will be sent to AP to 
transmit over wireless network, and the target frame Ft is 
replaced by Fc. Otherwise, when k<T, Fs will be discarded.  

When the wireless traffic load is light, the AP sends the 
frames of every video flow in turn. While when the traffic 
becomes heavier, the AP will send the frame with the biggest 
factor. If the traffic load become even heavier and closes to 
saturation, the server must increase the threshold. Thus the 
video quality can be adjusted dynamically.  

Fig. 2 illustrated the process of the proposed system. 

 

III. THRESHOLD DYNAMIC ADJUSTMENT ADAPTATION 
TRANSMISSION 

In order to make full use of the wireless channel, it is 
essential to have real-time knowledge of the traffic load at 
WLAN AP. An obvious approach to estimate the traffic 
load on an AP is to measure the traffic volume going 
through the corresponding AP in terms of byte rate or 
packet rate. The server dynamically adjusts the transmission 
threshold according to the wireless channel load.  

A.  Threshold dynamic adjustment 
The difference factor k for the current frame is 

determined according to the following formula:  
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Thus the value of k is (0,1). If k=0, it means that current 
frame Fc is exactly the same as the target frame, and Fc will 
be discarded. When the value of k tends to 1, it means there 
is great difference between Fc and the target frame. 
Therefore, the current frame is tagged with k and send to AP. 
Only those frames with a tag that is larger then the threshold 
T can be sent to AP. Otherwise, the frame is discarded by 
server. 

When the wireless load is light, the value of transmission 
threshold T is relatively small. Thus the more frames can be 
sent to AP and the video quality will be better. When the 
wireless load is heavy, the value the T will be increased. 
Therefore, the wireless load reduced and packet conflict is 
decreased. The important thing is to keep the value of T 
varying within a reasonable range to balance the video 
quality requirement and wireless transmission capability. AP 
periodically sends the information of the current channel 
utilization to the server, and the latter tunes the value to T 
according to the received information. We will discuss the 
relationship between the value of T and wireless channel 
utilization in section IV. 

B. Adaptation transmission on AP 
This section proposes an adaptive transmission algorithm 

implemented in AP to offer low-delay and fairness wireless 
video streaming. By low delay, we mean that there is some 
target maximum frame delay which should not exceed. By 
fairness, we mean that there is no stream capture the channel 
while others suffer from starvation. 

Unlike the traditional method, AP implements a multi-
queue model. In detail, AP maintains a queue for every video 
stream, and the proposed algorithm is based on two factors. 
One of them is the stream queue length in the access point, 
indicating network traffic load; the second factor is 
difference factor tagging in the frame, indicating the 
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Figure 2.  Transmission process in server 
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importance of the frame. We show the multi-queue model in 
Figure 3. 

At stage one, when the wireless load is light, AP 
transmits the frames for each queue with Round Robin (RR) 
algorithm. AP transmits the frame of all the queues in equal 
portions and in circular order without priority. Round Robin 
scheduling is both simple and easy to implement, and 
starvation-free.  

At stage two, when the wireless load becomes heavier, 
AP processes the queues with algorithm Weighted Round 
Robin (WRR). In detail, AP makes use of the observation 
that the importance of video frames at the head of all queues, 
and transmits the most important frame. With algorithm 
WRR, relatively high video quality can be achieved when 
the wireless load is heavier.  

Let S = {Q1, Q2, ..., Qn-1}, and k(Qi) is the difference 
factor tagged in the frame at the head of Qi. Suppose variable 
i denotes the previously served queue, and variable cw 
denotes the current difference factor. Max(S) is the 
maximum value of k(Qi).  We use gcd(S) to denote the 
greatest common divisor of k(Qi).  The initial value of i 
equals (-1) and cw equals 0. The details of WRR can be seen 
in Algorithm 1. 

When wireless channel tends to saturation, the queues 
starts to overflow, AP uses the technique of selective packet 
drop to maintain low delay and high video quality. Frames 
are hence dropped to keep those most important and current 
ones in the queue. This is done to keep the queue in good 
utilization with useful frames. 

IV. PERFORMANCE EVALUATION 
In order to validate the performance of the proposed 

algorithm, we have simulated the system in the scenario as 
shown in Figure 1. The server is connected to a 100Mbps 
LAN. The mobile access point offering wireless network 
connections is directly connected to the same LAN. The 
queue of each video stream in AP is a FIFO accommodating 
up to 10 frames.  

In order to determine the value of transmission threshold 
according to the channel utilization, we run the simulation 

with different value of channel utilization and transmission 
threshold. The channel utilization is increased gradually.  
The value of T is 0, 0.05, 0.1, 0.15, 0.2, and 0.25.  The 
Foreman QCIF sequence is used as a representative video 
sequence in our experiment. The sequence consists of 400 
frames. The frames are encoded in H.263+ format before 
delivered. We run the simulation 10 times and average the 
results. The simulation results are shown in Fig.4.  
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Figure 4.  Average throughput at different T  

 
As it is illustrated, when the channel utilization equals 

0.8 and 0.9, the average throughput is really low. This is 
because when the system load is heavy, i.e., the channel 
utilization factor is large, causes the increase of collision 
probability, thus the medium access delay become longer. 
The queue is apt to overflow with a longer delay. With all 

Streams from servers 

AP 

Figure 3.  Multi-queue model implemented on 
AP

Algorithm 1: Weighted Round Robin 
i = -1; 
cw = 0; 
While (true) { 

i = ( i + 1 ) mod n; 
if ( i = = 0) { 

 cw = cw – gcd(S); 
 if ( cw <= 0) { 

cw = max(S); 
      if ( cw = = 0)  
           return NULL; 
 } 

} 
if (k(Qi) >= cw)  
       return Si; 
} 
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these reasons, the average throughput will be decreased 
tremendously.  

However, the average throughput greatly increases when 
u<0.8. That is because when the wireless channel is not busy, 
the packet will be successfully transmitted without conflict, 
and there is almost no packet waiting in the queue.  

 From Fig. 4, we can not see the effect of the proposed 
scheme. The average throughput decreased when the 
transmission threshold increases. But when compares the 
video quality at the receiver, it can be seen that the quality is 
increased obviously when the channel utilization equals 0.8 
or 0.9. That is because when the wireless load is heavy, AP 
select the most important frames to transmit and the video 
quality can be guaranteed as much as possible. At the same 
time, the fairness of different streams is really good. On the 
other hand, when the load is light, all the frames can be 
transmitted successfully. Therefore, the threshold should be 
very small or even equals zero. 

Through simulation results, we find that when the 
channel utilization equals 0.8 or 0.9, the transmission 
threshold should be 0.15. With that value the video stream 
has the best quality when compared to the other threshold 
values. 

V. CONCLUSIONS 
With the popularity of mobile devices, there is an 

increasing need of video streaming over wireless networks. 
In this paper, we present adaptive wireless video 
transmission architecture. The server compares the deviation 
of two consecutive frames in the video stream and decides 
whether or not the follow-up frame should be transmitted. 
By this way, the wireless load can be reduced.  AP accepts 
different scheduling algorithm, Round Robin and Weighted 
Rounnd Robin, according to the wireless load. Transmission 
threshold is dynamically tuned by the server.  

We use NS-2 simulation to prove our algorithm. 
Simulation results show that the adaptive transmission 
algorithm improves system performance.   
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Abstract - In the research of the self-aligned dicing technology, 
due to tens of thousands of types of wafer image samples, there 
are diverse types of street in wafer image. In order to properly 
identify the paddle vat in the street and get center line of the 
paddle vat for cutting by using binary segmentation, it’s a 
crucial step for binarization of wafer images. To take into 
account the diversity of the wafer images, it is quite difficult to 
find a good threshold. In this paper , we propose a binarization 
approach based on the density histogram to locate the center 
line of paddle vat of the wafer image. The histogram of a wafer 
image is smoothed by using a quadratic exponential  function 
and then an appropriate threshold is calculated. The 
experiments show that the new method is very effective for the 
wafer image processing.  

Keywords: wafer dicing, binarization, threshold, density 
histogram , paddle vat detection 

 
I INTRODUCTION 

A. wafer dicing process 
Wafer dicing is the process by which die are separated 

from a wafer of semiconductor following the processing of 
the wafer. The dicing process can be accomplished by 
scribing and breaking, by mechanical sawing (normally with 
a machine called a dicing saw) or by laser cutting. Following 
the dicing process the individual silicon chips are 
encapsulated into chip carriers which are then suitable for 
use in building electronic devices such as computers, etc[1]. 

The dicing machine in the semiconductor industry is 
usually used to cut the wafer into die separation along dicing 
lines(paddle vat) in the street we signed[2]. The dicing 
machine is as shown in Fig.1.  
B. The approach to detect paddle vat  

In recent years, the demand for miniaturization of 
components driving the semiconductor industry towards 
thinner and smaller dies[3]. Therefore, in the production of 
the self-aligned dicing process equipment, accuracy is very 
important in the cutting. Usually, digital image processing is 
used to control the accuracy. Firstly, the wafer sample image 
needs to be scanned into the computer. Then,  the center 
line of the paddle vat on the street should be calculated 
which is used to cut the wafer image by computer-assisted 
dicing machine.  

In practice, the detection and calculation of the paddle vat’s 
center lines need to use the technologies of image 
preprocessing, street orientation, segmentation and 
recognition of the paddle vat, etc. And all these processes 
can get a better result under the binary images.  So 
binarization processing of the wafer image is an important 
step for obtaining the paddle vat accurately.  

 

  
a) The original wafer image to be processed 

 
b) The dicing machine 

Fig.1. The Self-aligned approach 
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C. The binarization approach 

The binarization techniques can be categorized as 
global thresholding and local thresholding. Global 
thresholding selects a single threshold value from the 
histogram of the entire image. Local thresholding uses 
localized gray-level information to choose multiple threshold 
values; each is optimized for a small region in the image. 
Global threshoding is simpler and easier to implement but its 
result relies on good (uniform) illumination[4]. 

On the wafer image, given that the intensity of the 
paddle vat is quite different from that of the street.  So the 
density histogram of the wafer image is bimodal roughly and 
can be used to distinguish the paddle vat from the street. In 
this paper, we presented a Global threshold binarization 
approach based on histogram analysis for street regions in 
the wafer images. The approach smoothes the gray-scale 
histogram with a quadratic exponential function at first. Then 
the binarization technique is applied to the street regions by a 
certain threshold. The threshold is chosen by detection of the 
peaks and troughs from the histogram utilize some detection 
criteria presented.   

 
 

II HISTOGRAM  ANALYSIS 
 
Density histogram is a function of gray level. It contains 

a wealth of image information and reflects the gray-scale 
distribution of the image. It’s the basic statistical 
characteristics of the image. According to minimum-error 
threshold determination theory, for the bimodal histogram, 
threshold is determined by the corresponding gray value of 
the trough between the two peaks where frequency is less 
than the adjacent two gray-scale frequency [5].  
A. Pre-processing of Density Histogram 
 The discrete density histogram appears irregularity. In 
addition, it may be influenced by some noises and useless 
background. All these lead to the appearance of a large 
number of spikes and burrs in the histogram, as shown in 
Fig.2.  

In this paper an algorithm based on histogram 
exponentially smoothed[6] is proposed to overcome the 
burrs and spikes in the histogram. The frequency of pixels in 
the histogram can be considered as a discrete sequence. 

Suppose N is the number of all pixels in the wafer image and 

iP  is the number of the pixels with gray level i. iP  may be 
considered as the occurring frequency of the gray level i. The 
number used in the sequence for average of each movement 
is n. Then the moving average of the gray level j is as 
follows:  
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Suppose the frequency sequence is stable. That means 

njj PE −− ≈1
, and the equation (1) can be rewritten as :  
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Let 
n

a 1= . We can obtain the smooth coefficients and 

the recurrence formula of the single exponential smoothing 
series:  

')1(' 1−−+= jjj EaaPE                 (3) 

Suppose the initial value 10 ' PE = . Unfold the above 
expression:  
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The sum of all coefficients is 1. In other words, 

1)1()1(
1

=−+−
−

=
∑ i

njj

n
aaa .The different a  will get a 

different degree of smoothness: 1=a  means none of 
smoothness. 0=a  means smooth completely. We 
calculate parameters a  on the basis of MSE: 

∑
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1
1 )'(1 . In this paper, we mainly use 

quadratic smooth.  
B. Peak Detection 
 Suppose in the histogram there is the position (gray 
level) i with the frequency iP . Generally a peak is defined 
in histogram where 11, +− >> iiii PPPP , while a trough is 
defined as 11, +− << iiii PPPP [7]. However, in practice, there 
are some local areas with high and low alternately in the 
histogram after smoothing. Therefore, if using only two 
adjacent frequency values the result would be a bit rough, 
and the peak detected may be lack of legitimacy. Thus we 
defined a evaluation function for detecting the peak (take iP  
for example ): 
1) Take a neighborhood set S of iP : 

},,,,,,{ 111 mimiimimi PPPPPS +−+++−− ⋅⋅⋅⋅⋅⋅= . 
Parameter m is selected according to the specialty of 
the histogram. Then calculate the first and second 

 
Fig.2. The original histogram with spikes and burrs 

562



maximum value frequency 
maxP  and sPmax  in the 

neighborhood set S. Similarly, the first and second 
minimum value frequency minP  and sPmin can be 
calculated. Then the following detecting criteria are 
used: 
a) Position i is a trough , where        

siii PPPorPPP minminmin , <=< ; 
b) Position i is a peak, where 

siii PPPorPPP maxmaxmax , >=> ; 
2) The results detected by step (1) are related to the 

parameter m , which may contain some fake peaks or 
troughs[8]. In order to weed them out , the following 
criteria are also used: 
a) The peak’s height must reach a certain value. 
b) The height difference between peak and adjacent 

trough must reach a certain value. 
 
 

III BINARIZATION AND PADDLE VAT DETECTION 
  

According to the peak detection results, we chose the 
trough between the first and second highest peak as a 
threshold and get the street’s binary image. Thus the image is 
divided into two kinds of regions, the background regions 
and the paddle vat’s regions.  For an image, different 
regions, such as target regions or background regions, within 
the same region of the pixel, in the location and gray-scale at 
the same time has a strong consistency and relevance[9]. For 
paddle vat’s region, the relevance is stronger than another 
region. The location relevance of a certain region can be 
calculated by the following expression: 
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 Where n21),,( ⋅⋅⋅= ，，iyx ii  are the pixel in the 

region , Y  is the average height in the region , calculate by 

expression ∑
=

=
n

i
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Y

1

1 . After detected the paddle vat 

region, we considerate the average height (Y ) as the center 
line of the paddle vat. 
 

IV  EXPERIEMENTAL RESULTS 
 
This method has been applied in Shenyang Institute of 

Instrumentation for the manufacture of self-aligned dicing 
equipment. In the process, the wafer images need to be cut 
based on the center line of paddle vat in the street. We 
choose some wafers image for experiment simulation. The 
following shows the results (develop in Visual C + +. Net 
environment, and with an intuitive matlab show results). In 

the experiment, the original images for the actual wafer 
dicing machine manufacturing are provided by the customer 
. Before the binarization processing, we need the images 
grayscale, image smoothing and other processing , aimed at 
removing part of the noise, increase image quality. 

 
(a)The wafer image with bimodal histogram  

 
(b)The binarization and the center line 

(c)The wafer image with multi-peak histogram 
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As can be seen from the above example, we present in 

this section several tests wafer images. Experiments 
involving three types of original wafer images. Apparently, 
the image gray histogram  have considerably reduced the 
burrs and spikes after smoothing, which reflects the overall 
changes in gray-scale images generally. The results shows 

that the binarization approach is promising and the center 
line of the paddle vat can be calculated accurately.  

 
V CONCLUSION 

This paper presented a binarization approach based on 
histogram analysis for street regions in the wafer images. 
Our technique smooth the histogram at first in order to 
reduced the burrs and spikes and peak detection based on 
histogram analysis with some certain criterias is applied in 
the following. Then , distinguish the paddle vat from the 
street regions by calculating the location relevance ,the 
threshold  and get the binary image . Finally , calculate the 
center line of the paddle vat from the final binarization result 
.Experimental results presented in the paper indicate that the 
algorithm provides good results in the practical. 
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(d) The binarization and the center line 

 
(e)The wafer image with obvious peak 

 
(f) The binarization and the center line 

Fig.3 Some Test Images 
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Abstract—There is distortion phenomenon in image emerge, 
transmit and record. Image restoration is a process which 
recover bad image into original image. When we use genetic 
algorithm for image restoration, there will be premature 
problem. The paper discusses a new algorithm for image 
restoration based on combination of parallel genetic algorithm 
with Hopfield neural network, take the advantage of parallel 
GA parameter selection and then use Hopfield NN to train 
sample efficiently. Experiments demonstrate that this 
optimization method in this paper will overcome premature 
problem and run more rapidly, as a result obtain a better 
recovery image. 
 

Keywords- Image Restoration; Genetic Algorithm; Hopfield 
Neural Network; Optimization Algorithm. 

I. INTRODUCTION 
During the image system, a degraded image may be 

caused by various factors such as distortions in the optical 
imaging systems, displays, atmospheric turbulence, coding 
techniques. The task of image restoration is to remove these 
degradations from the image we got, and enhance the quality 
of the image for further use. The traditional restoration way 
is the filter method, such as the antidromic filter, Vena filter, 
Kalman filter[1-2]. 

The image restoration problem can be viewed as an 
optimization problem which can be solved by a genetic 
algorithm and Hopfield neural network in this paper. Genetic 
algorithm is a search algorithm based on mechanics of 
natural selection and natural genetics. Our previous research 
found that the genetic algorithm is effective for image 
restoration [3].But the limitation of GA for image restoration 
is it would have premature problem, and take a large 
computation cost. Compared to traditional GA, parallel GA 
has an excellent parallelism. From traditional GA, they are 
divided into three categories [4]: global, island, and 
massively parallel GAs. The parallel GA we use is based on 
the island model. 

Focused on the restoration problem, the paper discusses a 
new algorithm for image restoration based on combination of 
parallel genetic algorithm with Hopfield neural network, take 
the advantage of parallel GA parameter selection and then 
use Hopfield NN to train sample with rapid and criterion to 
obtain optimal recovery image. Artificial neural network can 
be defined as a massively parallel and distributed processor 
that has a natural propensity for storing and recalling 
experiential knowledge [5]. Then if we want to use Hopfield 
neural network for image restoration, we need a set of 
optimal solutions, traditional GAs have its limitation in some 
areas, our algorithm use parallel GA to obtain a set of 

solutions, take this advantage of parallel GA and 
Hopfield ,use parallel GA first to get the approximate general 
optimization which have the superiority of parallelism, and 
initialize the Hopfield NN,  then train and build a mapping 
relation between degenerate image and original clear image, 
finally obtain the optimal result.  

II. FORMAL FRAMEWORK FOR IMAGE RESTORATION 

At first we have original image ),( yxf , after degraded 
operator or degraded system H , and then overlay with 
noise ),( yxn , we get the image ),( yxg , by our process of 
restorationφ , final image is restoration image ),(' yxf , and 
process of degradation and recovery is shown in Figure 1. 

The relation between original image and degraded image:  
nfHyxg +∗=),(                                (1) 

If ),( yxn is unknown, then our objective function is: 

']'[ fHgfE ∗−=                             (2) 

where ∗ denotes Convolution operator, 'f is an estimate of 
f .The lower is the cost, the higher is the fitness. So our aim 

is to obtain the optimum solution by minimizing the cost of 
(2). 

III. PARALLEL GENETIC ALGORITHM 
Genetic algorithm is optimization algorithms based on 

Darwinian models of natural selection and evaluation. GA 
has no more restriction compare with other algorithm. The 
procession of optimize is the procession of population 
propagate, mutation, transmission, the whole procession is 
under guidance, that will instruct our research to the optimal 
direction. The parallelism is the most important character we 
concern, and GA is famous of its robustness, even if there is 
much disturbance and noise overlaid with our image, the 
solution based on the same problem is quite similar, so GA is 
suited for image restoration. Take the advantage of 
parallelism of GA, the method combines GA and Hopfield 
NN is possible, efficient, and excellent.     

As we know GA is a search algorithm based on 
mechanics of natural selection and natural genetics. We have 
discussed parallel GA was based on the island model[6].The 
basic theory of island model is shown in Figure 2.  

 
 

Figure 1.  process of degradation and recovery 
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Figure 2.  Island model 

In this model our original population is divided into 
smaller subpopulations and executes the main loop of the 
traditional simple GA on each island with its own 
subpopulation. In order to avoid degradation of GA search 
due to uniformity of the subpopulation, the island-based 
parallel GA periodically select the most suitable individual 
with the highest fitness from each subpopulation and migrate 
it to different subpopulation. In this case, bad individual with 
lower fitness is replaced by the better individual. The parallel 
GA is given by the following procedure: 

Procedure of parallel GA at each processor 
   Begin 
        i ← 0 
        initialize subpopulation )(if  
        calculate hifg ∗)(:  
        evaluate  )(if  
         while (! Termination-condition) do 
         begin 
                  i=i+1 
                  if   mod(i, k)=0 then 
                      find best individual )1( −ifbest   

                      find worst individual  )1( −ifworst  

                      send )1( −ifbest  to neighbor 

                       replace )1( −ifworst  with )1( −ifbest  
                  end 
                  select )(if from )1( −if  
                  crossover )(if  

mutate )(if  
calculate hifg ∗)(:  
evaluate )(if  

          end 
end 

IV. HOPFIELD NEURAL NETWORK 
Hopfield NN is an important branch of Artificial Neural 

Network. There are traditional HNN and modified NN. The 
modified Hopfield network model was proposed by Paik et 
al. to be used for multi-level image restoration. The network 
can operate in not only simultaneous and sequential updating 
modes but also partially simultaneous and mixed updating. 

The dynamic equation of network is simplified as follows: 
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niugu ii ,...,2,1),( ==                     (3)      

where n denotes number of neuron, ijT denotes the weight 

between i-th neuron and j-th neuron. jv denotes output 

potential, iu denotes input potential. 
Hopfield NN can be described by circuit shown in 

Figure3. 
The energy function of the Hopfield NN in our 

algorithm is: 

∑∑ ∑ ∑∫
= = = =

−+−−=
n

i

n

j

n

i

n

i

v

iiijiij

i

RdvvgvIvvTE
1 1 1 1 0

1 /)(
2
1

 (4) 

E is energy, it changed by time. The solutions in network 
condition space tend to decrease by the same direction with 
E in (4). The process of minimize E is the process for seek 
stable point in the network. So it is very efficiently use 
energy function in NN to solve the questions which optimize 
objective function in GA. 

V. IMAGE RESTORATION USE GA AND HOPFIELD NN 
     Based on our previous research, use Hopfield NN to solve 
the optimal problem is depending on parameter selection, 
which is designed in the beginning. If the parameter is not 
ideal, we can not obtain the optimal solution. Take the 
advantage of parallel GA; we can overcome this problem, 
because its better behavior in parallel search and GA can 
gain a set of more optimal results. Combination between 
Hopfield NN and Parallel GA is available and effective. 
     The conception of Parallel GA – Hopfield NN 
optimization model is: use parallel GA’s parallel search 
ability to obtain a set of population, then find a set of  
optimal subpopulation by particular evaluation, use the set of 
optimal solution which are selected by GA to initialize the 
Hopfield NN, and then Hopfield NN can get the best solution 
with rapid calculation. 
     The procedure of our work is: 
1) Image encoding 

The image we use is 256 gray level image. We use a 
two-dimensional real array as a “chromosome” to 
represent the image. Each image is encoded to a two-
dimensional array which the value is between 0 and 255. 

 
Figure 3.           circuit of Hopfield NN 
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2) Initial population 
We first create some chromosomes randomly in 

initialization process. We use a certain projection to 
project integer to [0,1], then we use a inverse projection 
to obtain a sequence of integer. 

3) Calculation of fitness function 
In our algorithm, to evaluation chromosomes we 

need to design the fitness function. The fitness for each 
individual is evaluated by comparing the calculated 
degraded image of the individual with the obtained 
degraded image of the original image. The lower is the 
cost, the higher is the fitness. The optimum solution can 
be obtained by minimizing the cost function of (2). 

4) Crossover and mutation 
Crossover combines the features of two parent 

individuals to form two similar offspring by window 
crossover method. Our method for mutation is mean 
imputation, which is use mean-value of nearby genes to 
replace current genes.    

5) Optimize by Hopfield NN 
          According to the certain stop-condition, we get a 

set of optimal solutions cause by parallel GA, for 
example, a small set of m optimal solutions. And then 
we use these solutions to initialize Hopfield NN, 
design weight used in Hopfield NN, change objective 
function in parallel GA into energy function in 
Hopfield NN. Train the network, and then minimize 
energy function E, to get the final solution, the most 
optimal recovery image.  

VI. EXPERIMENT RESULTS AND DISCUSSIONS 
      The original image for our experiment are Lena image 
with 256×256 pixel’ 256 gray’s black-white image. GA 
parameters’ selection is as follows: 500 generations; 
probability of crossover is 0.9; probability of mutation is 
0.01. After we get a set of optimal solutions cause by 
parallel GA, use matlab tool box of Hopfield NN to design a 
neural network which initialized from GA solutions. After 
learning of Hopfield NN, we can obtain a best solution, the 
most optimal recovery image.   
      As is shown in the Fig.4, the recovery image which only 
use genetic algorithm still have some noise and blur, cause 
by the disadvantage of the algorithm like premature. So the 
recovery image is not ideal, and not smooth. In our 
algorithm, we use Hopfield NN to seek more optimal 
solution, choose the most optimal recovery image at last. 
From the experiment we can find that the recovery image 

selected by our algorithm has higher quality and obtains a 
more smooth effect. 

VII. CONCLUSION  
In this paper we proposed a new algorithm for image 

restoration by combine parallel genetic algorithm with 
Hopfield NN. Take the advantage of both parallel GA and 
Hopfield NN, we can get a optimal recovery image with 
efficient and high quality.  The performance of our algorithm 
can be demonstrated in experiments. The recovery image has 
a better effect in vision and quantitative. 
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Abstract—To study the SVG technology and J2EE technology, 
and take the power industry requirements as a starting point, 
this paper designed a B/S-based power graphics development 
platform. It can not only develop the standard SVG-based 
power graphics, but also can associate the graphics with data 
models closely. So the data information can be shown by the 
intuitive of the graphics, and it is of great significance in the 
application of power system. 

Keywords: B/S structure; SVG; power graphics; data model 

 

I. INTRODUCTION 
Most of the traditional graphics editors for power system 

are based on C/S structure, it is hard to maintain and 
transplant. Most of them use bitmaps to draw the graphic, so 
it will be distorted when the graphic is zoomed. Since the 
graphic editor based on SVG lacks of specialized content to 
support the application of power system, drawing is very 
inconvenient and it cannot combine with the data model 
well. 

Therefore, the application of this thesis is to design and 
implement the B/S-based SVG graphic development 
platform for power system which meets the requirements to 
the power industry. The system has the graphic components 
for power industry engineering drawing standard, and it also 
provides the function to plan the element by custom. 
Besides, it can combine with the data model well. It can 
develop the power graphics quickly and easily. 

II. TECHNICAL PRINCIPLE 
SVG, all known as Scalable Vector Graphics (SVG), 

developed by W3C, is the application of standard XML to 
describe the vector graphics [1]. And it provides the 
foundation to achieve the implementation of editing the 
SVG graphics in the B/S structure. 
• Compatibility: SVG, XML-based language, 

easy-to-WEB publishing, inheriting the XML’s merits 
of scalability and cross-platform, and it uses text to 
describe vector graphics. So SVG can make seamless 
connection with network technique, such as: HTML, 
GIF, JPEG, PNG, ASP, JSP, and JavaScript. 

• Dynamic and interactive nature: SVG support for DOM 
(Document Object Model), so it can access the 
documents dynamically and efficiently by the script or 
program. It can drive any SVG graphical object through 
external events such as mouse clicks. 

• Text independent: SVG is stored in the form of text, so 
the file is very small and easy to load. 

According to these reasons, this paper discusses the 
implementation of the technology based on JavaScript, CSS 
and AJAX. In order to meet the national power grid drawn 
graphics standard, it uses the CSS to control the graphical 
style. JavaScript is used to realize graphics editing, and the 
operation will be converted to edit the node of SVG 
document object [2]. With the help of AJAX, it can achieve 
asynchronous communication [3]. EJB technology makes 
the business needs and business functions separated. 

III. DESIGN AND IMPLEMENTATION OF PROGRAMS 

A. System modules 
System mainly consists of two modules, namely image 

editing module and the graphics display module. The 
functions of the graphics editor are to draw power graphics, 
edit the graphics and configure the data and then save it to 
the database. Graphic display module provides the function 
for users to browse the graphic by browser. First of all, it 
gets the SVG file from the database and parses it. After 
parsing, the graphic can be browsed by the user. And it can 
provide users the graphical information and data 
information. The information can be refreshed dynamically. 

B. Graphics Editor Module 
Graphics editor module is to complete drawing, editing 

and data association and other operations. Since SVG can 
support the script well, the module uses the technology of 
JavaScript and CSS and AJAX to achieve the function. EJB 
technology is used to associate data with graphics. The 
architecture diagram of this module is shown in Figure 1. 
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Figure 1.  Graphics Editor module architecture diagram 

a) Document parser 
Document parser is mainly responsible for parsing SVG 

documents, as SVG files are text-based format, it must be 
parsed first, and then the SVG document can be read and 
stored. 

b) Graphics Editor 
Graphics Editor is mainly consist of Action Manager and 

DOM Manager. 
Action Manager is mainly responsible for monitoring the 

user's movements, and sends the operation information the 
user performs to Dom Manager. Dom Manager can find the 
node to edit through the information it gets. It can get the 
document object by the method “getOwnerDocument()”, 
and then traverse the current document structure to identify 
the location of this action. It can find the node you want to 
edit by “evt.target”, and then send the information to editor 
to decide the next operation, editing graphic or managing 
data. Both operation is achieved by operate the SVG 
document with script. Now SVG object structure is 
described below. 

Window is a global variable, the variable express the 
browser object while SVG running. Document is a static 
global variable in the window object, and we can 
immediately get the SVG Document Object (SVG 
Document) through the variable [4]. We can operate the 
current SVG document object dynamically under the DOM 
framework. SVG object diagram is shown in Figure 2. 

 
Figure 2.  SVG object structure diagram 

The system can customize the right click function menu 
for SVG graphics through the SVG object chart above. But 
the variable of contextMenu is only effective in Adobe SVG 
Viewer 3.0, as a variable of document, and it is also a static 
global variable of window object. It cited the XML 
document object displayed by right-click in Adobe SVG 
Viewer 3.0. We can reconstruct the right menu freely 
through rebuilding the object content cited by the variable. 

Graphics editor is responsible for the current graphics 
editing. In the JavaScript environment, according to the 
interfaces defined by DOM, we can roam SVG’s XML tree 
and find the attribute of the node and reassignment it. And 
we can edit the graphic by modifying the attribute of the 
node. Thus, according to Action Manager to determine the 
action to be performed, according to DOM Manager to 
locate the position of the node you want to edit, you can 
achieve graphics editing. 

c) Graphics Editor 
This module is responsible for graphics drawing and 

editing. It can be divided into two small modules: one is 
drawing graphics; the other is edit graphics. 

SVG's graphics are divided into two categories, basic 
graphics classes and graphic element, which is defined as 
follows: 

Basic graphics class = {point, line, circle, rectangle, etc. 
defined in the SVG standard basic graphics} 

Graphic element = {two or more combinations of 
standard graphics} 

Labels defined by SVG standard can be used to render 
basic graphics. The graphic element in graphics editor for 
the power system mainly refers to the components of power 
system, such as jumper, fuse, breaker, disconnector, 
transformer, etc. Therefore, according to the relevant 
standard of state grid system, the system predefined some 
commonly used power system components stored in the 
database. They will be loaded into the drawing panel, so the 
users can easily draw the electrical components. Meanwhile, 
the system has the mode of editing graphic element, 
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allowing users to draw or edit graphic element, and then 
save them to the database. 

Therefore, graphics drawn can be converted to add the 
corresponding node into the SVG document object, and add 
some JavaScript methods to achieve monitoring the events 
of the graphics. 

d) Editing graphics 
This module is to edit the graphics which has been drawn 

on the canvas, and it can be divided into three categories. 
• Operations of editing the attribute of graphic element, 

such as modifying the sizes, colors, borders, zoom, 
rotation and other operations. 

• Operations of the layers: combine several graphics 
together or cancel, add layers and other operations. 

• Basic operations for the graphics editor: move, copy, 
cut, paste, delete, remove, redo, etc. 

Every graphic element has a corresponding attribute, the 
change of the graphic elements’ attribute, such as rotate, fill 
color, line width and so on, can be achieved by modifying 
the attribute of the node [5]. It can get the attribute 
information by the method “getAttribute()” and set the 
attribute by the method “setAttribute()”. So listening the 
operation of the mouse or keyboard by the action manager 
first, and then find the nodes to operate after getting the 
information the users input or select. After that, set the 
attribute of the node to implement the effect the user desired.  

Combined operation of multiple graphics: In the process 
of drawing graphics, a few graphic elements often need to 
perform some similar actions. Therefore, they should be 
combined together. Find the different selected nodes of 
graphic elements first, and then put them into a <g> tag. So 
they can be operated as one element while moving, zooming 
and other operations. If you want to divide them, just put 
them out of the <g> label. Here’s an example. 

<g> 
<use height="54" width="16" x="951" ="418"/>   
<path d="M 445 315 L 1174 315" fill="none" 

stroke-width="4"/> 
</g> 
e) Data management 

There are two ways to display SVG document data. One 
is to display the data or related information directly in the 
graphic through the label <text>, such as real-time data. The 
other is to add the information to the attribute of appropriate 
node, and then display the data or send them to the server by 
some methods. So, the graphic can be configured to 
associate the data, you can write information directly to a 
node attribute, or associate it with the data in the database. In 
this way, we can implement the integration of graphics and 
data so that the node has data information. 

According to the database structure of power system, it 
has been achieved to associate the graphic and data model 
well. First of all, users need to configure the database 
interface, then select the graphical element and submit the 
information to the server via AJAX [6]. After the server 
analysis the data, data will be sent back to the client. Then 
the associated database information will be added to the 
attribute of the graphic. Of course, other forms of data type 

can be associated, too. Through the data management 
module, the system can implement common functions for 
power graphic development. 

C. Graphic display module 
This module makes users browse SVG-based standard 

power graphics and graphical data. System gets the SVG file 
from the database and parses it, and then it will be loaded to 
the browser for users to browse [7]. Its framework is shown 
in Figure 3. Interactive data information is mainly device 
information data and real-time data. So the descriptions of 
these two modules are as follows. 

Client

J2EE Server

EJB service

EJB Container

Message 
Driven Bean Session Bean

Session Bean Entity Bean

Web Container
Servlet JSP

SVG Document

Database
 

Figure 3.  System Framework Chart 

a) Device information view 
If users have finished the data configuration in the edit 

mode, they can view the device information in the browse 
mode. When user clicks the element of the graphic, the 
associated data information of the element will be sent to the 
server, and then the server will invoke some services to get 
the information of the device from the database or other files 
and return the information to the client [8]. So the user can 
view the device information. If the device information is not 
too much, it can be added to the attribute of the appropriate 
element directly. In this way, it can reduce the 
communication between the server and client, and the 
system response speed will be improved. 
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b) Real-time data update 
In power system, graphical data need to be refreshed. In 

order to achieve asynchronous communication, the system 
adopts the AJAX technology, so that partial refresh can be 
achieved without refreshing the entire page each time [9]. 
Since EJB components provide lifecycle management 
container, the security and access control container, 
persistent container and so on, EJB technology is used to 
reduce the code the developers write. It can not only 
improve the efficiency of the development process but also 
easy to upgrade the system. Therefore, this module is based 
on AJAX and EJB technology. 

Implementation process: The variable for refresh interval 
is stored in the database; users can configure the variable of 
refresh interval. When the SVG graphic is loaded into the 
browser, the system will detect whether the graphic has 
configured measurement points or not. If there is no 
configuration, it will be impossible to refresh and notify the 
user that it does not have the data of measuring points. If you 
have configured the relevant measuring point, the system 
will access the database to get the variable of refresh 
interval, and began to refresh the graphic. All the 
information of the measuring points will be sent to the server 
by AJAX technology, then the server get the current data by 
some relevant services, and send them back to the client by 
package. After analysis of the data obtained, it will send the 
data to the corresponding measurement point to achieve data 
update. 

IV. CONCLUSION 
SVG standard graphic powerful features can meet the 

power and accuracy of real-time graphics better, but also, 
can connect with HTML, GIF, JPEG, PNG, ASP, JSP, 
JavaScript and other today's popular Web technologies 
seamlessly. This makes the SVG will be used more widely 
in the power system. Therefore, in order to meet the needs of 
the power system, this paper designed the B/S-based SVG 
graphical development platform for power system. The 
powerful professional drawing tools and the simple 
operation and a good combination of data model will make 
the rendering work easier for power system graphics. 
Meanwhile, better scalability can make it easy to combine 
with other software. Of course, these technologies have 
some disadvantages, and I will continue to study in-depth to 
improve the performance of the system. 
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Abstract—Vision based fire detection is potentially a useful 
technique in large space building. Continuous images are taken 
from the digital color CCD (charge coupled device) camera. Then 
the images are processed with an fire detection scheme to 
determine whether a fire occurs in the vision field. Segmentation 
of fire from the background requires processing of color image. 
Once a fire is detected, it will be automatically located, the fire 
region was calculated. The experiment was conducted in a 
laboratory-scale large space. The results show that the color 
image segment approach was able to detect dangerous flames 

Keywords- large space; flame detection; color image 
segmentation; CCD 

I.  INTRODUCTION 
In general, the early presence of fire can be detected by 

smoke, gas or flame. Most commonly used sensors for fire 
detection are smoke sensor and temperature sensor cannot 
provide accurate fire detection information [1]. An important 
weakness of point detectors is that they are distance limited and 
fail in open or large spaces. The strength of using video in fire 
detection is the ability to monitor large and open spaces. Earlier 
fire and flame detection algorithms are based on the use of 
color and motion information in video [2]. 

In large spaces such as large museums and palaestras, 
storehouses, the traditional fire system face challenges [3]. 
Reliable and rapid fire detection supports mainly the success of 
rescue actions and leads therefore to the reduction of the degree 
of damage. Fire detection systems are now being developed 
that not only can detect accidental fires, but can gather valuable 
information about the fire to aid in the suppression of the fire 
[1]. Gray-scale image processing schemes are used in black 
and white cameras to detect fire regions. With the increasing 
use of color cameras, video frame color features are used to 
identify fire pixels [4]. The motion variation in fire regions in 
contiguous frames is also examined in [5]. To detect fire, only 
using color information may produce false alarm, so color and 
temporal variation information should be used to get a good 
performance of a fire detection system. 

In [6], the fire detection method proposed by Chen et al. 
adopted the RGB color based chromatic model and used 
disorder measurement. They used the intensity and saturation 
of red component and the segmentation by image differencing. 
The method is simple but they have the heuristic fixed 
threshold values of chromatic information. In [8], researchers 
also used the RGB color input video for real-time fire detection 

in the tunnel environment with many predetermined threshold 
values. In 2007, Ceilk et al. studied the fire detection method 
using the statistical color model and foreground object 
information. They introduced the statistic color model for 
generic fire model. However, when they calculated the color 
channel ratio to eliminate the luminance component for the 
color based fire classification [9]. 

In different application of color image processing, great 
importance is attached to the techniques used for image 
segmentation. Also, in fire detection system, color flame image 
fire region edge extraction is the key point. In this paper, a new 
fire automatic fire monitoring system based on real time color 
image processing is described. These fire monitors are 
assembled into a larger fire detection system. After fire 
confirmation and searching process, the direction and elevation 
of the fire monitor can be easily calculated. 

 

II. LARGE SPACE FLAME CHARACTERISTICS 
Fire has the property to flicker, increasing and decreasing 

the intensity of the emitted light. From the point of view of a 
camera, this flicker causes an increase and decrease in the 
luminance of the video images. The typical fire flicker 
frequency is in the 1–10 Hz range [11]. Moreover, fire is, 
typically, the strongest source of light, thus the luminance of 
the pixels near the fire tends toward the maximal value allowed 
by the camera, reaching in most cases the saturation level. 

In [3]. The maximum detection distance of the CCD is 100 
m and the maximum spray distance of the fire monitor is 50 m. 
The protection area is considerable for the application in large 
space. Very wide vision of the CCD-camera provides a valid 
technology for the fire detection in a large space. The isolation 
of the CCD-sensor component with environment through 
optical lens solved the problems of false alarms with 
conventional fire detection (such as smoke detector) in high 
humidity and dusty space. 

 In video, the appearance of an object in which the 
contours, chrominance or luminosity oscillate similar to off-
line trained flame data, constitutes a sign of the possible 
presence of flames. By incorporating temporal analysis around 
object boundaries, one can reduce the false alarms which may 
be due to flame colored ordinary moving objects. Turbulent 
flames flicker which significantly increase frequency content 
around 10 Hz [11]. In other words, a pixel especially at the 
edge of a flame could appear and disappear several times in 
one second of a video in a random manner. Fire has unique 
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visual signatures. Color, geometry, and motion of fire region 
are all essential for recognition. A region that corresponds to 
fire can be captured in terms of (1) spectral characteristics of 
the pixels in the region, and (2) the spatial structure defined by 
their spectral variation within the region. The shape of a fire 
region usually keeps changing and exhibits a stochastic motion, 
which depends on surrounding environmental factors such as 
the type of burning materials and air flow. 

Our algorithms for video based fire detection make use of 
spectral, spatial, and temporal properties of fire regions. First, 
we extract potential fire regions from an image using fire 
spectral and spatial models. Second, we represent boundaries of 
these regions using Fourier coefficients. Third, we estimate 
parameters of an AR model of each region with its 
correspondence in previous images in the image sequence. 
Last, Fourier coefficients and AR model parameters are used as 
features of each region for a classifier that recognizes fire 
regions. 

In [10], the shape of fire regions are represented in Fourier 
domain. Since, Fourier Transform does not carry any time 
information, FFTs have to be computed in windows of data and 
temporal window size is very important for detection. If it is 
too long then one may not get enough peaks in the FFT data. If 
it is too short than one may completely miss cycles and 
therefore no peaks can be observed in the Fourier 

In fact, the image characteristics of the fire can be 
summarised as follows [2]. 

a) Fire can be divided into three stages: flame growth, 
fire spread and fire extinction. 

b) In the process of  flame growth, the number of  flame 
image spots (or pixels) is increasing, which can be described 
by the geometric function: 

ns at=  

where S is the number of pixels, a is a coeffcient, t is time (s), 
and n is an index. Here, n is about 2 after analysing 
experimental data of solid fuels, 

c) In the process of  fire spread, the image spot curves 
show fluctuation. The Fourier regression is applied to describe 
the fluctuation, and results show the basic frequency of the 
Fourier function for the flame fluctuations are within the range 
of 0.5-0.6 rad/s. 

III. NOISE REDUCTION AND EDGE  DETECTION IN COLOR 
FIRE IMAGE  

A. Color fire image smoothing 
An RGB color image is an M*N*3 array of color pixels, 

where each color is a triplet corresponding to the red, green, 
and blue components of RGB image at a specific spatial 
location. Let c represent an arbitrary vector in RGB color space 
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This equation indicates that the components of c are simply 
the RGB components of a color image at a point. We take into 
account the fast that the color components are a function of 
coordinates (x,y) by using the notation 
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For an image of size M×N, there are MN such vectors, c(x,y), 
for x=0,1,2,…,M-1 and y=0,1,2,…,N-1. 

Based on  reference[Gonzalez 2004], 2-D linear spatial 
filter was used to process the fire image. They generates a 
filter mask parameter w, it defines the specified fitlers, such as 
rectangular averaging filter size, circular averaging filter, 2-D 
Laplacian fitlers. 

B.  Color image sharping 
In the RGB color system, the Laplacian of vector c is 

              ( )
( )
( )
( )

2

2 2

2

,

, ,

,

R x y

c x y G x y

B x y

⎡ ⎤∇
⎢ ⎥

∇ = ∇⎡ ⎤ ⎢ ⎥⎣ ⎦
⎢ ⎥∇⎢ ⎥⎣ ⎦

                             (3) 

where, tells us that we can compute the Laplacian of a full-
color image by computing, the Laplacian of each component 
image separately. 

C. Image segment in RGB vector space 
Segmentation is a process that partitions an image into regions. 
Fire color region segment using RGB color vector is 
straightforward.  We obtain an estimate of the average or mean 
color that we wish to segment. Let this average color be 
denoted by the RGB column vector m. Let z denote an 
arbitrary point in RGB space. A useful generalization of the 
distance measure is defined as  

( ) ( ) ( )
1

21, TD z m z m C z m−⎡ ⎤= − −⎣ ⎦
 

Where C is the covariance matrix of the samples 
representative of the color we wish to segment. This distance 
is commonly referred to as the Mahalanobis distance. 

IV. EXPERIMENTAL RESULTS 

A. Color image acquisition system  
Simulated fire experiments were conducted in a large test 

hall which is 5 meter highth, 30 meter length and 10 meter 
width. The fire monitor was installed on one wall at the height 
of 2 meter. A digital AT-AC800 charge-coupled device(CCD)  
cammera was connected to the computer. It is presented in 
figure 1. Observations were recorded and transferred to 
computer by 1000 M/s ethernet interface. Pixel size is 4.65um 
by 4.65um, shuttle speed is 1/250-1/71000s and dynamic range 
is 58 dB. 

The proposed method is implemented on a PC with an Intel 
Pentium IV, 2.8GHz processor. The experimental database 
consists of eight video sequences where the frame rate is 30 
frames per second. The camera maximum resolution is 1024 by 
768 pixels. 

 

573



 
Figure 1.  Experimental set-up and environment 

In [2], it illustrates that it is difficult to find out the flame 
from the surrounding objects in the video image because of the 
normal spectral response of the CCD. However, the working 
wavelength range of the CCD camera can be adjusted from 0.4-
1.2 um to 0.8-1.2 um, so that the flame is easily separated from 
the other surrounding objects, using this wavelength restriction. 
 

  
(a)Original fire image                (b) Color image enhanced 

 
(c) PDF of enhanced fire image 

Figure 2.  Typical color fire image enhancement and its PDF 

The typical fire color images were selected from video in 
figure 2. The Figure 2(b) is the color image after enhance 
processing. It is clear the flame region edge is enhanced, 
compared with background. The flame edges are smoothing 
and noises was reduced. It helps to segment flame region. But 
the enhancement also caused the flame reflect on the floor. 
These caused fire color artifacts. We obtain some wrong flame 
regions after segmentation processing.   

To check the robustness of the technique, motion segmentation 
was carried out on a simulated large space fire video. The 
segmentation results were presented in Figure 3. We also used 
Mahalanobis distance to extract fire region with complicated 
background interferences. The results showed the segmentation 
is satisfied, when the  threshold value is 15. Though it is 
successful in determining fire, does not recognize stationary 
fire colored objects such as floor reflected strong light as fire. 
Only the region with the largest number of flame pixels 
represents the changed image. 
 

          
Figure 3.  (a) Segment based on mahalanobis, threshold is 15 (b) threshold is 

35 

To further demonstrate the robustness of the approach, the 
following image sequences 800 by 600  pixel of video (10, 20, 
50 frame) were selected to deal with via color image 
processing scheme in Figure 4. Then we select the fire image 
under simulated large space. The fire image was sharpened by 
three dimension Laplacian operator.  

 

  
(a) Original fire image               (b) Image enhanced 

 
(c) PDF of enhanced fire image 

Figure 4.   Fire image processing and its PDF 

In figure 5(a-c), it showed the results of R, G, B component 
of color image was filtered by motion filter. The Figure 5(d-e) 
are the finishing segmentation results in RGB space. In this 
work all the analysis has been carried out on the G channel of 
the RGB image after analyzing performance of the other 
channels.  

 

    
(a) Filtered in red channel                  (b) Filtered in green channel  
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(c) Filtered in blue channel 

     
(d) Compound results of filtered image (e)After sharpened processing 

    
(d) Segment based on mahalanobis, threshold is 75 ( b) threshold is 125 

Figure 5.  Color image segment results 

The fire images are segmented in RGB vector space. When 
the threshold is 75, it gains good flame extraction results. The  
figure 5 shows the proposed dangerous flame detection 
approach in large space. First, the changed video frames are 
automatically selected. Then changed regions are then 
identified from these frames. The color image was filtered in 
red, green, blue component. After reduced noise, the filtered 
images are merged. At last, fire regions are extracted in RGB 
space. 
 

V. CONCLUSION 
A robust and computationally efficient method to detect 

flames in color video is developed. The proposed color image 
segmentation method can be used in fire detection in video of 
large space building. As the experimental result using 100 
frames from a video clips of sized 800 by 600 pixels, we could 
detect the fire region from the scenes without the fixed 
heuristic values. Remote and automatic control of the fire 
monitor improves its efficiency and adaptability. It can be 
useful to apply this technology in large spaces. In our future 

work, we will used the more color model such as YCbCr color 
space and YUV color model for the representation of fire data. 
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Abstract— Global warming and climate change trends call for 
urgent action to manage information and communication 
technologies in a sustainable manner by minimizing energy 
consumption and utilizing resources more efficiently. 
Distributed computing environments have become the de facto 
platforms for many applications. These systems bring a range 
of heterogeneous resources that should be able to function 
continuously and autonomously. However, distributed systems 
expend a lot of energy which raises a range of important 
research issues related to the use and virtualization of ICT 
resources in a way offers significant potential to contribute to 
the goal of what has been described as ‘green computing’. This 
paper will review some of the important questions related to 
the development of new algorithms and tools for energy–aware 
resource allocation for large–scale distributed systems enabling 
these systems to become environmentally friendly. 

Keywords-energy efficiency, power-aware, scheduling, 
distributed systems, clouds, virtualization 

I.  INTRODUCTION 
The recent advocacy of the so-called, green or 

sustainable computing (tightly coupled with energy 
consumption) has been getting a lot of attention. The scope 
of sustainable computing is not limited to main computing 
components (e.g., processors, storage devices and 
visualization facilities), but it can expand into a much larger 
range of resources associated with computing facilities 
including auxiliary equipments, water used for cooling and 
even physical/floor space that these resources occupy. 
Energy consumption in computing facilities raises various 
monetary, environmental and system performance concerns.  

Although power-hungry personal computing resources 
(e.g., PCs and mobile computing devices) are of a 
substantially important source that can be exploited for 
energy savings, many recent advancements in hardware 
technologies, such as dynamic voltage-frequency scaling 
(DVFS) have already achieved a significant progress in the 
energy efficiency of those resources. Besides, energy 
reduction in personally used devices heavily depends on user 
awareness and behavior; that is, there is not much room that 
software energy-saving approaches including energy-aware 
resource allocation can improve. On the other hand, most 
distributed computing systems (DCSs) used by organizations 
(e.g., enterprises and research laboratories) can be much 

more energy efficient with the adoption of various 
techniques and practices in the resource management of 
those DCSs. The use of software approach to the 
minimization of energy consumption is of great practical 
importance. The importance of energy-efficient resource 
allocation can be further amplified by results reported in a 
recent study on power consumption by servers (the type used 
in DCSs) [4]. The report shows that electricity use for 
servers (compute nodes) and their associated cooling and 
auxiliary equipment worldwide—not including storage 
devices and network equipment—in 2005 cost 7.2 billion US 
dollars. More importantly, average resource utilization in 
many DCSs can be as low as 10% [1]; this poor resource 
utilization brings about excessive wastage of energy. 

Scheduling and resource allocation in distributed systems 
play a major role in finding the best task-resource matches in 
time and space based on a given objective function without 
violating a given set of constraints. This is an important and 
but computationally intractable problem (i.e. NP-hard) [2]. If 
energy or power is to be added as another constraint to create 
a more sustainable computing system then this already 
intricate problem becomes much more complex. Energy-
efficient resource allocation is a software based power saving 
approach which has great potential due to its inherent 
adaptability, cost-effectiveness and applicability. In this 
approach, given a set of tasks and a set of resources (e.g., 
processors and disks)—typically energy usage associated 
with each element in both sets is identified—these 
preprocessed tasks are then prioritized, matched with 
resources, and scheduled while complying with constraints if 
any. Each of these steps is devised to maximize the objective 
function. The quality of output schedule is determined using 
an appropriate objective function that takes into account 
energy consumption in addition to other conventional 
metrics, such as, task completion times and load balance. 
Much of the existing energy-efficient resource allocation 
algorithms are aimed at reducing energy consumed by 
processors (e.g., [3, 6]), because earlier studies primarily 
focused on battery-powered devices. 

In this paper, we first show energy-saving possibilities 
present in various levels of large-scale DCSs and present a 
holistic energy-aware resource allocation framework with 
preliminary results obtained using the site-level component 
in the framework. 
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II. ENERGY SAVINGS IN MULTIPLE LEVELS OF DCSS 
Due to the decentralized characteristic of distributed 

systems, resources in each resource site (or administrative 
domain) can only be directly controlled by its site-level 
resource management; however, the dispatch of remote jobs 
can be handled taking into account system-/service-level 
resource usage status. 

Site-level energy reduction possibilities include reducing 
energy consumption of processors, memory, storage and 
network. Slack reclamation using DVFS, more specifically 
‘processor undervolting’ [7] is one of the most frequently 
used power management techniques in site-level. This 
technique temporarily decreases voltage supply level at the 
expense of lowering processing speed. Slack reclamation is 
made possible primarily by recent DVFS–enabled processors 
and the parallel nature of the deployed tasks. For example, 
when the execution of a task is dependent on two 
predecessor tasks and these two tasks have different 
completion times, the predecessor task with an earlier 
completion time can afford additional run–time (slack); this 
slack can be then exploited using undervolting for energy 
saving. Another common site-level energy reduction 
technique is server consolidation. The idea is to consolidate 
servers with low workload to minimize the number of active 
servers for energy savings. Cache replacement and (input) 
data staging are two typical approaches to the reduction in 
memory/disk power consumption. While cache replacement 
strategies typically apply to nodes/processors, data staging 
techniques relate to site-level or even system-level. Energy-
aware data staging in distributed systems is relatively 
unexplored; however, it could be an important source for a 
substantial reduction of disk energy consumption as more 
data is in large volume and distributed across multiple 
resource sites.  

Service-level energy reduction can be described as the 
assignment of service requests to most appropriate service 
instances in terms of energy efficiency. In general, many 
(Web) services are available redundantly from a number of 
remote systems. This fact enables the broker to direct several 
instances of same service request to different service 
providers appropriate to energy load imposed on systems of 
these service providers. The broker will also take into 
account computational load forced to perform extra tasks, 
such as compression of output data of requested services 
(e.g., data–intensive bioinformatics applications).  

Energy reduction in system level can be achieved by 
balancing “energy load”; that is, workload imbalance (i.e., 
overloading) tends to incur excessive energy consumption. 
Energy consumption is proportional to the amount of heat 
generated by computing resources. Heat dissipation in turn 
directly relates to temperature increases. When CPU 
overheats, heat dissipation facilities, such as CPU throttling 
(frequency scaling) and cooling fans/air conditioners are 
activated resulting in more energy consumption. To avoid or 
reduce this indirect energy consumption as much as possible, 
a thermal model that quantifies CPU temperature based on 
its workload can be incorporated into energy-load balancing 
strategies and can take a crucial role in their resource 

allocation process. In addition to the thermal model, energy 
profiling of tasks may be employed to support more accurate 
temperature estimation. Task migration is another technique 
that is often considered for alleviating energy-load imbalance 
or overloading. 

III. HOLISTIC ENERGY-EFFICIENT RESOURCE ALLOCATION 
FRAMEWORK 

The reduction of energy consumption in large scale 
DCSs should be derived from resources in multiple levels 
not independently, but collaboratively and collectively. Our 
framework seamlessly integrates a set of both site-level and 
system-level/service-level energy-aware resource allocation 
techniques. These techniques will be energy-conscious and 
should lead to environmentally friendly ‘green’ DCSs. This 
holistic approach is a natural choice for large scale DCSs, 
since it enables the effective exploitation of energy-saving 
sources in multiple levels.  

Our energy-efficient resource allocation framework is 
novel for a number of reasons as follows: 
 Holistic approach. A comprehensive set of resources 

(CPUs, disks, services, etc) are exploited at different 
levels to maximize the improvement of their energy 
efficiency using collaborative site-level and system-
level energy-aware scheduling schemes. 

 Interweaving energy consumption with other 
performance objectives. Scheduling decisions are 
determined by performance models devised with energy 
consumption as their integrated variable, not as a 
separate performance metric, which limits the reduction 
of energy consumption.  

 Wide scope. The dynamic nature of availability and 
capacity in DCSs is explicitly incorporated into 
scheduling.  

 Applicability and portability. Distributed systems are 
the platform of choice for many applications these days. 
This implies that the energy–aware resource 
management framework and its components can easily 
be ported and applied to a wide range of computing 
systems.  

 Cost effectiveness. The software framework is 
malleable and can rapidly adapt to changes in both 
application models and hardware upgrades. 
 

The above holistic approach in itself is very sustainable, 
and will open up new research directions. 

IV. PROGRESSIVE RESULTS 

A. Energy-efficient resource allocation using dynamic 
voltage-frequency scaling 
In this section, we present a site-level resource allocation 

scheme, called the energy conscious scheduling (ECS) 
algorithm [4]; and we briefly describe the current 
development as an extension of ECS taking explicitly into 
account energy consumption of idle time slots. ECS 
schedules precedence-constraint tasks (i.e., parallel 
programs) onto a set of heterogeneous resources (more 
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specifically, DVFS-enabled processors) with the primary aim 
of capturing the trade-off between application completion 
time (makespan) and energy consumption. The DVFS 
technique enables processors to dynamically adjust voltage 
supply levels aiming to reduce power consumption; however, 
this reduction is achieved at the expense of sacrificing clock 
frequencies. Slack reclamation is made possible primarily by 
recent DVFS–enabled processors and the parallel nature of 
the deployed tasks. For example, when the execution of a 
task is dependent on two predecessor tasks and these two 
tasks have different completion times, the predecessor task 
with an earlier completion time can afford additional run–
time (slack); this slack can be then exploited using 
undervolting for energy saving.  

The grounding of our algorithm using DVFS can be 
found in the power consumption model in complementary 
metal–oxide semiconductor (CMOS) logic circuits, which is 
typically used as an energy model. The energy consumption 
of the execution of a precedence–constrained parallel 
application can be defined as  
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processor. 

Our ECS algorithm attempts to exploit the DVFS 
technique beyond the conventional slack reclamation method 
[7]; that is, the quality of schedules (makespans) and energy 
consumption are investigated in terms of the gain/loss 
relationship. Specifically, our algorithm is devised with 
relative superiority (RS) as a novel objective function, which 
takes into account these two performance considerations 
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where E(ni, pj, vj,k) and E(ni, p , v ) are the energy 
consumption of ni on pj with vj,k and that of ni on p  with v , 
respectively, and similarly the earliest start/finish times of 
the two task-processor allocations are denoted as EST(ni, pj, 
vj,k) and EST(ni, p , v ), and EFT(ni, pj, vj,k) and EFT(ni, p , v ). 
For a given ready task, the best combination of processor and 
voltage supply level among all possible combinations is 
selected. Specifically, two RS values (except for the very 
first comparison at which the initial combination is set to be 
the best combination be default) at each comparison are 
computed; one for the current combination and the other for 
the best combination seen up to that comparison. 

For a given schedule, it is normally the case that a shorter 
makespan yields less energy consumption due primarily to 

the energy consumption associated with idling slots of 
processors within the schedule. This observation leads us to 
revisit the original RS objective function and the MCER 
technique to identify a way to incorporate indirect energy 
consumption. The main change made is in the energy model; 
that is, we now consider the energy consumption of a given 
task is a summation of the actual energy used to execute the 
task and the energy wasted for the slack occurred 
immediately after that task. 

B. Experimental results 
Experimental results (Figure 1)—obtained from a large 

number of simulations with random task graphs—show the 
competent energy-saving capability of ECS. Results are 
presented based on average makespans (solid fill) and energy 
consumption (checked fill) and compared with two existing 
algorithms (DBUS and HEFT). Specifically, for a given task 
graph, we normalize both its makespan and energy 
consumption to lower bounds—the makespan and energy 
consumption of the tasks along the CP (i.e., CP tasks) 
without considering communication costs. Specifically, the 
‘schedule length ratio’ (SLR) and ‘energy consumption ratio’ 
(ECR) were used as the primary performance metrics for our 
comparison. 
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Figure 1.  Simulation results with respect to different algorithms. 

V. CONCLUSION 
It has been witnessed that the rather relentless pursuit of 

high performance in DCSs has reached the state that these 
systems can hardly cope with side effects like excessive 
operating costs and carbon emissions. The advocacy of 
environmental friendliness makes a great impact on today’s 
ICT technologies and practices. Energy usage plays the key 
role in “green computing”. Traditionally, the advancement of 
hardware technologies is thought to be the primary way to 
deal with energy reduction/optimization. However, there are 
a number of other approaches that can substantially reduce 
energy consumption of DCSs. In this paper, we have 
presented a holistic energy-efficient resource allocation 
framework, which facilitates the cooperative and 
collaborative energy reduction across multiple levels of 
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DCSs. We have demonstrated the feasibility of our 
framework with our energy-conscious scheduling algorithm.  
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Abstract — A multi-core personal computer can run many 
compute-intensive programs concurrently. An over-
subscription occurs when the number of user programs 
exceeds CPU cores or memory resources, such that these 
resources are time-shared by several programs. Traditionally, 
over-subscription is an approach to improve system utilization 
when user programs are not compute intensive. However, with 
compute-intensive programs, peak system utilization is 
achieved even without over-subscription. In addition, over-
subscription in such a scenario prolongs the completion time of 
each program, and risks trashing the memory resources. To 
prevent the over-subscription, we propose of a batch scheduler 
for personal multi-core systems. It imposes a job queuing 
policy to ensure that CPU cores and memory resources are not 
time-shared by multiple programs. To demonstrate our idea, 
we present a simple implementation of a personal batch 
scheduler by extending a batch scheduler designed for HPC 
(high performance computing) clusters, with virtualization 
technologies.  

Keywords: Batch scheduling, multi-core, virtualization. 

I.  INTRODUCTION 
A multi-core processor consists of multiple independent 

processing cores; each with its own set of execution 
resources. Such a processor is most efficient when each core 
runs only one compute-intensive program1 at a time. 
However, modern operating systems allow over-subscription 
of cores to improve system utilizations, whereby each core is 
time-shared by multiple programs. Given compute-intensive 
programs, not only the benefit of over-subscription becomes 
negligible, but the program’s completion time is also 
prolonged and the memory resources may be trashed. As an 
example, given a multi-core system with 4 cores and 8 
processes, on average there are 2 programs sharing 
processor-core’s time and 8 programs sharing memory 
resources.  

A batch scheduler can prevent over-subscribing a 
personal multi-core system. A batch scheduler is in charge of 

                                                           
1 For simplicity of the discussion, we assume that each 
program is single-threaded and runs only on one core. 

accepting the submission of jobs (i.e., user programs) and 
scheduling the execution of these jobs on resources it 
manages. Referring to the above example, a batch scheduler 
would ensure that each processor core run only 1 job until its 
completion, while the remaining jobs are queued. Batch 
schedulers such as OGE2 (Oracle Grid Engine) are used 
extensively in HPC (high performance computing) clusters. 
OGE is responsible for accepting, scheduling, dispatching 
and managing the remote and distributed execution of large 
number of standalone, parallel or interactive user jobs. 
However, to the best of our knowledge, batch scheduling on 
a personal system is not explored yet. 

In this paper, we present an implementation of Oracle 
Grid Engine (OGE) as a batch scheduler for personal multi-
core system. When deployed for personal system, OGE is 
configured to manage cores rather than different compute 
nodes.  The key challenge is to deploy all of the OGE 
components on one computer, even if the operating system is 
not supported by some of the components, notably QMaster, 
the management component. We address this issue by 
exploiting the virtualization technology of Oracle 
VirtualBox3.  

In the remaining article, we first describe the related 
work on this topic, followed by elaboration of underlying 
technologies. Finally, the architecture is described under 
three scenarios of implementation. 

II. RELATED WORK 
Virtualization is a technique to represent a physical 

resource as multiple logical resources, where the logical 
resources are accessed in the same manner as the physical 
one. As an example, virtual-machine technology virtualizes a 
physical computer system as multiple logical computers, 
e.g., GDZ [4], Xen [8], VMware [9] and Solaris Zones [2] 
etc.  

Virtualization in HPC is an active research area [5, 6, 7]. 
A distributed grid infrastructure whereby resources are 
exposed as virtual machines is discussed in In-Vigo [10,11], 

                                                           
2 http://www.sun.com/software/sge 
3 http://www.virtualbox.org 
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Virtuoso [12] and Violin [13]. Xenoserver [14] focuses on 
building a distributed infrastructure based on Xen virtual 
machine [8]. In [15], a method combining Xen [6] and 
Oracle Grid Engine [3] scheduler was presented to allow the 
efficient mixing of parallel and serial jobs on a cluster. 

In contrast to the above, we apply batch scheduling (i.e., 
OGE) on one multi-core machine to prevent over-
subscription. Virtualization using Oracle VirtualBox [1] is 
used to ensure that OGE can be deployed on the least 
common denominator of the supported operating systems. In 
particular, we ensure that the management component called 
QMaster can still be deployed on a machine whose operating 
system is unsupported by QMaster. 

III. TECHNOLOGY 

A. Oracle Grid Engine 
Oracle Grid Engine (OGE) is a resource management 

tool for heterogeneous distributed computing environments. 
It accepts, schedules, and manages the execution of jobs (i.e., 
user programs) based on their resource requirements. The 
resources include processors, memory, disk space, and 
software licenses. Fig. 1 shows various components of 
Oracle Grid Engine. Two components of our concern are the 
QMaster and execution daemons. 

 

 
 
The QMaster is the central component of a Oracle Grid 

Engine. It is responsible to accept job submissions, job 
scheduling, resource monitoring, and administrative tasks. 
The execution daemon is deployed on each compute node. It 
receives jobs from the QMaster and executes them locally on 
its host.  

The execution daemons can be installed on both 
WindowsTM and UNIX operating systems. However, 
QMaster can only be installed on UNIX operating system. 

B. Oracle VirtualBox 
Oracle VirtualBox is a virtualization software package. 

It is installed on an existing host OS (operating system) and 
allows guest OS to run on top of the host OS. The host OS 
and guest OS can communicate with each other, either 
through a shared clipboard or using a virtual network. 

Oracle VirtualBox supports three different networking 
modes between the host OS and the guest OS, namely 

bridged, internal, and host-only. Each mode has its own 
advantages and limitations. We will demonstrate these three 
modes for different scenarios that we consider. 

IV. ARCHITECTURE 
A user can efficiently utilize his/her multi-core system by 

scheduling concurrent jobs to the available processing cores. 
However, resource contentions can occur when the user 
relies solely on the operating system's time-sharing 
scheduler. Hence, a batch scheduler is implemented to 
prevent the resource contention. It does so by not over-
subscribing the cores. 

This project proposes to build up a batch scheduler for a 
personal multi-core system using Oracle Grid Engine. In this 
section we describe this implementation under three 
scenarios. First we directly deploy OGE on a single Linux 
system. Afterwards, we discuss packaging OGE as an 
appliance for a homogeneous system. Lastly, we extend the 
appliance to support non-UNIX systems. 

A. Personal  OGE for Single System 
To build up a batch scheduler for personal multi-core 

system using Oracle Grid Engine, we install both the 
QMaster and execution daemon on a single system (Fig. 2). 
This necessitates them to be installed on localhost IP 
addresses (127.x.x.x). 

  

 
 

However, the hostname and the selected localhost IP must 
not be “localhost” and “127.0.x.x”, respectively. This is 
because Oracle Grid Engine restricts the use of any address 
127.0.x.x of loopback interface. It also reserves the hostname 
“localhost” for loopback interface. Thus, the hostname can 
neither be “localhost” nor the IP address of 127.0.x.x. 

The OGE QMaster can thus be successfully installed on 
any Linux machine along with the execution daemon. 
However, the OGE QMaster installation is not supported on 
non-UNIX operating systems such as WindowsTM even 
though there are non-UNIX systems supported by the 
execution daemon. Our proposed solution is to deploy OGE 
QMaster on a guest Linux system, while running the OGE 
execution daemons can be deployed on a supported non-
UNIX operating system. 

Thus, we now describe an intermediate scenario of 
running the OGE execution daemon on host Linux machine 
and the OGE QMaster on a guest Linux machine. 

 
Figure 1. Sun Grid Engine Component Architecture 

 
Figure 2. Personal OGE on localhost 
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B. Personal OGE Appliance for UNIX System 
As illustrated in Fig. 2, guest Linux is installed and 

connected to the host Linux via a Bridged Network Adapter. 
Oracle VirtualBox allocates a static IP address on the 
bridged network to both the guest and host machine, which is 
used by OGE to identify these machines. 

 

 
 
The OGE QMaster is then installed on the guest Linux 

OS where the passwordless-SSH login is enabled and the 
firewall settings are already taken care of. The directory 
where OGE is located (e.g., /opt/sge6-k) is then shared over 
the NFS. 

The OGE execution daemon is now installed on host 
Linux after mounting the shared OGE directory exported by 
the guest Linux. An important point to note is to disable the 
execd start-up script installation on the host Linux. This 
start-up script hangs up the host system while booting up as 
it tries to connect to the QMaster on a virtual machine. 
However, during the boot-up procedure, the guest Linux 
(and its QMaster) has not started yet. 

Jobs can be submitted from both the host and the guest 
machines; these are now batch-scheduled on the different 
cores of the system. We now extend our work to personal 
multi-core systems running a non-UNIX operating system. 

C. Personal OGE Appliance for non-UNIX System 
We assume a personal multi-core system running 

WindowsTM operating system. To successfully deploy an 
OGE appliance, Microsoft Services for Unix (SFU) or 
Subsystem for UNIX based Application (SUA) must be 
installed. These services are available only in limited 
versions of WindowsTM.  SFU was part of various 
WindowsTM OS until WindowsTM XP, while the later 
versions of WindowsTM implement SUA.  

The overall scheme is illustrated in Fig. 4. Guest Linux is 
first configured on Oracle VirtualBox. It connects to the host 
machine through a “Host-Only Adapter” of VirtualBox. A 
static IP address is allocated to both the guest and host 
machine, which is used then used by OGE to identify the 
QMaster and the execution daemon. 

The Oracle Grid Engine QMaster is then installed on the 
guest Linux, where the existence of Windows Execution 
hosts is explicitly confirmed. The installation process 
however fails while copying certificates to Windows. These 

certificates are to be transferred manually to the host 
machine. 

 

 
 

Next, the Oracle Grid Engine Execution Daemons are 
installed on the host Windows OS. The successful 
installation requires an updated “libm.so.” library in the host 
machine. One cave-eat encountered is to disable the network 
connection at the host OS during the installation of OGE. 
The presence of such a network occasionally introduces a 
problem in hostname resolution by the OGE installer. 
However, once OGE is operational, the host network can be 
resumed. As in scenario-2, the default execd start-up script 
should be disabled.  

The jobs are submitted to the OGE QMaster on guest 
Linux OS by the Korn Shell of SUA/SFU. After the job 
finishes executing, the redirected stdout/stderr files are 
available on host machine under “/” directory in Korn Shell. 

V. CONCLUSION 
In this paper, we present a new technique for batch 

scheduling on personal multi-core system. The aim is to 
prevent over-subscription on personal multi-core systems to 
achieve optimum performance of compute-intensive 
programs, and to minimize the potential of memory trashing. 
The batch scheduling mechanism of the Oracle Grid Engine 
is used to exploit the resource utilization and easy 
management of jobs over different cores. The design of the 
system is modular and the implementation is rather easy and 
extensible to any number of cores across various operating 
systems. 

 This system can be used in college labs, offices for 
research and training. Future works will be aimed at the 
exploitation of this platform for research purposes including 
the implementation of theoretical advances in scheduling and 
clusters management. 
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Abstract— This paper proposed an agent communication 
model including communication language specification based 
on OWL-communication language and communication actions, 
as well as formal communication process. So in the process of 
the interaction of multi-agent, agent must take the same 
communication language and use common understanding 
about the content of communication. In the open environment, 
the object that agent communicate with is different time by 
time and every agent may have different understanding about 
the same thing. The proposed solution prevents the 
misunderstanding during the business process though the 
agents' communications. 

Keywords-agent;ontology;communication language;  

I.  INTRODUCTION 
Because in an open and heterogeneous environment, 

different knowledge management systems of knowledge that 
exists between the grammatical and semantic differences, in 
order to address different systems and agent interaction and 
collaboration between the issues, ontology embedded agent 
system, to achieve knowledge sharing and reuse. At the same 
time in order to maintain the independence of each agent to 
agent effectively with the other agent a direct or indirect data 
exchange and sharing, use of body responsible for 
communication between the agent and the environment, 
exchange of information. 

MAS is a powerful paradigm in nowadays distributed 
systems such as negotiation system, however its 
disadvantage is that it lacks the interconnection with 
semantic web standards such as OWL.  

Agent communication languages provide a standard in 
the protocol and language used in the agent communication, 
but can't provide a standard in ontology, because ontology 
depends on the subject and concept of the communication 
and it is almost impossible for two agents can share a same 
semantic vocabulary, they usually have a heterogeneous 
private vocabulary defined in their own private ontology. 
The development of generally accepted standards will take a 
long time. 

Lack of standardization which impedes communication 
between agents is known as the interoperability problem. In 
order to obtain semantic interoperability in distributed multi-
agent systems, agents need to agree on the basis of different 
ontologies. 

Multi agent technology, which combines artificial 
intelligence (AI) with distributed computing, has been a 
hotspot in research of distributed computing and AI. 

Essentially, Multi agent is an object that looks for 
cooperators in the Internet on behalf of a user, and 
cooperates with other agent in order to implement the task of 
the user. At present, the cooperation of multi agent mainly 
focuses on the research of communication mechanism.  

In related research we often take interaction of agents as 
methods to resolve business problems. But in the process of 
the interaction of multi-agent, agent must take the same 
communication language and use common understanding 
about the content of communication. But in the open 
environment, the object that agent communicate with is 
different time by time and every agent may have different 
understanding about the same thing. Multi-agent system will 
become complicate when the interaction among agents get 
more times. 

In order to resolve the problems above, this paper 
proposed a reliable and multi agent communication model. 
This paper proposes a novel approach to communicate with 
agents, in which the communication language  to adopt 
expressed in terms of a common shared ontology that is 
shared by the agents in order to participate to a negotiation 
session. The communication ontology is defined in a way 
general enough to support a wide variety of market 
mechanisms, thus being particularly suitable for flexible 
applications such as electronic commerce. The paper 
describes the communication process and provides a 
architecture for agents. 

The rest of the document is organized as follows. In 
section 1, we resume the related work and summarize the 
communication processed in intelligent fields. In section 2, 
we describe the communication language and present the 
process of agents. In section 3, we describe the formal 
communication action and present the communication 
process. In section 4, we present conclusions and put forward 
future work. 

II. RELATED WORKS 
DOMAC (dynamic ontology mapping system for agent 

communication) [1] is proposed based on different mapping 
approaches (lexical, semantic and structural), in order to 
provide help in the conversation among different agents. In 
this paper a communication layers is proposed to outline the 
communication between agents, a multiplatform 
communication system architecture is proposed to provide a 
highly flexible and scalable system that allows agents written 
in different languages to send and receive messages using the 
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KQML standard, as well as it allow agents to maintain 
several dialogues at a time. 

Literature [2] considers agents having multiple 
communication sessions at the same time. This paper assume 
that FIPA semantics of agent communication languages can 
still be used when we attribute mental attitudes for each 
session, which we call the roles of the agents, and we assume 
that we have to distinguish the mental attitudes attributed to 
the roles from the mental attitudes of the agents. It considers 
several consequences of the distinction between the mental 
attitudes attributed to the roles and the mental attitudes 
attributed to the agent.  

Literatures [3] have been developing a strong migration 
mobile agent system in Java. Using the system, we are 
developing the platform of an autonomic distributed 
processing system, called AgentSphere. In this research, a 
mechanism so that an agent can create a backup of itself 
which includes data in the middle of execution is 
implemented. In order to use this mechanism, a user 
describes backup commands in the agent's code. The backed-
up agent is sent into other AgentSphere. And when an 
original agent stops according to an unexpected situation, the 
backed-up agent will start its activity instead of original one 
in order to resume its processing. Moreover, the method to 
insert backup commands automatically in suitable positions 
of an agent's code is proposed. Furthermore, this paper also 
describes the implementation of a scheduler which performs 
initial distribution of agents and the communication.  

It also addressed that mailbox is used to be the transfer of 
message sending, which can also prevent the phenomenal of 
message chasing. The position information of mobile agent 
is not only stored in the home place of the agents, which is 
the computer where its mailbox is stored, but also stored in 
the computer where the agent is rest now. So that, the burden 
of its home place can be reduced, the neck bottle can be 
avoided, and the sudden-dead agent can be detected in time.  

Agent communication protocol is the basic principle in 
the agent communication, this principle have a direct impact 
on the efficiency of the agent. According to the different 
agent environment, there are three following agent modes at 
present: Cognitive or Deliberative Agent; Reactive Agent 
and Hybird Agent [5-6]. 

Ontology can abstract the essence of the domain of 
interest and helps to catalogue and distinguish various types 
of objects in the domain, their properties and relationships. 
An agent can use such a vocabulary to express its beliefs and 
actions, and so communicate about them. 

III. AGENT STRUCTURE 
In this paper, we adopted the idea of object-oriented to 

design and implement the agent. First, the functional 
structure, the hierarchical structure is given in figure 1; 
Agent Communications under the functional structure is 
divided into layers, the reaction layer and the Ontology 
knowledge level. Communication layer is responsible for the 
external environment or other Agent to interact; Ontology 
knowledge level, including Agent ontology of knowledge 
expression and storage; reaction layer of information is the 
decision based on knowledge level Agent behavior. When 

we design inner class of agent, we should fully take into 
account the realization of the function layers and mutual 
coordination mechanisms. Figure 1 is the schematic nature of 
the Agent's basic function structure chart: 

Ontology 
Knowledge Base

Data Base

Reaction layer
Communication 

Layer

Agents

 
Figure 1.  Agent's basic function structure 

So that S = {s1, s2…} for a group of state of the 
environment, a particular moment in a state of the 
environment can be seen as an element in the collection. 
Agent impact on the environment can be defined as a set of 
actions A = {a1, a2 ,...}  Therefore, agent can be abstracted 
as a function: action: S� A. 

Agent receives an input from the environment-aware, and 
produce output actions effect the environment. This 
interaction is usually a continuous process. Moderate in a 
complex environment, Agent can not fully control their 
environment, can only partially control, or impact on the 
environment. Agent view from the point of view, this means 
the same in the same environment, the implementation of an 
action may execute twice a completely different effect, in 
particular, may not produce the desired results. Therefore, 
all of the Agent must be prepared in the usual environment, 
failure can occur in the preparations. Of this form of 
expression is generally assumed that the environment is 
uncertain.  

Agent interaction with the environment, the basic model 
is as follows: environment starting from a certain state, 
Agent select an action role in this state. Action result is 
likely to reach some state of the environment. However, 
only one state can be truly realized, of course, Agent does 
not know in advance which state will be achieved. In the 
second state on the basis of, Agent continue to choose an 
action execution, the environment may be the state reached 
a state of concentration. Then, Agent then select another 
action, and so to continue. Therefore, the execution of agent 
in the environment is environmental state turn to a sequence 
of actions.  

Agent structure shows how an agent is decomposed into 
modules and how they interact, and no Agent systems must 
be considered in design. We supposed variable O is a 
collection of external information, A is the agent which can 
perform a set of possible actions, modules and their 
interactions provides a collection of Agent how to obtain the 
basis of the information (or feeling o, o�O) and its 
operational strategies to determine the Agent's output (or 
action a, a�A).  
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Agent's basic function is to interact with the external 
environment, access to information, the information 
processed in accordance with a certain way, then the role of 
the environment. The following diagram as shown in Figure 
2 is a highly conceptualized the basic structure of agent: 

 
Figure 2.  Agent conceptual structure 

Agent can be defined as mapping from perceived 
sequence to agent action [8]. From above graph structure we 
can see, agent can influence their environment to get 
movements output. Here, agent can be viewed a black box, 
through perceptions inductive environments, obtain 
information. After information processing formed after 
behavior decision counterproductive the environment. Most 
agent not only interact with environment but also process 
and give explanation about received information in order to 
achieve their purposes.  

IV. OWL-BASED AGENT COMMUNICATION LANGUAGE 
In multi-agent system (MAS), agent can be co-

coordinated action, with the implementation of the task and 
truly social reasons is that agent can communicate. Agent 
communication is driven by the agent mental state is used to 
sense the environment, strengthen its capacity to act. Agent 
communication is a prerequisite for agent communication 
exists between the same approach and similar way of 
thinking. To complete the communication process, we need 
define a standard communication language. FIPA defines a 
series of specifications adopted by the Organization to 
promote the study and application of Agent, where FIPA 
ACL is the norm group on the Agent Communication.  

FIPA ACL specification is based on speech act theory 
(Speech Act Theory) of the Agent Communication Language 
Specification. Specification is defined by a source as saying 
that an Agent action, by processing received messages to 
implementation activities. FIPA ACL messages as defined 
by the communication message protocol, sending Agent 
identifier, receiving Agent identifier, the message ontology, 
the message content language, and message elements. The 
language describing the message content is flexible, you can 
use SL (Semantic Language, semantic language) that can 
also be used VB, Java and other high-level programming 
language, which to communicate the message is understood 
in different platforms Agent creates a barrier.  

In FIPA ACL, the general use of SL as a communication 
the content of language, on the SL syntax, for example, in 
Chapter 2 has been described, in order to agent have a better 
understanding of the semantic nature of this paper as an ACL 

the contents of the OWL description language. This article 
was chosen as the passage of SL content language object of 
study because: SL is an experimental language FIPA and did 
not provide it with formal semantic model, it can be used 
where other functions in other languages awakened with a 
description of reasoning.  

This paper defines the organization through a 
combination of W3C's OWL meta-data modeling language 
to improve communication between the agent languages. 
Here OWL is equivalent to a platform for encoding and 
decoding language, so that exchange of information among 
agent. As the OWL-DL supports reasoning, this reasoning 
mechanism can be used the definition of agent action.  

According to earlier analysis of the FIPA ACL 
communication language and communication norms, the 
following is an example of a communications action request. 
According to definition of multi-Agent system, the 
communication request is given expression: 

 
On the contents of a communication action expression 

language to use OWL descriptions, can be expressed as 
follows: 

 
According to the communication language and its 

communication actions, this article can also be used to 
communicate action OWL description, the attribute of 
hasSender identifies the initiator of communication actions, 
which contains the Agent class can be an individual person 
or machine. Each instance of this attribute can only have one 
value, that each communication action can only have one 
sponsor.  

<owl:FunctionalProperty rdf:about="#hasSender">  
<rdfs:range rdf:resource="#Agent"/>  
<rdf:type rdf:resource="&owl;ObjectProperty"/>  
<rdfs:domain rdf:resource="#CommunicativeAct"/>  
</owl: FunctionalProperty>  

(request 
     : sender Agent A 

 : content ((action 
(agent-identifier: name Agent A) 
(stream-content :movie Anxiety 

:channel FOX))) 
    : receiver Agent B 
    : protocol fipa-request 
    : reply with order1 

) 

(request 
    : sender Agent A 
    : content <owl:Action rdf:ID= "request"> 
<fipaowl:act>requesting</fipaowl:act> 
<fipaowl:movie>Anxiety</fipaowl:movie> 
<fipaowl:actor>AgentName</fipaowl:actor> 
<fipaowl:channel>FOX</fipaowl:channel> 
</owl:Action> 
    : receiver Agent B 
    : protocol fipa-request 
    : reply with order1 
)
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hasReceiver attribute identifies the recipient of 
communication actions, which contains Agent class 
individuals and the machine can be, hasReceiver can have 
multiple instances, each communication action can have 
multiple recipients.  

<owl:ObjectProperty rdf:about="#hasReceiver">  
<rdfs:range rdf:resource="#Agent"/>  
<rdfs:domain rdf:resource="#CommunicativeAct"/>  
</owl: ObjectProperty>  
hasContent attribute defines the communication actions 

proposed content of the content from the data, behavior, and 
the composition of other communication actions. hasContent 
attribute is ContentProperty class internship, it contains the 
attributes typeOfContent.  

<owl:ObjectProperty rdf:ID="typeOfContent">  
<rdfs:domain rdf:resource="#ContentProperty"/>  
<rdfs:range>  
<owl:Class>  
<owl:oneOf rdf:parseType="Collection">  
<rdf:Description rdf:about="#Data"/>  
<rdf:Description rdf:about="#Action"/>  
<rdf:Description rdf:about="#CommunicativeAct"/>  
</owl: oneOf>  
</owl: Class>  
</rdfs: range>  
</owl: ObjectProperty>  
<owl:Class rdf:ID="ContentProperty">  
<rdfs:subClassOf rdf:resource="&owl;ObjectProperty"/>  
</owl: Class>  
<rdfs:subClassOf>  
<owl:Restriction>  
<owl:cardinality rdf:datatype="&XMLSchema;int"> 1 </ 

owl: cardinality>  
<owl:onProperty>  
<ContentProperty Rdf:ID="hasContent">  
<rdfs:domain rdf:resource="#CommunicativeAct"/>  
</ContentProperty>  
</owl: onProperty>  
</owl: Restriction>  
</rdfs: subClassOf>  
In the agent of the communication process, this article 

using OWL language to describe the communication 
language and its action, the application ontology can be a 
very good formulaic expression and reasoning rather than 
consider the application of the system.  

   In the agent communication process, if the Agent in an 
area to conduct multiple communications or transmission 
communications, carrying a small-scale private body can 
help Agent for effective communication. Thus, Agent 
platforms and identity management through the user access 
to small-scale ontology can carry.  

    Ontology for the concept and the relationship between 
entities and the entity has the characteristics and laws to 
make a formal description. From the realization of 
interoperability, reuse, sharing, re-constructed to reduce the 
waste of existing components such as point of view, using 
ontology knowledge of methods for the communication 
entities is described [7]. Under different circumstances 
ontology based agent communication process.  

    Agent communication process is as follows:  
    1) Communication initiator Agent1 issued by the 

recipient Agent2 communication request;  
    2)  judge Agent1 and Agent2 whether the request to 

the ontology server to carry the body, if not to carry the body, 
then the two sides can directly communicate, communication, 
end of the process;  

    3)  If the Agent1 and Agent2 to carry the body to 
communicate, to the ontology server received a request for 
permission to carry bulk.  

    4)  Agent1 and Agent2 from the ontology server to be 
their own private body to carry and get a certain degree of 
authority;  

    5) Agent1 through its private ontology O1, said the 
message in all the concepts received M1;  

    6) Agent2, through its private ontology O2, said the 
message in all the concepts received M2;  

7) From the private ontology O1 and O2 for the private 
collection of auxiliary information, Agent1 with Agent2 
communication, communication process is complete.  

V. SUMMARY AND OUTLOOK 
This structure has the following characteristics:  
 1) Agent knowledge representation mechanisms, the use 

of OWL language for communications the content of 
language and communication actions described expression;  

2) This paper given communication language 
specification and also has been described the communication 
process;  

3)  It can provide services for the agent by ontology, and 
also support the reliability of communication between the 
agents. 

In this paper we have using ontology into agent 
interaction system. The main advantage of this approach is it 
has the ability to describe the deal that is under business 
transaction which in turn allows reasoning, optimizing, 
knowledge reuse and management. We believe that this 
approach will facilitate reaching more sound and effective 
mutual understanding and communication in a multi-agent 
system. At the same time, the proposed system has a number 
of shortcomings that we are aware off such as reasoning is 
not sufficient for various existed system. For example, the 
hardest problem is how to add negotiation strategy to the 
negotiation rule database. It is need to be further research 
and need many technology fields such as mathematics, 
artificial intelligent. Moreover, we intend to implement the 
proposed system and use ontology and negotiation rules to 
reach a relative intelligent system in the future work. 
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Abstract—To improve the reliability and feasibility of web 
applications, performance testing is very important for 
satisfying users. For reducing the cost and improve the 
efficiency of performance testing, we propose a new reactivity-
based performance testing framework in this paper. We also 
provide a complete approach to generate test cases 
automatically from original web logs. First our approach 
retrieves user patterns through logs at the server side. Then, 
metrics derived from users’ perspective are applied and usage 
pattern from client side are gained. At last test case can be 
generated automatically by solving an optimization problem 
through an evolutionary algorithm. 
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I.  INTRODUCTION 
With the rapid development of economics in China, small 

and media-size enterprises have more demand on enterprise 
information management. Web application, including SaaS 
(Software as a Service), becomes the most popular 
applications. It gives these enterprises a new way to use 
software service by renting the service according to their 
needs.  

SaaS has been paid much attention by industry which has 
been the main form for distributed web applications, such as 
e-commerce and e-government systems. But the main bottle 
neck for promoting SaaS systems is related to system testing. 
When software companies do not have a hundred percent 
sure about the reliability and feasibility of their applications, 
they will hesitate to build the systems and customers will not 
be willing to use the systems as well. Therefore, performance 
testing is a very important step in developing web 
applications and put them into wider use. 

Since web applications usually have tremendous amount 
of users, traditional testing techniques is not suitable to solve 
the problem since there are several difficulties in the 
following aspects [8]: 

(1) Because of the difficulties for simulating real 
scenarios, some metrics need to be predicted, such 
as, the type of users, the number concurrent users, 
and access methods. These metrics are not easy to 
derive and predict. 

(2) Since a large number of users will access a service in 
one distributed web application concurrently. 
Performance testing and scalability are the focus of 
system testing. 

(3) Issues related reactivity should be considered in the 
performance testing, i.e., how the users react to 
different server response time, since performance is 
greatly related to user satisfaction. 

To give a solution to the presented problems, we propose 
a reactivity-based performance testing framework in the 
Cloud. It can monitor and retrieve user patterns for web 
applications through web logs and generate performance test 
case automatically by an evolutionary algorithm. 

II. RELATED WORK 
Currently, the techniques for cloud testing and 

performance testing of web application are still immature. 
Details of techniques disperse in several related fields.  

A. Performance Testing Tools 
Traditional commercial performance testing tools 

includes mercury LoadRunner, IBM Rational performance 
Tester, and the open source implementations, such as JMeter, 
OpenSTA, WebLoad, etc. These software help to predict 
system performance by simulating thousands of users who 
concurrently access web applications, monitoring the system 
status, and then finding the performance problems and tuning 
the system by the results. But none of them support 
automated performance testing.  

It has emerged several cloud testing platforms in the 
industry, such as CloudTest and KITE [6]. CloudTest 
platform is produced by Soasta [7] and and supports load, 
performance and functional testing. Although these 
performance testing tools are deployed in the Cloud and 
provide services to users by SaaS, the underlying techniques 
are not quite different from traditional techniques in 
automated testing and testing metrics derisions.  

B. Framwork Techniques for Performance Testing  
On the research on web testing frameworks, most 

architecture consists of virtual user generator, controller and 
workload generator. CapCal presents a model for measuring 
web application performance. It mainly uses CalCal ULTRA 
(Universal Load Testing Replay Agent) technique and 
generates virtual users to test web application under variable 
workload. Traditional method uses special machine to 
generate workloads while ultra uses distributed agents to 
increase the number of virtual users. Each agent can simulate 
a lot of users and sessions on CPU free time which could 
reduce the overall cost of performance testing.  
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Figure 1. A framework for automated performance testing 

C.        Reactivity-based Research on Web Application 
      Since the end users are the main determinant for the 
success of a web site. Therefore, the perspective from users 
is very important.  Currently, only a few publications talk 
about users’ perspective when evaluating a web application.  
      The work in [3] uses the USAR model to evaluate the 
performance of a Web application. USAR model is a 
workload generation model which considers users’ 
reactivity to web sites and a new version httperf capable of 
reproducing the user reactivity is presented. 

Silva et al [10] addresses the use of reactivity in web 
applications. They design and evaluate a reactivity-based 
scheduling mechanism that gives priority according to user 
behavior. They also propose a hybrid admission control and 
scheduling mechanism that combines both reactive 
approaches.  

Feitelson [5] concludes the workload generation work. 
Coffman and Wood suggest a new model for user Think 
Time from a reactivity view.  

D. Automated Test Case Generation for Performance 
Testing 
There are not many, but some researches on 

performance and stress testing. Garousi [2] proposed a stress 
test methodology aimed at increasing the chances to 
discover faults related to network traffic in distributed 
systems. They use UML models of distributed systems 
extended by timing information. What they focus is network 
traffic other than QoS attributes. They did not propose a 
method on transforming their test requirements into test 

cases. Zhang et al. [9] proposed similar methods for 
automating stress test case generation in multimedia 
systems. They use Petri-nets and temporal logic integrated 
into UML models. The complexity technology combination 
makes their approach difficult to be applied into use. 
Avritzer et al [4] propose a class of load test case generation 
for telecommunication systems. They use operational 
profiles to test a system modeled by markov chain. 

As to the heuristics search, such as Genetic Algorithms, 
on performance testing of composite services, Afzal [1] 
reported a systematic review based on a comprehensive set 
of 35 articles published in the time span 1996-2007.  In 
these papers, Quality of service topic is only 5.71%. The 
only works are Canfora et al. and Di Penta et al. [11]. Di 
Penta [11] proposes the use of Genetic Algorithms to 
generate inputs and bindings that cause SLA violations.  
Their work does not take users’ experience into account 
when they calculate QoS expensive workflow.  

III. OUR FRAMEWORK 
Our proposed framework is shown in Fig. 1. The whole 

system includes workload generator, virtual user generator, 
workload scheduler and monitor, and results analysis tools. 
There are three new components presented in the figure, 
which are User Pattern Analysis Model, Automated 
Workload Generator, and Metrics Base from Users’ 
Perspective.  

• Usage Pattern Analysis Module 
This module derives user pattern from original web logs. 

It is the basis to simulations for testing, especially 
performance testing. The typical usage pattern, session 
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length and the number of concurrent user need to be derived 
from web logs. 

• Automated Workload Generator 
 This module needs automated testing techniques, 

including automated testing case generation technique from 
requirements. 

• Metrics Base from Users’ Perspective 
The metrics derived from Users’ perspective are used to 

automatically generate test cases.  

IV. MAIN TECHNIQUES 
For implementing the framework proposed in the last 

section, detailed techniques are presented. 

A. Deriving Usage Pattern From Web Logs 
From an original web logs, merging and filtering 

techniques could be first applied for getting rid of bad and 
irrelevant entries. Then clustering technique is used for 
categorizing different types of customers by interested 
characteristics.   

Suppose we have request logs for each category of users. 
Then we can start to derive usage patterns. Each request log 
L includes the following information [12]: UID, 
RequestType, RequestTime, ExecutionTime. UID is an 
identification of the customer submitting the request which 
could be obtained from cookies, dynamic URLs, or other 
techniques. RequestType represents the type of request. 
RequestTime is the time when the request arrives at the site. 
ExecutionTime is the execution time of this request. This 
value is not normally recorded in the HTTP log. But it can 
be recorded if required at the server site. 

A model illustrated in Fig. 2 could be derived from the 
logs. It shows usage patterns in an online-shop example. 
The square represents the RequestType in the specific 
example.  Transitions between RequestType represent the 
probabilities that one RequestType goes to another 
RequestType. E represents the execution time for each 
request. T represents the think time for next request at the  

      Figure 2. One usage pattern model at server side for an online shop 
application 

server side. For example, after browsing the product list, the 
customer has 0.3 probabilities to transfer to the Search 
request. From Browse to next operation, it needs 10 seconds 
for the think time.  

B. Metrics based on Users’ Perspective 
User satisfaction is critical for the success of a web site 

and it comes directly from users’ reception. Therefore, 
metrics from users’ perspective could be useful rules for 
performance testing.   

Although the think time from the client side is different 
from the server side by deducting the time on networking 
transmission, the client side behavior could be derived 
directly from Eq. (1).  

                      Tc = Ts -2*Tn                                          (1) 

where Ts represent the server side think time, Tc represents 
client side think time, and Tn represents the time for data 
transmission on the network.   
      Similarly, the execution time in the server side could 
lead to the calculation of the client side from Eq. (2) 

                               Ec = Es+2*Tn                                       (2) 

where Es represent the server side think time and Ec 
represents client side think time.  
      Therefore, a client-side usage pattern model could be 
transformed from previous model in Fig. 2 as shown in Fig. 
3.  
      Other than usage pattern models, metrics such as 
number of concurrent users should also be derived.  The 
estimation could be gained by Eq. (3). 

                                                                          (3) 
where C is the average number of concurrent users, n is the 
number of sessions,  L is the average session length, T is the 
time duration for the speculation. 
        Give-up rate is another metrics which can reflect user 
satisfaction.  Usually response time is the main factor for 
giving up for waiting for the response. The standard time for 
response time is 2/5/20 seconds. That is, under 2 seconds is 
regarded as “very attractive”. Within 5 seconds is 
considered as “very good”. 10 seconds may be the upper 
limit for waiting. But a “rational” response time depends on 
the requirements of real customers in the business process. 
So, the give-up rate found from web log could be referred as 
users view on response time.  For an easier application,  a 
metric called Performance Sensitivity Level (PSL) is 
introduced. PSL is to show the degree the Request Type is 
sensitive to response time, i.e., if the level is high, user 
satisfaction is decreases quickly when the response time is 
over a limit. In the previously presented online shop 
example, the Search and Pay requests are more sensitive to 
response time than other requests. Fig. 3 also indicates the 
request type with PSL. The default value is 1. 
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Figure 3. One usage pattern model at client side 

C. Automated Test Case Generation 
      The objective of performance testing is to find some 
input which can lead to some violation on system 
performance constraints, such as too long response time, or 
too low throughput. Traditional testing techniques have 
some difficulties in completing the task. Evolutionary 
technique could be an option which could be used as an 
automated testing technique.  It considers the test case 
generation process as a numerical optimization problem. It 
can help to generate high quality test plans and reduce the 
cost by minimizing manual work. 
      If the performance testing objective is to test the 
response time of the system, search a case with longest 
execution time to solve the problem.  On the example of 
Fig. 3, a path with maximal execution time in Usage Pattern 
Model should be the optimal solution.  
      So, the fitness function is as shown in Eq. (4). 

          Fitness (test case) = ExecutionTime (a path in Usage      
Pattern Model)                          (4) 

In calculating the execution time of a path, if PSL of a 
request is not equal to 1 which means it is sensitive to user 
satisfaction, the execution time should be multiplied by PSL 
when considering user satisfaction. The length of path is 
constrained by the average session length and the number of 
concurrent users derived from Section B.  
      Using Genetic Algorithm (GA), the genome is 
represented as a list. The allele is request type where we use 
a number to represent.  For example, 4 represent Add to 
Cart request in Fig. 3.  An example of a genome is 
illustrated in Fig. 4.  The genetic operators is random 
initialization, one point crossover and flip mutation. During 
the calculation process, invalid individuals should be 
discarded.  

 
Figure 4. An example of a genome 

V. CONCLUSION 
In this paper, we propose a reactivity-based performance 

testing framework and provide a complete approach to 
generate test cases automatically. First it monitors and 
retrieves user patterns for web applications through web logs 
at the server side. Then, metrics derived from users’ 
perspective are applied and usage pattern from client side are 
gained. At last test case can be generated automatically by 
solving an optimization problem through an evolutionary 
algorithm. 

To validate our approach and evaluate its effectiveness, 
some HTTP logs from e-commerce site should be the 
source. But since it is difficult to get real web applications, 
we only use a simple online shop application running in the 
computer in our lab. Our future work should conduct more 
experiments on real systems and tune these detailed 
methods, such as clustering method, optimization method, 
for fitting them better into our framework.  
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Abstract—Self-adaptive architecture agent is 
extended to get agent pragmatics, then, the union 
integration platform is built based on 
architecture-centric agent pragmatics; Service is 
viewed as the basic business unit, agent pragmatic is 
corresponding cognitive carrier, service topology 
relationship is analyzed to get selective serial routing. 
Here, self-adaptation is the encapsulation goal 
between carrier and service, it is to sum up 
lightweight pragmatics replica, and achieve route 
learning evolution and implementation sequence 
algorithm of coarse-grained logical service 
adjustment.   

Key words-Agent Pragmatics; Architecture-centric; 
Self-adaptive; Pragmatics Replica; Service Adjustment; 
Internetware; Evolution Routing 

I. BACKGROUND 
Autonomous agent is the cognitive system 

composed of belief, intention, capability and 
promise [1]. Belief is agent cognition and the basic 
element for autonomic computing; Intention is 
planning selection for the future behavior and 
condition for autonomic computing; Capability is 
prerequisite about autonomic computing, and the 
important condition to achieve intention; Promise 
is decision-making for behavior, it can reflect 
autonomic computing process. Intention and 
capability have no direct cause and effect 
relationship.  

About cognitive architecture uniformity[2] and 
internetware concept expansion[3], there is a huge 
demanding attraction and application prospect for 
software self-adaptation and service inaccuracy[4]. 
From a cognitive perspective, granularity 
architecture service is the real-time capturing and 
responding to the learning process about uncertain 
behavior of architecture agents. The four parts of 
cognitive system are essential to understand and 
analyze adaptive behavior, their values, semantics 
and pragmatics define the internal agent states. 
Semantics is invariable, its corresponding attributes 
are inherent and fixed without outside influences, 
which is detrimental for service inaccuracy. By 
context’s significance, pragmatics is with a casual 
response, different from semantics, that is 
favorable for architecture-centric[6] business 
process.  

II. DEFINITION OF AGENT PRAGMATICS AND 
SERVICE’S EXTENSION  

Fig. 1 is the sequence position and extension of 
agent pragmatics, in order to illustrate this process, 
it uses to locate and define from service-driven 
environment, four-dimensional cognitive logic and 
agent pragmatics application. 

Definition 1. Service-driven environment: 
SerDriEnv=Service{Agent1, Agent2, …, 
Agenti}×RelationRule{Rule1, Rule2, …, Rulej}, 
service is defined as adaptive agent logic, its 
topology relation expresses fixed and unfixed state, 
some service relation rules build granularity’s logic 
sequence by fixed state. Moreover, according to 
mapping relation of requirement and service, they 
build adaptive strategies, which needs 
four-dimensional cognitive capturing and learning 
process. “∞” stands for the constraint relation agent 
logic rules’ state and four-dimensional cognition, 
that is, Agentx∞Rulex, and satisfies for 
Rulex�FixedRLibrary�unFixedRlibrary, all rules 
are the sub-elements about fixed rule library and 
unfixed rule library. 

Definition 2. Four-dimensional cognitive logic: 
AgentCongLog=SerDriEnv(Belief, Intention, Ability, 
Promise), it is the decision-making architecture of 
SerDriEnv. “ ⎯⎯⎯ →⎯Condition ” stands for the mapping 
relation about four-dimensional cognitive elements 
and adaptive agent 
operation(AdapAgentOperation), the mapping 
condition of relation expresses the effect of 
four-dimensional cognition about adaptive 
operation: 
Belief&&Ability ⎯⎯ →⎯Know AdapAgentOperation, 
that is, belief and capability are adaptive agent 
operation’s condition together, 
Intention ⎯⎯ →⎯Cause AdapAgentOperation, 
(Promise ⎯⎯⎯⎯⎯ →⎯ −makingDecision Behavior)⇒ workflow(A
dapAgentOperation), it is needed to meet for 
Intention ⎯⎯⎯⎯ →← dunconcerne Ability. The requirement 
of AdapAgentOperation designes goal, and 
satisfies: （ Belief, Intention, Ability ）

⎯⎯ →⎯Deduce Promise. Adaptive agent operation is 
the iterative logic definition about 
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four-dimensional cognition.  
Definition 3. Service cognition’s topology: 

“ ⇔ ” shows the mapping relation fixed state and 
logical requirement of goal service controlled by 
Rule. According to service-driven environment 
requirement, all FixedRLibrary of agent logic 
related to some application service is 
corresponding to real-time service logic, while, it 
needs to build relation between service agent and 
rule, and achieves topology relation about service 
from four-dimension cognition and 
AdapAgentOperation: 

∀ (Agent)((Agent ∈ SerDriEnv) 
∧ (Agentx∞Rulex) 
∧ (Rulex�FixedRLibrary)) ⎯→⎯ ∃ Behavior((Be
havior ⎯⎯← AgentCongLog(Belief, Intention, 
Ability, Promise) 
∧ Behavior ⇒ workflow(AdapagentOperation)) 

⇔ objService{Agent1, Agent2, …, 
Agenti} ∧ FixedRLibrary ⎯⎯⎯ →⎯ intConstra (Service, 
Agent)), four-dimensional cognition logic satisfies 
Defintion 3.  

Definition 4. Agent pragmatics: it is expressed 
as four-group, AP＜Agent, ←→, Service, APrule
＞, Agent is the participation agent, Service is 
encapsulated by Agent, “←→” is binding and 
mapping relation between agent and service, 
APrule is the pragmatics rules about “←→”, it is 
equivalent to APrule =SerDriEnv× 
AgentCongLog×“ ⇔ ”, the Cartesian product 
meets for the statement and constraints of 
Definition 1, Definition 2 and Definition 3. The 
specific binding process of Agent and Service does 
not keep a strict multiple relations。 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Definition 5: Service pragmatics corresponded 

to requirement: agent pragmatics is composed by a 
non-repeating set, denoted by: SP{AP1, AP2, 
AP3, …, APn}. 

III. SELF-ADAPTIVE ARCHITECTURE-CENTRIC 
PRAGMATICS CARRIER’S MAPPING  

Architecture-centric concept is self-adaptive 
service’s basis[7], the process that internetware is 

as the basic granularity, service is adaptively 
captured and connected, which is an integrated 
refining needs, but also the business process 
thinking about distributed network-based 
platform[8].  

Architecture is expressed as topology 
sequence network about service relation, 
according to the statute as a whole, it captures 
real-time context of different levels, penetrates 
“Affecting Relation” logic from the outer to the 

Agent Granularity 

Agent Pragmatic  

 AP1 
 AP2 

 AP3 

 AP4 

 AP5 
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 AP7 
 APk 

SP1 

SP2 
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SP3 

AdapAgentOperation 

 
Belief Intention 

Ability Promise 

Behavior 

FixedR
Library 

FixedR
Library 

Service Pragmatic  

Fig.1 Definition of Agent pragmatics and Sequence Extension 
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inner, furthermore, controlled by 
architecture-centric criterion, there are two kinds 
of basic rules, as self-adaptive position of 
pragmatics, the local rules present 
unFixedRLibrary and FixedRLibrary. About 
sequence topology of service pragmatics and 
different requirement optimization goal, “Area” is 
the basic “Soft Partition” for whole 
architecture-centric adjustment.  

Definition 6. SPA: Service Pragmatics Area: it 

is equivalent of logical service aggregation unit, 
the whole architecture requirement service logic 
can be defined as logical mapping relation of 
several SPA. SPA＝ACC×Rin×SP×Rout, ACC is 
overall architecture-centric criterion, which is 
achieved by agent pragmatics relation. Rin is the 
relation SPA rule of the inner service pragmatics, 
Rin, Rout ⊆ unFixedRLibrary ∪ FixedRLibrary, SP 
meets for Definition 5.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Definition 7. Architecture-centric Criterion: 

ACC: it is the decision-making hub of service 
platform and agent pragmatics evolution topology. 
ACC Evolution Set(AP1, AP2, AP3, … APm). 
Driven by ACC, 
Requirement ∪ Abnormity ⎯⎯ →⎯ACC Set(Decision-

making). Decision-makingx ⇒
p

s

SPAs
1=

, the 

inner and outer relations of SPA is constrained by 
FixedRLibrary and unFixedRLibrary.    

Based on architecture service’s division of SPA, 
the corresponding requirement and implementation 

abnormity is dominated by architecture-centric 
criterion, then is changed into Rin and Rout of SPA, 
showed in Fig.2, the whole topology relation is 
built based on self-adaptive pragmatics, 
Architecture-centric Criterion is the logical 
barycenter and builds SPA relations for goal, that is, 
AdapGoal ACC Set(SPA1, SPA2, SPA3, …, 
SPAn) ∧ Set(Rin) ∧ Set(Rout) 
∧ (SPAx ⎯⎯ →←ACC Rinx ∪ Routx). ACC achieves 
corresponding constraint elements’ mapping about 
SPA , Set(Rin) and Set(Rout).  

This process model is a lightweight underlying 
basis for self-adaptive business flow, the 

Fig.2 Self-adaptive Service Pragmatics Mapping Process Based on Architecture-centric Criterion 
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decision-making and adjustment of ACC deploys 
the whole process into relation topology of SPA, 
and makes it possible that SPA of agent pragmatics 
replica[9] meets for adaptive unfixed state. 

IV. SERVICE PRAGMATICS REPLICA RELATION’S 
DESCRIPTION BASED ON SELF-ADAPTIVE AREA 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3 is the self-adaptive relation selection 
process of SPA pragmatics replica, the lightweight 
goal is LSubG, that links topology aggregation of 
SPA and PRG, the division and linking of logical 
fixed state and unfixed state makes week 
pragmatics replica’s partition become Fixed 
Domain and Unfixed Domain, and regulates the 
input-output replica entity of decision-making in 
Fixed Domain, it is showed as F-PR1 and F-PRi, 
they impact one another and make replica of 
LsubG fit for FIFO algorithms, then complete the 
combination and adjustment about container and 
component by the evolution form.  

LSubGx constraint is defined as:  
(1) LACmax is the max limit boundary of 

self-adaptive response constraint about LSubGx, 
with time as a unit. 

(2) LCCmin is the allowed max replica’s 
old-degree about self-adaptive consistency 
constraint, version of PR as a unit, the higher 
version means less old-degree and less stability, 
here, the old-degree of good stability is LCCmid. 

V. DYNAMIC SELECTION ALGORITHM AND 
EVOLUTION ADJUSTMENT ABOUT SERVICE ROUTE 

5.1 Algorithm Description 

Before achieving algorithm, it needs the 
following three-step initialization:  

STEP1: SPA related to Fixed-Domain and 
Unfixed-Domain of PRG is given the average 
response time ST<LACmax,, for all SPA sets related 
to LSubG, their overall response time 
STtotal<LACmax, adjusted by ACC, the 
implementation routing table about LSubG is built 
and managed by FIFO queue.  

STEP2: According to the agent pragmatics 
rule constraint of FixedRLibrary and 
unFixedRLibrary, after learning, ACC forms 
decision-making, and defines the routing priority 
of SPAx as )( xSPAPRI =the path length from 
SPAinto SPAout + the average response time related 
to SPA in path.  

STEP3: Update LSubG related to SPA, its 
includes: ID, NAME, Description, LCC and LAC 
etc, it captures and manages fixed and unfixed state 
about four-dimensional cognition.  
Algorithm:  
1 PRI(SPA) of every SPA is sorted by desc, and 
enters the same Sets; 
2 Calculate and ensure the critical path of PRG// 

the topology logic of SPA gets the critical path by 
graph theory according to PRI(SPA), it is the sub 
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set of SPA about LSubG.  
3 While NOT EMPTY(Sets) 
Capture the optimal SPA in Sets// that is the first 
one  
If (this SPA in the critical path) 

{record ST 
If (ST<LACmax,）&&(Tolerance(LCC))//Tolerance 
is the function about SPA’s stability, determines the 
value scope in advance, by comparison with 
LCCmid, within range, it returns true. 
{Using interval insertion technology of assigning 
tasks to SPA that has the shortest response time, 
ACC tracks and records the participation 
information of SPA, updates LCC}} 
Else 
｛  Calculate the earliest response finishing 
time ),( LSubGSPAECT  

Calculate the earliest finishing time after 
Copying SPA tasks ),( LSubGSPAECTC  

If 
),(),( LSubGSPAECTLSubGSPAECTC <
),(),( LSubGSPAECTLSubGSPAECTC =

 
If

),(),( LSubGSPAECTLSubGSPAECTC =
   The tasks of critical precursor SPA is related to 
the process of LSubG, SPA is allocated the LSubG 
process task nodes with minimum response time.  
Else 

SPA is allocated directly LsubG process task 
nodes with minimum response time.  
End if 
End if 
End While 
5.2 Algorithm Analysis 

The time complexity of calculating SPA’s 
priority and LSubG’s critical path is 

))()(( LSubGNumSPANumO + , the time 
complexity of sorting priority is: 

))(log)(( SPAnumSPANumO , the time 
complexity of ACC’s assigning tasks to SPA is: 

)))()((( 2SPANumLSubGNumO . Therefore, 
the time complexity of the above algorithm about 
dynamic SPA selection is: 

)))()((( 2SPANumLSubGNumO . 

VI. CONCLUSION 
To improve self-adaptive state capturing and 

scheduling is this paper goal, about agent 
four-dimensional cognition, abstract requirement is 
processed to sequence agent pragmatic and service 
pragmatic. It analyzes service topology, designs 
lightweight requirement sub-goals, finishes  
service pragmatic replica implementation, builds 

self-adaptive architecture rule library with fixed 
and unfixed state, traces process’s topology 
information, then achieves flexible platform based 
on dynamic sequence selection routing and service 
as the basic granularity.  
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Abstract—Along with the increased awareness of energy cost, 
power management becomes a big issue for clusters. In this 
study, we investigate the workload aware power management 
techniques for cluster systems and propose a new power 
management policy. The considered power management 
techniques are dynamic workload consolidation and usage of 
dynamic power range enabled by low power states on servers. 
The power management policy has been implemented on 
OpenPBS with Maui, which reduces about ten percent power 
consumption and optimizes workload distribution to lower the 
impact on performance. 

Keywords- cluster; workload-aware scheduling; power 
management 

I.  INTRODUCTION 
To solve large scale applications in science and 

engineering, such as bio-simulation and vehicle design, data 
centers need large configurations of parallel computers, 
which often comprise thousands of processors. One of the 
most popular implementations is using commodity hardware 
running Linux as the operating system and open source 
software to implement parallelism [1]. The designer can 
improve performance with added machines; the commodity 
hardware can be any number of mass-market, stand-alone 
compute nodes, data storage devices, and interconnect 
components.  

Power management of clusters is an area with increasing 
interests from research viewpoint and cannot be ignored. 
According to [2], the Total Cost of Ownership (TCO) of data 
centers can reach to $4B dollars per year and 63 percent of 
this cost can be contributed to power, cooling equipment and 
electricity. High energy consumption also translates to 
excessive heat dissipation, which in turn, increases cooling 
costs and causes servers to become more prone to failure. 

Various power management techniques are available for 
computers manufactured recently. Typically, the processor, 
monitor and hard drive are the three devices that consume 
the most energy in a computer. Since a monitor is not a part 
of a cluster node, power management of a cluster should 
focus on the processor, hard drive and the system as a whole. 
The corresponding power management techniques available 
are Dynamic Voltage and Frequency Scaling (DVFS), disk 
power management and Advanced Configuration and Power 
Interface (ACPI). However, all of the power management 
techniques are available for a single compute node. There 
has been little work addressing the use of these techniques in 
cluster wide. One reason is that the implementation of power 

management technique in Linux is still evolving. The second 
reason is the initial design of cluster management software 
focused on maximizing the utilization of the cluster nodes 
while ignoring computation efficiency and reliability [3].  

Efficient power management of cluster systems is still an 
open question as it is deemed contradictory to the higher 
performance demanded by High Performance Computing 
(HPC) applications. In this paper, we investigate the 
possibilities enabled by the platform power management 
coupled with the savings opportunities presented in typical 
HPC cluster workloads. We try to find a balanced point 
between power consumption and performance.   

The rest of the paper is organized as follows. Section 2 
investigates the scope of power management of a cluster 
system in using a trace-based workload study. Section 3 
analyzes the feasibility of applying power management for 
HPC applications. Section 4 describes the power 
management policy and the architecture to implement the 
proposed policy. Section 5 presents the experimental results. 
Section 6 discusses the related work. Section 7 concludes the 
paper with a summary and description of future work. 

II. POSSIBILITY OF POWER SAVING 
Power management is useful only when the cluster and 

the workload running on it have the right amount of 
variability. A high degree of variability makes power 
management a very helpful proposition. Low variability 
makes a case for static placement. We investigated the power 
management techniques supported by hardware and several 
cluster workloads to find out if there exists enough 
variability in cluster systems, specifically if the aggregate 
workload is low for a sufficiently long time to switch off 
servers or to set them to a lower power idle state. 

A. Power management techniques 
As we have mentioned, the typical power management 

techniques supported by hardware are DVFS, disk power 
management and ACPI.  

DVFS saves processor energy consumption by varying 
the frequency and voltage of a microprocessor in real-time 
according to processing needs. By utilizing DVFS, a tradeoff 
between power and performance can be achieved.  

Disk power management in modern disks reduces energy 
consumption by using multiple power modes including 
active, idle, standby and other intermediate modes [4].  

ACPI is a system level power management technique. 
ACPI-compatible servers may enter one of several system 
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Figure 1.  Job arrivals per time of one day. Y-axis represents the number of job arrived, X-axis represents the hours in one day. 

sleep states. The ACPI specification defines five of these 
states, known as S-states (S0–S5). No work is done by a 
node in an S-state. Each state introduces greater power 
savings but requires commensurately more time to awaken 
and begin performing work [5]. 

Additionally, in order to wake up a sleeping server 
remotely, hardware also needs to support Wake-on-LAN 
(WOL) technology. A WOL compatible network adapter 
examines all data packets without concern for standard 
protocols and listens for a “Magic Packet” [6].  

B. Workload variabilities 
Fig. 1 shows the daily cycle of job arrival. The data come 

from the 184-node IBM eServer pSeries 655/690 at the San 
Diego Supercomputer Center (SDSC) and the Linux clusters, 
Atlas and Thunder, at Lawrence Livermore National 
Laboratory (LLNL) [7]. It reflects that significantly higher 
number of jobs is arriving towards the middle of the day. 
Thus at other times, a large portion of the workload can be 
consolidated to a few active servers and the rest of the 
servers can be switched to a lower power state. Similarly, 
Planetlab traces [8] have been analyzed to show that the 10th 
and 90th percentiles of memory usage and load averages 
have almost a ten fold variation. 

After drilling down further in the traces, we found more 
statistical law of workload such as job parallelism, run time, 
and modeled them in our earlier work [9]. We also observe 
distinct ‘on’ and ‘off’ periods of reasonable durations, thus 
providing an option to completely switch off many servers 
during ‘off’ periods.  

Hence, one can expect a large variability in resource 
usage. Ref. [10] observes that the mode and the average of 
CPU is a factor of 10 away. Thus, one can assume resource 
variability even if jobs arrived in a fixed periodic manner. 

III. FEASIBILITY OF APPLYING POWER MANAGEMENT  
A compute node can be thought of as a CPU and memory 

package which can be plugged into the cluster system, just 
like a CPU or memory module can be plugged into a 
motherboard. It is reasonable to dynamically turn on or off 
some nodes. Even an ideally power managed cluster should 
dynamically reconfigure the cluster nodes state (Fig. 2) and 
consolidate workloads on fewer servers during off-peak 
hours.  

In this section, we investigate the feasibility of applying 
power management techniques to cluster systems and the 
HPC applications. We start with the description of our 
experimental environment. 

 

 
Figure 2.  Different states of cluster nodes. Green: idle; Red: busy; Black: 

sleeping. 

A. Experimental environment 
Our testbed consists of six Lenovo DeepComp1800-E05-

13 sure servers. The servers use an Intel Xeon 5345 8-core 
processor with 2.33 GHz core frequency and 4MB L2 cache. 
Every server has a single hard disk of size 60 GB and 4 GB 
DDR2 RAM.  

We use High Performance Linpack (HPL) and HPC 
Challenge (HPCC) benchmarks for the experimental study. 
HPL measures the floating point rate of execution for solving 
a linear system of equations, which has been extensively 
used in many performance studies. HPCC is a synthesized 
benchmark which consists of basically 7 tests [11]. Both of 
them use ‘mpirun’ for managing the multiple processes and 
can be configured to change the runtime characters by 
changing the profile. In this study, HPL is a representative of 
computing intensive programs, the other memory intensive. 

In order to investigate the feasibility of applying 
workload-aware power management techniques, we have to 
determine whether the applications have a reasonable 
dynamic range for power manager to deal with. Towards this 
purpose, we investigate the impact of multiple applications 
sharing the same node on power consumptions. 

B. Power consumptions 
We have observed resource usage variability on many 

real workloads. Similarly, platforms need to have power 
management techniques built in to cause a variation of power 
drawn with change in workload resource usage parameters. 

We use HPL and HPCC with a 1 × 2 process grid, which 
means we can use at least two processors to solve the 
multiple medium-sized problems. In this experiment, we 
power on only one node and use the ‘mpirun’ command to 
limit the workload to the desired utilization.  

Fig. 3 captures the power drawn by HPL and HPCC at 
various utilizations. We observe that the HPL has a dynamic 
power range of about 130W which can be used by placement 
techniques. Additionally, the power trend of each application  
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Figure 3.  Power consumption with the change of node utilization. Y-axis 
represents the power in Watter, X-axis represents the percent of utilization. 

is different, with HPL showing non-linearity which can be 
used for power savings by unbalancing workload manager 
that loads a server to full utilization before loading any other 
nodes. For example, if 1.1 load (normalized by server 
capacity) needs to be placed on 2 servers, an unbalanced 
workload manager would load the two servers at 1.0 and 0.1 
respectively which would draw a power of 280W and 180W 
respectively, totally 460W by Fig. 3, whereas a balanced 
placement would draw a total of 245 ×  2 = 490W.  

Similarly, we observe the impact of increasing the 
memory used by workload (by increasing the scale of the 
problem, such as matrix and array size) on the power drawn 
by a server. Results are captured in Fig. 4, which reflects that 
the problem size does not affect the power consumed by the 
server much when it is large enough (more than about 30MB 
by Fig. 4). 

C. Impact of workload consolidation on performance 
By sleeping one idle server during ‘off’ periods, we can 

save nearly 150W power consumption (by Fig. 3). The 
power-saving effect is very obvious. But sleeping off the idle 
servers may increase the turnaround time of jobs since they 
can not find enough servers at the first time until the sleeping 
nodes are waken up. We can avoid (or lower) this problem 
by workload consolidation, which means dispatches multiple 
applications on a shared server. In this section we investigate 
whether an application’s performance is impacted much by 
sharing of the same server resources. 

Three kinds of combinations are considered in this study, 
namely two computing intensive applications (two HPLs), 
two I/O intensive applications (two HPCCs), one computing 
intensive and one I/O intensive application. We study the 
impact on one application with changes in the characteristics 
of the other.  

Fig. 5 shows the impact on normalized turnaround time 
of the former applications with changes in CPU utilization 
for the latter ones. We set two threads to execute the former  
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Figure 4.  Power consumption with the increasing of memory. Y-axis 

represents the power in Watter, X-axis represents the used memory in MB. 
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Figure 5.  Normalized turnaround time with the increasing of CPU 

utilization. Y-axis represents normalized turnaround time of the former 
applications, X-axis represents threads scale of the latter applications. 

application while changing the latter one’s thread scale. For 
example, HPL vs. HPCC means that in this serial of test, 
HPL are running with two threads and solve the same 
problem each time, while the threads for HPCC increasing 
from 0 to 12. In these tests, we observe that the performance 
is decided by the available cores and the characteristics of 
the applications. For computing intensive applications (HPL), 
there is little change in performance when the server has 
enough idle cores, no matter share with computing intensive 
or I/O intensive applications. For I/O intensive applications 
(HPCC), performance is steady when they share the same 
sever with computing intensive applications (also, the server 
needs to have enough idle cores) as they need different 
resources; but the I/O intensive  applications can not coexist 
very well for the performance dropping very fast (nearly 
three times slow in worst-case, by Fig. 5).  

IV. POWER MANAGEMENT POLICY 
We now present a scheduling policy and software 

architecture for power efficient management of cluster 
systems. 

A. Power management policy 
In this section, we describe the policy used to reconfigure 

severs state and place workloads onto physical servers.  
After a serial of tests we observe that the power 

consumption of the workloads can be affected not only by 
CPU utilization, but also the memory usage and the working 
set size. We find out that computing intensive applications 
do not affect the performance of other applications much 
when there are enough idle processors. Also, we observe that 
large I/O intensive applications running on the same machine 
affect each other obviously. In summary, some basic rules 
should be followed when consolidates workloads with little 
performance loss: 

• The total thread number should not exceed the 
available cores of the server. 

• Computing intensive applications can be scheduled 
to one same server with an acceptable compromise. 

• I/O intensive applications should be scheduled to 
different servers. 

• Computing and I/O intensive applications can 
coexist well which can be scheduled in gang. 

Hence, we adopt a scheduling policy where server state, 
CPU utilization and workload character are all taken into 
account.  
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In order to meet the demands of more tasks possibly 
arrive in the future (e.g., just after sleep the servers) and 
reduce power consumption, part of the idle nodes, which 
have been idle longer than the maximum, will be set to sleep 
(through the interface functions provided by ACPI). And if 
the awaking servers are all occupied or not enough for the 
arrived workload, the sleeping nodes will be waken up. The 
number of how many servers to sleep or wake is determined 
according to the statistics trend of workloads (Fig. 1). 

Compute intensive applications are placed in a manner 
that the total working set size of the applications is smaller 
than the physical machine’s processor number. These 
applications will degrade in performance if they are packed 
with more applications because of contention in the 
processors and cache. 

I/O intensive applications have a very large read or write 
requirements whose performance is not impacted much by 
the CPU, but the other applications of the same type, and 
they are dispatched separately. 

In the middle, there is a third set of applications whose 
characteristics are not entirely fit into the computing or I/O 
intensive category, and the performance of them will be 
impacted by other applications on the same machine. For this 
kind of applications, we have a choice of conserving power 
(dispatch them to fewer servers and sleep the idle ones) or 
maximizing performance (use different but more servers). 

B. Software architecture 
We now propose a kind of architecture to implement the 

power management policy described earlier. The architecture 
is based on OpenPBS with Maui scheduler. OpenPBS 
coordinates the actions of all the components in the cluster 
by maintaining a database of resources, submitted requests 
and running jobs. Maui retrieves jobs and nodes information 
from the OpenPBS and then allocates nodes to the jobs 
according to its policy. It then tells OpenPBS when and 
where to run each job. While under OpenPBS with Maui 
scheduler, users assign node sizes, processors per node and 
scheduling policies for their jobs by hand. The system does 
not have the option of dynamically adjusting the 
combination of node size and processor. 

The proposed architecture extends OpenPBS with Maui 
by the following enhancements (Fig. 6). In order to achieve 
workload consolidation and dynamically configuring server 
states, we modified the source code of Maui scheduler, 
added a power management module. The accessorial module 
focuses on the computing and power efficiency which is 
implemented as an integral component of the job scheduler. 

 

 
Figure 6.  Extended cluster management system architecture. 

It will reduce the power consumption of the cluster system 
by setting idle servers sleep, and implement workload 
consolidation by trying to meet enough processors but 
ignoring the requested node sizes, which gives the scheduler 
more freedom to dispatch workload. That in turn will 
increase the power efficiency of a cluster system.  

V. A CASE STUDY 
We now present an example to illustrate the proposed 

power management policy. We use a workload with 
characteristics as described in Table. 1. And the testbed is 
same as mentioned in Section 3(A) with extended OpenPBS 
and Maui scheduler. 

The workload consists of 8 applications with 4 HPL and 
4 HPCC applications, each with varying thread requirement 
and problem scale (Table 1). The workload need to be 
dispatched on a cluster with 6 identical servers, one as 
management node running PBS Server and Maui Scheduler, 
the others as compute nodes waiting for workload. 

We first use the default scheduling policy provided by 
Maui, First Available, which does not take the power 
consumption into account. We observe that this policy 
dispatches the applications mostly on 4 servers and all of the 
five compute nodes are keeping active. Next, we present our 
proposed policy. We use a power-minimizing strategy to 
dispatch them on as few servers as possible. We observe that 
we are able to dispatch the workload on the minimal 3 
servers and set one server sleep. 

Fig. 7 captures the power consumption with the time pass. 
We measured the power every three minutes and got ten sets 
of data. We observe that our power management policy can 
reduce about 10% power consumption while the scale of 
workload is not very large. In reality, data centers always 
over plan their servers according to the workload. So the 
scale of workload in this study is reasonable. 

We now study the performance impact on the 
applications by consolidating them (shown in Table 2). We 
observe that the performance impact caused by the proposed 
policy is about 12%. And it is acceptable comparing with the 
saving power. 

TABLE I.  COMPOSITION OF WORKLOAD 

Application 
Parameter Configuration 

submit time(min.) Threads problem size 

HPL 0 5 3000 

HPL 1 15 6000 

HPCC 3 10 10000 

HPL 7 20 8000 

HPCC 10 15 15000 

HPCC 15 5 8000 

HPL 19 10 5000 

HPCC 25 20 7000 
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Figure 7.  Power consumption with the time pass. Y-axis represents the 

power in Watter, X-axis represents time in Minute. 

TABLE II.  TURNAROUND TIME OF APPLICATIONS 

Application 
Turnaround Time (min.) 

first available proposed policy 

HPL 2.3 2.3 

HPL 4.8 5.3 

HPCC 5.5 7.3 

HPL 5.7 6.5 

HPCC 7.2 8.7 

HPCC 4.1 5.5 

HPL 3.3 3.5 

HPCC 3.6 4.3 

VI. RELATED WORK 
Ref. [12] gives two reasons for HPC clusters to save 

electricity because: (1) efficiency, particularly operational 
cost and (2) reliability. 

The two main directions towards reducing power 
consumption are: (1) a low-power architectural and (2) a 
power aware, software-based approach [3, 10, 12, and 13]. 
The low-power architectural tries to achieve high 
performance and low power consumption by high-density 
packaging and adopting low-power CPUs. The software-
based approach tries to achieve tradeoff between power and 
performance via power-aware algorithms that is based on 
power management techniques such as DVFS and ACPI. 

A number of papers have investigated characterization of 
applications in terms of power and resource consumption. 
Felter et al. create power models of applications based on 
CPU and memory usage [14]. Ref. [15] shows that voltage 
and frequency setting, that minimizes energy consumption, is 
dependent on system characteristics and application-specific 
usage of CPU and memory resources.  

A lot of work in power management at cluster resource 
manager level addresses the problem of request distribution, 
where policies can be implemented in a front-end load 
balancer to meet performance objectives while minimizing 
the power cost [16, 17]. Ref. [18] studied a system level 
power management design methodology called Dynamic 
Power Management (DPM). Similar to ours, DPM 
dynamically reconfigures systems to provide the requested 
services and performance levels. To achieve energy-efficient 

computation, DPM uses a set of techniques selectively turns 
off system components when they are idle and turns on 
system components when they are requested.  

Additionally, the area of power and performance trade 
off has been dealt with extensively. Muse uses an economic 
model to perform power aware resource allocation in a 
cluster [19]. Ziliang Zong et al have implemented controller 
architecture for mobile clusters to enhance the power of 
laptops and mobile devices by running parallel applications 
[20]. Fengping Hu et al deployed a wireless sensor network 
to realize environment awareness of the cluster [3]. 

Our study is different from the above studies in three 
ways. First, we model workload trend with real system 
traces. Second, we investigate the power consumption of 
different type applications and the impact of consolidating 
workload. Finally, we provide a power management module 
that can be deployed on Maui scheduler. 

VII. CONCLUSION 
In this paper we make a case investigation for power 

efficient management on cluster systems working with real 
workload traces. We investigate the aspects of distinguishing 
different state servers, modeling the power consumption of 
different type applications and the impact of consolidating 
workload. Finally, in the basis of detailed research, we 
describe the power management policy implemented on 
Maui scheduler. A case study proves that the policy can 
reduce about ten percent power consumption of cluster 
system and by optimizing the workload distribution policy, 
performance of HPC applications is relatively high. 

In future, we need to refine the power models for various 
workload types and consider more parameters that may 
affect power aware dispatch. And we need to refine the 
algorithm for reconfiguring the state of servers and 
dispatching tasks. There is still a lot of space for us to save 
more power while decreasing the performance loss. 
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Abstract— In this paper we propose the optimization of sparse 
matrix-vector multiplication (SpMV) with CUDA based on 
matrix bandwidth/profile reduction techniques. Computational 
time required to access dense vector is decoupled from SpMV 
computation. By reducing the matrix profile, the time required 
to access dense vector is reduced by 17% (for SP) and 24% (for 
DP). Reduced matrix bandwidth enables column index 
information compression with shorter formats, resulting in a 
17% (for SP) and 10% (for DP) execution time reduction for 
accessing matrix data under ELLPACK format. The overall 
speedup for SpMV is 16% and 12.6% for the whole matrix test 
suite. The optimization proposed in this paper can be 
combined with other SpMV optimizations such as register 
blocking.  

Keywords: SpMV, GP-GPU, NVIDIA CUDA, RCM 

I.  INTRODUCTION 
SpMV is an intensively used computational kernel in 

many scientific applications, such as iterative Krylov 
subspace solvers [3], preconditioners [4], etc. There has been 
a large body of works on optimization SpMV on various 
parallel platforms [12,13,6,5,7]. Due to the low computation 
count/memory access count ratio, SpMV is mainly memory 
bandwidth bound. 

General Purposed computing using Graphics Processing 
Units (GPGPU [2]) is the technique for utilizing GPU and 
throughput-oriented architecture for general purposed 
computation other than graphics applications. NVIDIA 
CUDA [1] is the first widely used platform for GPGPU. In 
CUDA, NVIDIA GPUs are abstracted as a platform with 
massively parallel threads. Threads are organized in a 
hierarchy of thread blocks and grids. Each thread block is 
bind to one Stream Processor. Threads are scheduled at the 
granularity of warps, each with 32 threads. On NVIDIA 
GT200 series GPUs, 30 Stream Processor are present. Each 
of them has hardware resources such as Texture Cache (TC), 
Shared Memory (ShM), etc. TC can be used to cache read-
only data and exploits spatial locality. 

Some recent papers try to optimize SpMV on GPU 
platforms [6,5,7]. Higher performance than conventional 
CPU architecture is achieved through bandwidth-aware 
matrix formats such as ELLPACK [9] and use of TC for 
dense vector in SpMV.  

In this paper we propose the use of matrix bandwidth 
reduction techniques in optimization of SpMV kernel on 
CUDA platform. We use a decoupled framework to evaluate 

SpMV by dividing it into 2 parts: matrix-centric memory 
accesses which are deterministic, and source vector-centric 
memory accesses which have non-deterministic access 
patterns. We show that both parts can be enhanced through 
matrix bandwidth reduction. In total, 16% and 12.6% 
speedups are achieved for matrix test suite for single 
precision and double precision, respectively.  

This paper is organized as follows. In Section II we 
introduce the SpMV implementation in CUDA and related 
matrix formats. We cover SpMV optimization based on 
matrix bandwidth reduction algorithms in Section III. 
Experiments and analysis are in Section IV. Section V 
concludes the paper. 

II. SPMV IN CUDA 
SpMV is the operation of conducting sparse matrix and 

dense vector calculation: y = y + A×x, where x and y are 
generally dense vectors of length n1 and n2, and A is a sparse 
matrix of size n1×n2. In this paper, we only consider square 
matrices, i.e., n1 = n2 = N.  

In this section we first briefly summarize SpMV on GPU 
platforms. Sparse matrix formats play an important role in 
SpMV performance. We introduce ELLPACK which shows 
best utilization of memory bandwidth and highest general 
SpMV performance. Further we analyze SpMV performance 
by separately evaluate the effect of accessing x vector from 
SpMV computation.  

A. Sparse Matrix Formats & SpMV on GPU 
SpMV has a memory access/computation operation ratio 

of 2:1. On GPU, the performance of SpMV is mainly bound 
by available memory bandwidth for both Single-Precision 
(SP) and Double-Precision (DP) operations. 

In [6], extensive study on SpMV based on various matrix 
formats is carried out based on NVIDIA GPUs and CUDA 
platform. ELLPACK [9] and ELLPACK-based formats, i.e., 
HYB has shown best performance/bandwidth utilization for 
matrices with general sparsity patterns [5], achieving 16 
GFLOP/s and 10 GFLOP/s for Single-Precision and Double-
Precision matrices. The advantage of ELLPACK and 
ELLPACK-based formats is due to the effective utilization 
of memory bandwidth. In ELLPACK format, at most M non-
zero elements are allowed for each matrix row. The i-th non-
zero element of each row are stored in a continuous region in 
memory. In ELLPACK, row indices are implicit, while 
column indices and values are explicitly recorded. Figure 1 
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shows a sample matrix with 16 rows stored in ELLPACK 
(N=16, M=7). Actual memory locations are shown in 
hexadecimal numbers. Column indices and actual values are 
recorded in 2 separate structures which both have the storage 
scheme in Figure 1 Grey elements correspond to actual 
matrix data, and white ones are paddings, i.e., wastes. 
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Figure 1.  Sample sparse matrix (16x16) and its storage scheme using 

ELLPACK. 

For CUDA-based SpMV of ELLPACK, each CUDA 
thread is assigned one matrix row, and iterates over the non-
zero elements of its own row. Due to the way of its memory 
layout, accesses to column indices and values are both 
coalesced, resulting in high efficiency for bandwidth usage. 
Access to x vector has random access patterns since column 
indices that concurrent threads are working on are subjected 
to matrix sparsity patterns. 

Another general storage format is COO. With COO, each 
element is recorded in 3-element tuples, each contain info of: 
row index, column index, value. Experiments in [6] show 
that with enough element counts, COO performance 
saturates around 4.1 GFLOPS.  HYB (hybrid) format in [6] 
is a storage format, trade-off between ELLPACK and COO. 
For sparse matrices with large variance in non-zero 
distribution among rows, too much padding may ensue for 
ELLPACK format, while COO format is used to contain 
extra elements which cannot be efficiently contained in 
ELLPACK. In effect the matrix is split into 2 sub-matrices: 
A = Aell + Acoo, where Aell and Acoo are stored in ELLPACK 
and COO format respectively, and SpMV operation is 
split into 2 steps, accordingly. The splitting of matrix 
data in ELLPACK and COO is based on a simple 
proportion based performance model. In this paper we 
focus on ELLPACK and HYB format due their high 
performance and bandwidth utilization.  

B. Caching of Dense Vectors 
In [4] Texture Cache (TC) is used to cache x vector in 

SpMV. Since x is not written into in SpMV, this matches the 
read-only property of TC. The TC is only 6~8KB in size for 
GT200 series GPUs per Stream Processor, and is mainly 
designed to alleviate memory bandwidth usage, and is not 
latency optimized (unlike cache in conventional CPUs). 
When used for caching, x is treated as a 1-D texture. Special 
binding and reading instructions are needed for access x 
through texture-related memory hierarchy. 

C. Performance Analysis – A Decoupled View 
We breakdown the computation of SpMV into 2 parts: (1) 

reading of non-zero elements, including index info and value 
info, reading and writing of y vector, calculations (including 
multiplication and adding addition), and (2) reading of 
corresponding elements in x. Since SpMV is mainly memory 
bandwidth bound, we only focus memory operations in both 
parts. Part (1) includes all deterministic memory accesses: 
reading to indices and values of non-zero elements are 
coalesced. The reading and writing of y vector are also 
coalesced (guaranteed when thread block size is the power of 
2). Part (2) includes non-deterministic memory accesses: 
offset into x vector can be random, and there is no guarantee 
that they are coalesced or hit in TC. 

TABLE I.  MATRIX TEST SUITE 

Matrix Name Size (N) NNZ 
FEM/Cantiliver  62451 4007383
FEM/Sphere 83334 6010480
FEM/Accelerator 121192 2624331
Economics 206500 1273389
Epidemiology 525825 2100225
Protein 36417 4344765
WindTunnel 217918 11634424
QCD 49152 1916928
FEM/Harbor 46835 2374001
Circuit 170998 958936
Web 1000005 3105536

 
We use the Berkeley matrix test suite for SpMV test (also 

used in [13,5,6]). Listed in Table I is the statistics of matrices 
in the suite, including value for N, and the number of non-
zero elements (NNZ) in the matrix. 

To measure the timing of both parts, we use a pseudo x 
vector with non 1 constants which can be hardwired into 
codes, avoiding access to x vector. Then the time required to 
access dense vectors (denote as tx) can be calculated as: 

tx  = tall – tpseudo_x 
Where tall denotes the time required to perform SpMV 

with a normal, non-pseudo x vector, and tpseudo_x for that of 
SpMV with a pseudo vector. Table II shows the results for 
Berkeley test suite. SP operations are used. tall is the time for 
an SpMV operation with x vector cached by TC. On average 
about 13% of the time of SpMV is spent in accessing x. 

TABLE II.  TIMING FOR SPMV – A BREAKDOWN 

Matrix SpMV Time 
(w/o x) (ms) 

SpMV Time 
(ms) 

Percentage 
for x (%) 

FEM/Cantiliver  0.493 0.530 7.1
FEM/Sphere 0.604 0.658 8.2
FEM/Accelerator 0.470 0.624 25.7
Economics 0.421 0.508 17.1
Epidemiology 0.275 0.324 15.1
Protein 0.652 0.703 7.2
WindTunnel 1.203 1.246 3.4
QCD 0.190 0.207 8.4
FEM/Harbor 0.428 0.448 4.5
Circuit 0.231 0.310 25.4
Web 0.719 0.956 24.8
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Splitting tall into 2 parts enables the evaluation of effects 

of various optimization techniques. In next section the 
propose SpMV optimizations based matrix bandwidth 
reduction algorithms. Experiments and analysis about 
performance enhancement on both tx and tpseudo_x  are covered 
in Section IV. 

III. SPMV OPTIMIZATION BASED ON MATRIX REDUCTION 
PERMUTATIONS 

In this section the optimization of SpMV based on matrix 
bandwidth/profile reduction algorithms is proposed. We use 
RCM (Reverse Cuthill-McKee) [10] as the bandwidth 
reduction method. We show that RCM permutations can 
both enhance locality in accessing x vector and enable 
column information compression. 

A. Effect in Enhance Locality in Accessing x 
Texture Cache (TC) is used for caching x vector in [6,7]. 

For ELLPACK format, since the offset of accesses to vector 
x is indicated by the column indices of each non-zero 
element, when TC is used to cache x in SpMV, it is crucial 
that access pattern in x have following locality features: (1) 
the fetch addresses of threads which are scheduled later (i.e., 
threads within later warps) are spatially local to those of 
threads in earlier warps, and (2) fetch addresses in later 
iterations are spatially local to those in earlier iterations. The 
first requires that threads within same TB fetch same/similar 
addresses, i.e., adjacent matrix rows should have similar 
sparsity patterns. The second requires that non-zeros in a row 
should be close together, i.e., clustered to certain positions. 
This implies that through matrix permutations which 
enhance the local structures and generate more dense blocks 
can result in higher locality for accessing x: permutation 
matrices P and Q can be applied to A: A* = P × A × Q so 
that A* has dense sub-blocks.  

In this paper we use the matrix-bandwidth optimization 
method - RCM (Reverse Cuthill-McKee) [4] to improve 
locality. RCM tries to find permutation P so that P × A × 
PT has non-zero elements bounded within a certain 
bandwidth. For matrices with tight bandwidth bounds, there 
exists a good upper bound for accessed regions for each TB: 
T+BW, where T is the thread count per thread block and BW 
is the matrix bandwidth. In case that bandwidth is not 
reduced effectively, RCM also tends to generate rows with 
similar sparsity structures by aggregate non-zeros to the 
outer profile of the matrix bandwidth for many problems 
such as FEM-based applications. This corresponds to 
enhancement on spatial locality for adjacent threads. 

TABLE III.  BANDWIDTH REDUCTION WITH SYMRCM 

Matrix Bandwidth Bandwidth w/ RCM 
FEM/Sphere 44025 5401
FEM/Accelerator 121041 2931
Protein 34065 2490
WindTunnel 189332 2168
QCD 43011 8466
FEM/Harbor 25142 671

Circuit 170977 8643
Web 925210 473703

Table III shows in the test suite the matrices which have 
experienced bandwidth reduction through RCM. Note that it 
covers 8 of all the 11 matrices. 

B. Index Compression 
SpMV involves access to both matrix data and dense 

vector. Reducing the matrix profile/bandwidth enables 
compression of index info for matrix data. When a sparse 
matrix is permutated into a bandwidth-bound form, there is a 
strong correlation between the column index c and the row 
index r of each non-zero element of the matrix: there is at 
most BW/2 difference between the two values: r − BW/2 ≤ 
c ≤ r + BW/2. In practice, the original ELLPACK format, c 
values are recorded in the same format as r, which in practice 
require 32-bit integers. 

We propose a new storage scheme for recording the 
column index info under matrix bandwidth reduction 
schemes. In our scheme, (c−r), i.e., the offset of the element 
from the diagonal element in its row, is recorded explicitly 
instead of c. Due to that BW is small, we record (c−r) in 
shorter formats. Note that a signed format should be used, 
instead of an unsigned format. In practice, we use 32-bit 
integer to record r, and short integer (16-bit) to record (c−r). 
Table III showed the bandwidth of the matrices in test suite. 
Table IV summarizes applicability of index compression to 
each matrix.  

TABLE IV.  APPLICABILITY FOR INDEX COMPRESSION 

Matrix Applicable  
to r and c 

Applicable  
to (c-r) 

Applicable to 
(c-r) w/ RCM 

FEM/Cantiliver Y Y Y
FEM/Sphere N Y Y
FEM/Accelerato
r 

N N Y
Economics N Y Y
Epidemiology N Y Y
Protein Y Y Y
WindTunnel N N Y
QCD Y Y Y
FEM/Harbor Y Y Y
Circuit N N Y
Web N N N

 
Column 2 of Table IV represents whether unsigned short 

integer can be used to record r and c, i.e., whether it is 
eligible that the original matrix be stored with unsigned short 
integers. Column 3 and 4 represent whether signed short 
integer can be used to record (c−r) for the original matrix 
and for matrices treated with RCM. Of 11 matrices, 4 of 
them can be represented with short integer due to their small 
sizes. For 7 of them, the values of (c-r) can be represented 
with short integer. For another 3 matrices, (c-r) can be 
represented with short integer using RCM. Matrix ‘Web’ has 
a very large bandwidth even after RCM, and column index 
info cannot be efficiently represented with short integers. 
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For ELLPACK format based SpMV, each CUDA thread 
is assigned a row of the matrix, so r is generated for each 
thread. c is recorded explicitly and fetched from main 
memory. Due to the layout of data in memory, access to c is 
fully coalesced for ELLPACK. The reduction in accessed 
memory amount for matrix data is listed in Table V. 

TABLE V.  REDUCTION IN ACCESS MATRIX DATA AMOUNT 

 SP DP 
Format for c 32-bit unsigned integer
Format for (c-r) 16-bit signed integer
Reduction Ratio 25% 16.7%

 
Comments: Column index compression is similar to the 

DIA format in [6]. DIA format shows best performance but 
has very limited applicability. Its performance benefit over 
ELLPACK is that the column index of each non-zero 
element under DIA format is implicitly calculated, i.e., there 
is a strong correlation between column index and row index 
for each non-zero element and hence generating column 
indices does not require actual memory accesses. For general 
matrices, such correlation between indices can be exploited 
and utilized through the proposed scheme in this paper. 

IV. EXPERIMENTS & ANALYSIS 
In this section experiments are carried out for the 

evaluation of the performance enhancements of matrix 
bandwidth reduction techniques for SpMV. Firstly, the 
effects of enhanced locality in accessing x is summarized. 
Secondly the effects of column index compression on the 
performance for accessing matrix data. The last part of this 
section sums up both aspects and evaluates the total effect of 
optimization. 

Our experiments are carried out on NVIDIA Tesla C1060 
GPU with CUDA version 2.3. Both SP and DP operations 
are supported on this GPU. The host is based on Intel i920 
CPU and running Linux 2.6.23.  

A. Effect of Locality Enhancements in x 

TABLE VI.  SPEEDUP FOR PERMUTATION WITH RCM 

Matrix Speedup (SP) Speedup (DP) 
FEM/Sphere 1% / 93% 9% / 175%
FEM/Accelerator 11% / 59% 23% / 195%
Protein -2% / -21% 0% / 4%
WindTunnel 0% / 0% 2% / 104%
QCD 0% / -1% -4% / -47%
FEM/Harbor 0% / 2% 1% / 22%
Circuit 10% / 58% 14% / 75%
Web 18% / 166% 3% / 42%

 
In Table VI we show the speedup in both overall SpMV 

performance and tx, i.e., accessing x for matrices listed in 
Table III. As is shown in Table VI, on average 17% speedup 
and 24% speedup are achieved for tx, for SP and DP 
respectively. SpMV performance enhancement is 5% and 
7%, respectively. Performance enhancements vary from 
matrix to matrix. Figure 3 shows sparsity pattern of sample 
matrices and those with RCM permutation. For matrices 
which are randomly sparse, permutation with RCM generally 

increases performance significantly. FEM/Accelerator, 
Protein, Circuit, Web feature a randomly sparse structure. 
All except Protein has shown good speedup in reading x 
vectors. Protein is an exception, mainly due to that it already 
has local structure of dense blocks, which already has good 
TC performance in SpMV.  

 

 
FEM/Accelerator 

 
Protein 

 
Circuit 

Figure 2.  Sparsity pattern for selected matrices 

B. Effect of Index Reduction 

TABLE VII.  SPEEDUP FOR SPMV WITH PSEUDO DENSE VECTORS 

Matrix Speedup (SP) Speedup (DP) 
FEM/Cantiliver  18.7% 4.6% 
FEM/Sphere 20.8% 15.1% 
FEM/Accelerator 12.2% 10.3% 
Economics 20.6% 17.3% 
Epidemiology 23.1% 11.2% 
Protein 12.0% 9.3% 
WindTunnel 23.5% 14.7% 
QCD 27.3% 6.6% 
FEM/Harbor 9.9% 10.1% 
Circuit 6.5% 6.8% 
Web N/A N/A 

 
Table VII shows the effect of Index Reduction on tpseudo_x. 

On average, 17.4% and 9.8% speedup are witnessed for SP 
and DP, respectively. For ELLPACK format, in ideal the 
speedups for SP and DP are around 25% and 17%. Some 
matrices show very close reduction ratio of tpseudo_x. On 
average it is lower than ideal case, mainly due to 2 reasons: 
(1) access to y causes extra overhead, and (2) some matrices 
cannot be fully fitted into ELLPACK, and extra COO part 
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has much lower potential for speedup compared with 
ELLPACK due to the explicit recording of r in 32-bit 
integers. 

C. Overall Performance Enhancements 
In this part we sum up the effect of optimizations on the 

total computation time for SpMV. We use best effort 
optimization to denote the strategy we use here: RCM is 
used when it brings performance enhancements, i.e., for 
matrices which witness no speedup with RCM, we use the 
un-permutated matrix. Furthermore, column index 
compression is used when eligible. The optimization 
configuration is listed in Table VIII. Corresponding 
speedups achieved are listed in Table IX. On average, 16% 
and 12.6% speedup’s in SpMV is witnessed for SP and DP, 
respectively.  

TABLE VIII.  OPTIMIZATION CONFIGURATION 

Matrix Use RCM? Use Index Compression? 
FEM/Cantiliver  N Y
FEM/Sphere Y Y
FEM/Accelerator Y Y
Economics N Y
Epidemiology N Y
Protein N Y
WindTunnel Y Y
QCD N Y
FEM/Harbor Y Y
Circuit Y Y
Web Y N

TABLE IX.  OVERALL SPMV SPEEDUP’S  

Matrix SP (%) DP (%) 
FEM/Cantiliver  11.1 5.0
FEM/Sphere 23.0 10.9
FEM/Accelerator 17.1 32.5
Economics 13.0 10.6
Epidemiology 23.1 9.7
Protein 9.3 9.3
WindTunnel 22.0 14.4
QCD 19.0 10.1
FEM/Harbor 7.7 9.7
Circuit 14.3 17.8
Web 18.0 3.0
GeoMean 16.0 12.6

V. DISCUSSION & RELATED WORKS 
We pointed out that a good matrix bandwidth/profile can 

improve SpMV performance in various ways. Caching of x 
can be further enhanced with more sophisticated bandwidth 
reduction algorithms such as [11]. Permutation techniques 
which tries to generate block sub-structures in the matrix can 
also be applied, such as those used in [12]. From the 
hardware perspective, Shared Memory (ShM) on NVIDIA 
GPUs can also be used to cache x and alleviate memory 
bandwidth usage and enhance fetch latency. For matrices 
with a small matrix bandwidth (or those can be permutated 

into a form with small bandwidth by RCM), the span of the 
accessed part in x (which equals to T+BW) is small and can 
be fully contained in ShM. But it has 2 limitations: (1) not 
every matrix accepts a permutation which generates a 
bandwidth small enough so that associated part in x can be 
contained in ShM, given ShM size is only 16 KB. For 
matrices with large bandwidth, reuse of elements in x may be 
low, which may compromise the efficiency of ShM-based 
caching. (2) ShM-based caching may incur too much runtime 
overhead since it is software managed (according to our  
offline experiments), especially when ShM is not big enough 
to contain the span of x for the TB and an extra mechanism 
to handle misses. 

Sub-dense blocks based SpMV optimization has been 
proposed and widely used in many works for CPU-based 
machines, such as [12,14,15]. Denoted register blocking as in 
[12], the technique of using mxn instead of 1x1 blocks 
achieves higher performance by better register usage and 
reduced access of index information. Recently, [7] extends 
autotuning and register-blocking optimization to GPU 
systems based on ELLPACK format, resulting in comparable 
performance (1.1~1.5 times speedup compared with 
NVIDIA’s implementation) for the same matrix test suite as 
used in this paper. The optimization of using blocks can be 
further integrated with the techniques developed in current 
paper to yield higher performance. 

Permutation-based SpMV optimizations have also been 
proposed in various works [16,12,15].  Access of x is 
improved with RCM or TSP based permutations. [12,15] 
also combined sub-dense block based optimizations. In our 
paper, we use RCM only due to the reduced bandwidth 
which is only achieved by RCM, can be utilized for 
optimization such as column index compression.  

VI. CONCLUSION 
In this paper we propose the optimization of SpMV by 

permutations which minimize the matrix bandwidth. With 
RCM permutation, both locality in accessing x vector in 
SpMV and the efficiency for accessing matrix data can be 
enhanced. On average, for bandwidth reduced matrices, 26% 
and 33% reduction in time required for accessing x vector is 
achieved. Reduced bandwidth also enables column index 
compression with short data formats, resulting in 25% (for 
SP) and 16% (for DP) reduction in time required for access 
matrix data. In all, 16% and 12.6% are achieved for SP and 
DP across the test set. The techniques developed in this 
paper can be used in combination with other SpMV 
optimizations to produce higher speedup, such as accessing 
the matrix on the granularity of small, dense blocks, rather 
than by individual elements. For future work, more advanced 
profile reduction techniques and blocking algorithms are 
possibilities for further optimization.  
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Abstract—In this paper, we present multipliers using a 
modified binary tree of the modulo m signed-digit (SD) 
number residue adders where ܕ  ൌ ܖ െ  ,  ܖ ,  ܖ   . New 
additions rules are used for generating the intermediate sum 
and carry with a binary number representation. The sums and 
carries are directly inputted into the next stage of adders, so 
that the modulo m multiplier using binary modulo m adder 
tree proposed in [13] can be improved. Moreover residue 
multipliers using the SD residue adders are also designed with 
inputs/outputs in binary number representation. The design 
and simulation results of the proposed residue arithmetic 
circuits show that high speed arithmetic circuits can be 
obtained. 

Keywords —SD (signed-Digit) number representation, residue 
number system, SD modulo addition, SD modulo multiplication, 
Binary modulo arithmetic 

I.  INTRODUCTION 
In a residue number system (RNS), parallel operations 

can be performed at each residue digit. Namely, ith residue 
digit of addition, difference and multiplication is exclusively 
dependent on the ith digits of the operands [1][2]. To 
simplify the residue arithmetic without the use of memory, 
integers 2୬ േ 1, 2୬ are used as moduli in an RNS, the 
addition modulo 2୬ േ 1, 2୬ can be implemented by an n-bit 
end-around-carry binary adder [3][4][7]. Some modulo 2୬ േ 1 multipliers have been proposed [5][6][7][10]. 
However, since these modulo 2୬ േ 1 adders and multipliers 
are designed based on the ordinary binary arithmetic 
systems, the carry propagation will arise during additions 
and limits the speed of arithmetic operations in residue 
modules. For some application of an RNS with a set of 
large-integer moduli, specially, the carry propagation within 
a residue digit is a significant problem. 

Signed-digit(SD) number system[8] offers a carry-free 
addition. We have presented a novel residue arithmetic 
hardware algorithm using the SD number representation to 
implement the residue addition in a constant time and the 
residue multiplication using a residue SD adder tree 
architecture for the symmetric RNS [9]. A modified modulo 
m signed-digit addition algorithm which is designed by 
generating the residue intermediate sum and carry with the 
binary number representation is proposed and a modulo m 
multiplier can be implemented by a binary modulo m adder 
tree using the modified addition algorithm [13]. In this 
paper, A high speed multiplier with a residue adder tree is 
implemented by using three kinds of modulo m SD adders, 

so that the sums and carries are directly inputted into the 
next stage of adders, the evaluation results of hardware 
performance show that the delay time of the multipliers is 
improved by 11% compared with [13]. A modulo2୬  1 
multiplier with binary input/output is also designed to 
compare with that based on Diminished-One architecture 
[14]. 

II. PRELIMINARIES 
A symmetric RNS has normally a set of relatively prime 

odd-numbered moduli, ሼmଵ, mଶ, … , m୩ሽ.  An integer A is 
represented by ሺAଵ, Aଶ, … A୩ሻ, where 

      A୧ ൌ |A|୫ ൌ A െ ሾA/m୧ሿ ൈ m୧ሺi ൌ 0,1, . . , k)               (1) 

In this above equation, ሾA/m୧ሿ is the closest integer 
rounding A/m୧ in the symmetric RNS, and each residue digit 
is defined to be the remainder of least magnitude when A is 
divided by ݉. A୧ is represented by the number set: 

        l୫ ൌ ሼെሺm୧ െ 1ሻ/2, … 0, … , ሺm୧ െ 1ሻ/2, ሽ               (2) 

We introduce the SD number system into the symmetric 
RNS to simplify the residue operation. 

Let X be an integer and a positive integer m be a modulus. 
Then x ൌ ୫ۄXۃ  is defined as an integer in the symmetric 
integer set  ܮ : L୫ ൌ ሼെሺ2୬ െ 1ሻ, … , െሺm െ 1ሻ 2⁄ , … ,0, … , ሺm െ 1ሻ 2⁄ , … , 2୬ െ 1ሽ                       (3) 

For an integer X, when |X|୫ ് 0 , x has one of  two 
possible values given by equations  x ൌ ୫ۄXۃ ൌ |X|୫                                                 (4) 

And  x ൌ ୫ۄXۃ ൌ |X|୫ െ signሺ|X|୫ሻ ൈ m                  (5) 

where  signሺxሻ ൌ ቄെ1, ݔ ൏ 01, ݔ  0 
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TABLE I.  New rules for adding SD number 

 (Note1：abs(n) is the absolute value of n.  Note2：ݕݔ ൌ ݔ   (ݕ
For example, ۄ29ۃଵ ൌ െ5 by (4) or ۄ29ۃଵ ൌ 12 by (5). 

In the above definition,L୫ has the value range represented 
by the n-digit radix-2 SD number representation. 

The n-digit radix-2 SD number representation for integer 
Z is given as follows: ܼ ൌ ିଵ2ିଵݖ  ିଶ2ିଶݖ  ڮ ଵ2ଵݖ               (6)ݖ

where, ݖ א ሼെ1,0,1ሽሺi ൌ 1,2 … , ݊ െ 1ሻ.The SD number 
representation has redundancy; for example , 5 may be 
represented by (0,1,0,1)2SD, (1,-1,1,-1)2SD for n=4. By using 
the redundant number representation, parallel arithmetic can 
be achieved without the carry propagation which occurs 
during addition in an ordinary binary system.  

Consider addition x + y, where x, y are numbers in the n-
digit SD representation shown in (6), Thus the addition at 
each digit can be performed by the following algorithm: 
[Algorithm 1] 
ADD1: Let w୧ and c୧ be the intermediate sum and the carry 
of ith digit position, and the values of them are determined,  

                         2 ൈ ܿ  ݓ ൌ ݔ  ݕ  ;                              (7) 

ADD2: ݏ ൌ ݓ  ܿିଵ,                               (8) 

Then  ܵ ൌ ݔ  ݕ ൌ ሺܿିଵ, ,ିଵݏ ,ିଶݏ … ,  ሻ                    (9)ݏ

Let μ be a residue parameter and defined a 

ߤ                                ൌ ݉ െ 2                                     (10) 

For μ=0 and μ=±1, we take the most significant carry to 
the least significant carry, and perform Algorithm 1.  

For the circuit design, an SD digit ݀ א ሼെ1,0,1ሽ  is 
encoded as a 2-bit binary code d＝[d(s),d(a)], where d(s) is 
the sign and d(a) is the absolute value. Thus, the area of the 
addition circuit is larger than the binary number architecture. 
To modify the area cost, a method using the binary number 
representation for the intermediate carry and sum for the SD 
addition can be considered. 

We use ݐ א ሼെ1,0,1ሽ to express the sign of  x୧  y୧ as                                            1   ݔ    ݕ ൏ ݐ                        0 ൌ         
  0                                       ݔ    ݕ  0   

Then, we modify Algorithm 1 by 

 [Algorithm2] 
ADD1*: In each digit, calculate u୧ and v୧ by Table I, where,  ݑ, ݒ א ሼ0,1ሽሺ݅ ൌ 0,1, … , ݊ െ 1ሻ; ݑ ൌ ିଵݐ െ ݓ ିଵݒ (11)                                  ൌ ିଵݐ  ܿିଵ                              (12) 

ADD2*：Add ݒିଵto ݑ that meets ݏ ൌ ܿିଵ  ݓ ൌ ିଵݒ െ                    (13)ݑ

Then we have where ିݒଵ ൌ ଵିݐ ൌ 0. Note that a new carry 
is not generated in ADD2*, and the values of  u୧  and v୧  are 
decided directly from the values of x୧, y୧, x୧ିଵ, y୧ିଵ.  

In Table I, we use the binary number representation to 
represent ݑand ݒ , so that the performance of the circuits 
implementing ADD1* and ADD2* can be improved.    u and vିଵ on the end-around-carry path are generated 
by the following steps: 
ADD1**: Determine u and  vିଵby Table I, meeting ݑ ൌ ଵିݐ െ ଵିݒ                            (14)ݓ ൌ ଵିݐ െ ߤ ൈ ܿିଵ                (15) 

where, ߤ א ሼെ1,0,1ሽ, and                                            1     െߤሺݔିଵ  ିଵሻݕ ൏ ଵିݐ                          0 ൌ         
  0                                         െߤሺݔିଵ  ିଵሻݕ  0  
Figure 1 illustrates a circuit diagram of a new n-digit 

modulo m SD adder (MSDA) with n SD full adders 
(SDFAs). One SDFA consists of sub-circuits, ADD1* and 
ADD2*, and in the most significant position ADD1** is 
designed for the end-around-carry generation. ui and vi 
generated by ADD1* and ADD2* are in the binary number 
representation. si =vi-1− ui is performed in ADD2* and         
si {1 ,0 ,1−}א. 

III. MODULO M SIGNED-DIGIT MULTIPLIERS [13] 
We present a parallel multiplication with modified 

addition algorithm shown in Algorithm 2.To calculate ⟨x × 
y⟩m, where x and y are integers in the n-digit radix-2 SD 
number representation, x × y is expanded as follows: 

 

ሻ࢞ሺ࢙࢈ࢇ  ൌ  ሻ࢟ሺ࢙࢈ࢇ
ሻ࢞ሺ࢙࢈ࢇ ് ࢞ሻ ሺ࢟ሺ࢙࢈ࢇ  ሻൈ࢟ ሺି࢞  ሻି࢟   

ሺ࢞  ሻ࢟ ൈ ሺି࢞  ሻି࢟  ݐ ࢛ିଵ ݐିଵ െ ݕݔ ିଵݐ  ିଵݐ ࢜ ݕݔ  ݐ /2ݕݔ ݐ   ݕݔ
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Figure 1.  New Modulo m Signed-Digit Adder(MSDA) ݔ ൈ ݕ ൌ ሺݔିଵ2ିଵ  ିଶ2ିଶݔ  ڮ  ሻ             ൈݔ ሺݕିଵ2ିଵ  ିଶ2ିଶݔ  ڮ  ሻ          ൌݕ  2ݕ ൈ ሺݔିଵ2ିଵ  ିଶ2ିଶିଵݔ

ୀ  

                                                ڮ   ሻ                         (16)ݔ
We have  

ݔۃ ൈ ۄݕ ൌ ൽݕۃ2 ൈ ሺݔିଵ2ିଵ  ିଶ2ିଶିଵݔ
ୀ  ڮ ݔሻۄඁ 

=⟨∑ ିଵୀ ⟩                                        (17) 

Where, ppi denotes as a partial product. Since yi  {1,0,1−} א ൌ 2ۃݕ ൈ ሺݔିଵ2ିଵ  ିଵ2ିଵݔ  ڮ   ۄሻݔ

              ൌ ݕ ൈ        ,                                                    (18)ݔݏ

where ݔݏ ൌ 2ۃ ൈ ሺݔିଵ2ିଵ  ିଶ2ିଶݔ  ڮ         ሺ19ሻۄሻݔ

Therefore, a modulo m multiplication can be performed by 
calculating (18), (19) to obtain partial products and the sum 
of the partial products. In the case of μ = 0 and μ= ±1 ݔݏ ൌ ሺݔିିଵ, ,ିିଶݔ … , ,ିଵݔߤ, െݔ . . , െݔߤିାଵ, െݔߤିሻௌ  (20) 

A partial product is simply obtained by an i-digit end-
around-shift and an n-by-1 digit multiplication. The i-digit 
end-around-shift by directly wiring correspond input and 
output signals can be performed in a constant time, as 
shown in Fig.2. 

A modulo m SD multiplier (MSDM) has been presented 
[13] shown in Fig.3. A binary tree of the modulo m SD 
adders (MSDAs) can be constructed for the modulo m sum  
of the partial products. The modulo m circuit for the shifted 
number may be constructed by the AND-OR two-stage 

logical network which has a constant delay time shown in 
Fig.2. The modulo m multiplications can be performed in a 
time proportional to log2n. 

Figure 2.  A partial product generating unit 
 

 
Figure 3.  Modulo m signed-digit multiplier(MSDM) 

IV. MODIFIED MODULO M SIGNED-DIGIT MULTIPLICATION 
In an MSDA, there are n full SD adders, a full SD adder 

(SDFA) based on Algorithm2 is constructed as shown in 
Fig.4(a). We notice that si = vi-1-ui {1,0,1-}א is performed in 
ADD2, which may be an input to an adder in the next stage. 
If we use si’ = uivi-1 as the input to the adder in the next 
stage, half-adder ADD2* of the modulo m SD adders in the 
binary tree can be omitted, and the adders can be 
constructed by using half  SD adder, as shown in Fig.4(b). 

Figure 4.  New modulo m full Signed-Digit adder 

Therefore we will get a new high-speed SD multiplier 
(NMSDM) with a new adder tree structure with stage 1, 
stage 2, stage 3 for n-digit modulo multiplication, in the 
case of 8-digit multiplier is as shown in Fig.5. 
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TABLE II.  Rules for addition in stage 2 
 
 
 
 
 
 
 

 
 
 
Stage 1: There are ۀ2/݊ڿ  modulo m adders named as 
``adder_ F”s which is constructed by n half adders shown 
in Fig.4(b). 
Stage 2: There are ۀ2/݊ڿ െ 2 modulo m adders named as 
``adder_M"s which is constructed by n half adders as that in 
Fig.4(b); However, ui and vi-1 are determined by TABLE II. 
Stage 3:  At last step, a subtraction from ܵ ′ ൌ ∑ ିଵିଵୀݒݑ  
to ܵ ൌ ∑ ିଵݒ െ ∑ ିଵୀିଵୀݑ  is constructed. 

 
Figure 5.  New Modulo m SD multiplier(NMSDM) 

TABLE III.  Range of input/output in the half  adder  

Table III shows a range of input/output in each stage of 
the adder. 

Consider a modulo m multiplier with input/output in an 
8-bit binary number representation, we can introduce SD 
number into the interior of the multiplier (MSDM2) as 
shown in Fig.6. 

A multiplicand with binary representation of 8-bit 
(10011001)2, and a multiplier (01100110)2 taken as an 
example, according to the (20), the ith partial product pp୧ ൌ൏ y୧2୧x ୫ , in the case of modulo m=2n-1, 
pp0=(00000000),  pp1=(00110011), pp2=(01100110),      
pp3=(00000000), pp4=(00000000), pp5=(00110011), 
pp6=(01100110), pp7=(00000000) ; However, in the case of 
modulo m=2n+1, we could get 8 partial products as 
pp0=(00000000), pp1=(0110011ത), pp2=(011011ത0ത),  pp3= (00 
0000ത0ത0ത), pp4= (00000ത0ത0ത0ത), pp5= (0011ത0ത0ത1ത1ത), pp6= (011ത0ത0ത 

1ത1ത0ത), pp7= (00ത0ത0ത0ത0ത0ത0ത), we represent 0 as 0ഥ , -1 as 1ത so that 
the example can be understood easily.  

 
Figure 6.  Modulo m SD Multiplier with binary input/output (MSDM2) 

When input is represented in binary numbers, partial 
products (pp0, pp1, pp2, pp3, pp4, pp5, pp6, pp7) are also 
represented by binary number representation. Each digit of 
the partial products has the value range only in {0,1} or {-
1,0}, so that in the first stage of the binary adder tree, that is, 
SDA0, SDA1, SDA2, SDA3 are modulo m adders much 
simpler than adder_ F in Fig.5. Thus, the multiplier 
(MSDM2) is constructed as shown in Fig.6. 

We compared it with an efficiency binary modulo 2n+1 
multiplication with Diminished-One method proposed in 
[15], we can prove the multiplier (MSDM2) proposed in this 
paper is much more efficiency in delay time.  

 
Figure 7.  Convertor from SD number to binary 

As we introduce SD number into the interior of the 
MSDM2, there is one possibility that the modulo 

ିࢇ   ି࢈   ିࢇ  ି࢈ ൏ ሺሻ 11 or 00 01 10 11 or 00ࢇሺሻࢇ0 01  ሺሻ࢈ሺሻ࢈ 10
11 
or 
00 

01 10 01 10 10 
11 
or 
00

0 1 1 0 ࢛ 10 10 01 10 01 0 0 1 0 0 1 1 1 1 0 ࢜ 1 1 0 0 0 0 0 1 0 0 

 adder_F adder_M adder_L
input 00,01,11 00,11,01,10 00,11,01,10
output 00,11,01,10 00,11,01,10 00,11,01,10
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multiplication result of MSDM2 would be negative number. 
In the case of a negative result, according to (5), modulo m 
is added into the result to get a positive result. As the second 
stage shown in Fig. 6, a convertor from SD number to 
binary is constructed for the conversion mentioned above. 
Fig. 7 shows the convertor. If the final result of MSDM2 is 
a positive one (v-u0), s=v-u is selected, else (v-u<0), s=v-
u+1 0 … 0ᇣᇤᇥ୬ିଵ 1(in the case of modulo m=2n+1) is performed.  

V.  HARDWARE REALIZATION AND PERFORMANCE 
EVALUATION 

We specify a binary representation for a radix-2 SD ai , 
where ai(1) is the sign and ai(0) is the absolute value of ai. 
Thus, an n-digit radix-2 SD number a is represented by a 
vector with 2n-bit length. ܽ ൌ ሺܽିଵ, ܽିଶ, … , ܽሻௌ                            ൌ ሾܽିଵሺ1ሻܽିଵሺ0ሻܽିଶሺ1ሻܽିଶሺ0ሻ … ܽሺ1ሻܽሺ0ሻ                              (21) 

For example, (0,1,−1 ,1)SD = [00011101]. 

TABLE IV.  Binary representation for a radix-2 signed digit. 

ai ai(1) ai(0) 
-1 1 1 
0 0 0 
1 0 1 

 Table IV shows binary representation for a radix-2 
signed digit. The whole design has been verified by 0.18 μm 
CMOS gate level simulation.  

TABLE V.  performance of modulo 2n+1 multipliers 

 area(μm2) delay(ns)

Multipliers n=8 n=16 n=8 n=16
NMSDM 18117.69 74332.74 8.89 11.72 

MSDM [13] 18268.17 74903.68 9.97 13.22 
MSDM2 12445.28 48851.20 11.18 16.50 

[15] 7298.48 25067.21 13.58 17.20 

In Table V, compared to our previous work [13], the 
computation time is shortening by 11%; Moreover, the area 
of the NMSDM is smaller even not very obviously. We also 
show the performances of multipliers designed by SD 
multiplier with binary input/output and the algorithm based 
on Diminished-One method.  

 For a modulo m SD multiplier with binary number, 
binary number converter may consume a major delay in the 
implementation. Comparing with the work in [10], the 
former one may get a high efficiency in a residue number 
system. 

VI.  CONCLUSION 
A new algorithm of modulo m SD adder has been 

presented. The binary number coding is used for achieving a 
high speed residue SD addition. Moreover, half adders in 
modulo m SD number adders instead of full adders have 
proposed a multiplier using a binary adder tree so that 
multiplier proposed in [13] can be improved by 11% in 

delay time. The modulo m multiplication is performed in a 
time proportional to log2n by using the binary adder tree. 
We also designed an efficiency modulo m multiplier with 
binary input/output. 

High-speed computation can be performed based on the 
assumption that input and output data of the residue 
arithmetic circuits are in the residue SD number form. For 
integration with conventional binary systems, efficient 
circuits are required to convert into and out of the residue 
SD systems. Our studies also focus on the evaluation of the 
presented residue arithmetic circuits, and the application to 
the computation systems, such as digital signal processing 
and digital control systems. 
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Abstract—Krylov subspace methods are popular iterative
methods to solve large sparse linear systems in the real-world
computations due to their cheap memory requirement and
computational cost. In this paper, we discuss the solution of
singular systems. We will show that the consistency of a singular
linear system is not a sufficient condition for a Krylov subspace
method to successfully find a solution to the system. The choice of
initial guess is a crucial step. If the initial guess is properly chosen,
a Krylov method almost surely converges to find a solution from
the point of view of probability, otherwise a Krylov subspace
method surely diverges. Moreover, our algorithm applied to
parallel calculation is discussed in the paper.

Index Terms—ML(n)BiCG; multiple starting Lanczos; Krylov
subspace; iterative methods; linear systems;

I. INTRODUCTION

Krylov subspace methods are iterative methods for the
solution of linear systems

Ax = b (1)

where A ∈ RN×N (singular or nonsingular) and b ∈ RN . At
the kth iteration, a Krylov subspace method searches for an
approximate solution xk from the affine space

x0 + span{r0, Ar0, · · · , Ak−1r0} ≡ x0 +Kk(A, r0)

where x0 ∈ RN is an initial guess to the solution of (1) and
r0 = b − Ax0 is the residual of x0. A subspace of the form
span{v,Av, · · · , Al−1v} is called a Krylov subspace where
v ∈ RN .

Suppose x∗ is a solution to (1). If A is nonsingular, it can
be proved that

x∗ ∈ x0 + span{r0, Ar0, · · · , AN−1r0} (2)

for any x0 ∈ RN . Therefore, within N iterations, a Krylov
subspace method can find x∗. If, on the other hand, A is
singular, there is no guarantee that (2) holds for any x0. For
example, consider

A =

[
0 1

0 0

]
, b =

[
1

0

]
.

Note that this linear system is consistent. If one selects x0 =
[1, 0]T , then the affine Krylov subspace in (2) contains no
solution to (1). As a result, starting with such a x0, a Krylov
subspace method will fail to find a solution of (1).

Therefore, the selection of x0 is crucial for a Krylov
subspace method to solve a singular system (1). If x0 is chosen
such that the affine subspace in (2) contains a solution to (1),
then the Krylov subspace method converges to find a solution;
otherwise, the Krylov subspace diverges.

Usually, there are some divisions in the algorithm of a
Krylov subspace method. If, at some iteration, the denominator
of a division becomes zero, then the algorithm will have to
stop there and can not continue to search for the solution.
Computationally we call this situation “breakdown by zero”.

In this paper, we shall show that when an initial guess x0
is chosen such that (2) holds, a Krylov subspace method will
almost surely encounter no breakdown and converge to find a
solution to (1).

II. ML(n)BICG METHOD

ML(n)BiCG is a Krylov subspace method derived by Yeung
and Chan in [6]. This method was built upon a Lanczos process
with n left starting vectors and a single right starting vector.
We choose ML(n)BiCG to study because it contains many
other standard methods as its special cases (see Section II-A).

An algorithm of the ML(n)BiCG method reads

ML(n)BiCG Algorithm

1. Choose an initial guess x0 and n vectors q1, q2, · · · , qn.
2. Compute r0 = b−Ax0 and set p1 = q1, g0 = r0.
3. For k = 1, 2, · · · , until convergence:
4. αk = pHk rk−1/p

H
k Agk−1;

5. xk = xk−1 + αkgk−1;
6. rk = rk−1 − αkAgk−1;
7. For s = max(k − n, 0), · · · , k − 1

8. β
(k)
s = −pHs+1A (rk+∑s−1

t=max(k−n,0) β
(k)
t gt

)/
pHs+1Ags;

9. End
10. gk = rk +

∑k−1
s=max(k−n,0) β

(k)
s gs;

11. Compute pk+1 = (AH)jqi where j ≥ 0, 1 ≤ i ≤ n
and k + 1 = jn+ i.

12. End

In the algorithm, the vectors q1, · · · , qn in Step #1 can be
any nonlinearly independent vectors.
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A. Relations to Some Existing Methods

BiCG[2] and FOM[5] are two well-known Krylov subspace
methods. ML(n)BiCG contains them as its special cases.

1) Relation with BiCG. If we choose n = 1 in the
ML(n)BiCG algorithm, we have pk+1 =

(
AH
)k
q1 in

Step #11. By Proposition 2.1(a) and (d), the xk and rk
computed by the algorithm satisfy{

xk ∈ x0 + span{r0, Ar0, . . . , Ak−1r0}

rk ⊥ span{q1, AHq1, . . . ,
(
AH
)k−1

q1}
(3)

for 1 ≤ k ≤ ν. Conditions (3) are what the BiCG
approximate solution xBiCGk needs to satisfy. Therefore,
when n = 1, ML(n)BiCG is mathematically equivalent
to BiCG.

2) Relation with FOM. If we choose n ≥ N in the
ML(n)BiCG algorithm, we have pk+1 = qk+1 in Step
#11. If we further choose qk+1 = rk in Step #11 (it is
possible since rk is computed before qk+1 is used), then
the xk and rk computed by the algorithm satisfy{

xk ∈ x0 + span{r0, Ar0, . . . , Ak−1r0},
rk ⊥ span{r0, r1, . . . , rk−1}

(4)

for 1 ≤ k ≤ N by Proposition 2.1(a), (d). Conditions
(4) are what the FOM approximate solution xFOMk

needs to satisfy. Therefore, when n ≥ N and with
qk+1 = rk, ML(n)BiCG is mathematically equivalent
to FOM.

B. Properties of ML(n)BiCG

Let ν be the degree of the minimal polynomial pmin(λ) of
r0 with respect to A (that is, the unique monic polynomial
p(λ) of minimum degree such that p(A)r0 = 0) and let

Sν = [p1, p2, · · · , pν ]HA[r0, Ar0, · · · , Aν−1r0]

and

Wν = [p1, p2, · · · , pν ]H [r0, Ar0, · · · , Aν−1r0].

Denote by Sl and Wl the l× l leading principal sub-matrices
of Sν and Wν respectively. We now summarize some useful
facts about the ML(n)BiCG algorithm. They can be observed
from the construction procedure of the algorithm presented
in [6].

Proposition 2.1: In infinite precision arithmetic, if
ν∏
l=1

det(Sl) det(Wl) 6= 0, (5)

then the ML(n)BiCG algorithm does not break down by zero
division for iteration k = 1, 2, · · · , ν, and xν is the exact
solution of (1). Moreover, the computed quantities satisfy

(a) xk ∈ x0 + Kk(A, r0) and rk = b − Axk ∈ r0 +
AKk(A, r0) for 1 ≤ k ≤ ν.

(b) span{r0, r1, · · · , rk−1} = Kk(A, r0) for 1 ≤ k ≤ ν.
(c) span{Ar0, Ar1, · · · , Arν−1} = Kν(A, r0).
(d) rk ⊥ span{p1, p2, . . . , pk} and rk 6⊥ pk+1 for 0 ≤ k ≤

ν − 1.

Remarks:
(i) The matrices Sl and Wl have already appeared in [3], [4]

where they were called moment matrices. Proposition
2.1 can be regarded as a generalization of Theorem 2 in
[4] from n = 1 to n > 1.

(ii) Just like BiCG, ML(n)BiCG also has two types of
breakdown caused, respectively, by the failure of the
underlying Lanczos process and the nonexistence of
the LU factorizations of the Hessenberg matrix of the
recurrence coefficients. Both types of breakdown are
reflected in the ML(n)BiCG algorithm by the denom-
inator pHk Agk−1 = 0. The condition

∏ν
l=1 det(Wl) 6= 0

guarantees that the underlying Lanczos process works
without breakdown, and the condition

∏ν
l=1 det(Sl) 6= 0

ensures that the LU factorizations exist.
(iii) det(Sν) 6= 0 implies that pmin(0) 6= 0 which, in turn,

implies that (1) is consistent and (2) holds.

III. SOLUTION OF SINGULAR SYSTEMS

Proposition 2.1 indicates that ML(n)BiCG will find a
solution to (1) if the condition (5) holds, no matter (1) is
singular or not. In this section, we prove that (5) holds if and
only if (2) holds from the probabilistic point of view.

Lemma 3.1: Consider the case where n = 1, r0 ∈
RN , r0 6= 0 and A ∈ RN×N is nonsingular. If q1 ∈ RN is
a random vector with independent and identically distributed
(iid) elements from N(0, 1), the normal distribution with mean
0 and variance 1, then Prob (

∏ν
l=1 det(Wl) det(Sl) = 0) = 0.

The proof of the lemma requires some properties of Gaus-
sian matrices described in [1].

The A in Lemma 3.1 is assumed nonsingular. For a general
A, we have

Theorem 3.2: Consider the case where n = 1, r0 ∈
RN , r0 6= 0 and A ∈ RN×N . If q1 ∈ RN is
a random vector with iid elements from N(0, 1), then
Prob (

∏ν
l=1 det(Wl) det(Sl) = 0) = 0 if and only if

pmin(0) 6= 0.

Extension of the theorem to the general case is possible,
namely, n ≥ 1, A ∈ RN×N , r0 ∈ RN×1 and [q1, · · · , qn] is a
Gaussian matrix.

Remark: pmin(0) 6= 0 if and only if the affine space x0 +
KN (A, r0) contains a solution to (1), namely, (2) holds.

The following corollary then follows from Proposition 2.1
and Theorem 3.2.

Corollary 3.3: In the case where n = 1 and q1 ∈ RN
is a random vector with iid elements from N(0, 1), the
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ML(n)BiCG algorithm almost surely works without break-
down by zero division to find a solution from the affine space
x0 + KN (A, r0) provided that x0 ∈ RN is chosen such that
the affine space contains a solution to (1).

Remarks:
(i) The initial guess x0 in Corollary 3.3 is a user-provided

vector. It may not be a random vector in some applica-
tions. For example, in cases where a sequence of similar
linear systems is solved, the solution from the previous
system may be used as the x0 for the new system.

(ii) If we pick x0 ∈ RN randomly and set q1 = b − Ax0,
then the ML(n)BiCG algorithm with n = 1, or equiv-
alently in mathematics, the standard BiCG (see Section
II-A), almost surely solves (1) without breakdown by
zero division for all, but a certain small class of, non-
singular A ∈ RN×N . For details, see [4].

IV. CONCLUSION

When a singular system is solved, selecting an initial guess
x0 is crucial. If x0 is selected such that the affine space
x0 + span{r0, Ar0, · · · , AN−1r0} contains a solution to the
system Ax = b, ML(n)BiCG will almost surely converge (see
Corollary 3.3). Otherwise, we shall have pmin(0) = 0 (see the
remark right before Corollary 3.3) which yields det(Sν) = 0
and therefore

∏ν
l=1 det(Sl) = 0. In this case, there is no

guarantee that the LU -factorizations in the construction of
ML(n)BiCG exist (see the remark right after Proposition 2.1).
As a result, it is likely that ‖rk‖2 blows up to ∞.

The ML(n)BiCG algorithm is highly efficient in parallel
computation. This algorithm only consists of inner products,
matrix-vector multiplications and vector updates of the form
u+ cv where c is a scalar. In a computer with m processors,
the jobs of these operations can be distributed among the
processors and get fast numeric calculation speed.

Although we have picked ML(n)BiCG as a representative
to study. A similar conclusion is also true for other Krylov
subspace methods.
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Abstract—According to the existing mining algorithm of fuzzy 
association rules, a novel fuzzy positive and negative 
association rules algorithm will be proposed in this paper. We 
focus on the membership function of fuzzy set and minimum 
support parameters of positive and negative association rules 
and adopt a method that selects parameters automatically 
which is based on the k-means clustering. Besides, multi-level 
fuzzy support and correlation coefficient are chosen to restrain 
the quantity and quality of rules generated by the algorithm. 
Finally the validity and accuracy of the algorithm are proved 
by an experiment. 

Keywords- data mining; fuzzy association rules; membership 
function; multi-level fuzzy support; correlation coefficient 

I. INTRODUCTION 
Association rules mining, which aims to discover 

relevant valuable knowledge describing interrelation 
between data items from huge numbers of data, is a 
extremely important research subject of data mining 
domain.  Since it was first proposed in 1993 by Rakesh 
Agrawal etc[1], association rules extraction has received 
widespread concern and in-depth research both in 
algorithms and efficiency[2-3]. For numeric databases, 
quantitative association rules mining [4-5] is a significant 
branch. Since the fuzzy association rules mining technology 
was put forward combined with fuzzy set theory [6], this 
field has got more and more attention. However, the 
selection of membership functions, a key issue of the fuzzy 
association rules mining technology, gets little research. In 
most cases, the methods developed by experts are adopted 
by making use of a priori knowledge, but there is a certain 
blindness, which will cause an influence on the accuracy 
and efficiency of the final rules extraction. In addition, most 
studies focus on the extraction of positive association rules 
such as X ⇒ Y no matter in the traditional Boolean 
association rules mining or quantitative association rules 
mining and many mature algorithms come into being. 
Negative association rules in the form of X⇒¬Y, ¬X⇒Y or 
¬X⇒¬Y have been received widespread concern[7-8], but 
such issues as the parameter selection of support degree etc. 
call for further study. Negative association rules stand for a 
negative correlation knowledge of things and they also plays 
a very important role compared with the positive association 
rules. 

According to current research status, a new fuzzy 
positive and negative association rules mining algorithm is 
proposed, which determines the membership functions 

based on k-means clustering method. And its advantage lies 
in discovering the cluster center of data set guidelessly in 
the absence of sufficient prior knowledge, thereby 
identifying the membership functions reasonably and 
avoiding wrong mining results caused by false parameter 
selection of the membership functions. Meanwhile, it adopts 
the multiple fuzzy supports in the fuzzy association rules for 
the first time and introduces the correlation coefficient 
criterion, controlling the quality of rules effectively and 
ensuring the accuracy and efficiency of algorithms. 

The remainder of this paper is organized as follows: An 
introduction of positive and negative association rules and 
multiple support degree theories are given in Section 2. In 
Section 3, the fuzzy association rules and the selection of 
membership functions are introduced. In Section 4, the new 
fuzzy positive and negative association rules mining 
algorithm is presented. After that, Section 5 introduces an 
experimental simulation of the proposed algorithm. Finally, 
some conclusions are drawn in Section 6. 

II. MULTI-SUPPORT POSITIVE AND NEGATIVE 
ASSOCIATION RULES 

Suppose that I={i1, i2,…, im} is a set of binary attributes, 
and T={t1,t2,…,tn} is a set of n data records, where ti ⊆ I, 
namely, each record in T can be viewed as a subset of I. The 
association rule (AR) is the logical implication of such form 
as X⇒Y, where X ⊂ I, Y ⊂ I, and X∩Y=Ф. When the 
support degree and the confidence degree of the rule are 
greater than a given minimum support and minimum 
confidence threshold separately, then it is considered as a 
correct one. And its support degree is supp(X ⇒

Y)=|TX∪Y|/|T|, while the confidence degree is conf(X⇒

Y)=|TX∪Y|/|TX|, where |TX| represents the count of 
transactions containing X in T. When a considered thing 
does not happen, that is to say, ¬X shows that itemset X 
does not occur, bringing about such negative rules as X⇒

¬Y, ¬X ⇒ Y and ¬X ⇒ ¬Y. The support degree and 
confidence degree can be counted by the corresponding 
positive item sets: 

s(¬X)=1-s(X); 
s(X∪¬Y)=s(X)-s(X∪Y); 
s(¬X∪Y)=s(Y)-s(X∪Y); 
s(¬X∪¬Y)=1-s(X)-s(Y)+s(X∪Y); 
c(X⇒¬Y)=1–c(X⇒Y); 
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c(¬X⇒Y)=
s(X)-1

Y)()( ∪− XsYs ; 

c(¬X⇒¬Y)=
)(1

)()()(1
Xs

YXsYsXs
−

∪+−− =1-c(¬X⇒Y) 

In fact, negative association rules exist not only in 
infrequent itemSets (inFS), but also exists in the frequent 
itemSets (FS), so negative rules need to be mined in inFS, 
while in FS, both positive and negative rules need to be 
mined. In theory, inFS can be regarded as a complement of 
FS, but, in practice use, it is often very large, generating 
plenty of negative rules, which are not all meaningful. The 
size of inFS can be restraint by 2-level Supports[9] and 
multiple level minimum supports(MLMS)[10], in which the 
later establishes different minimum supports for those 
candidate itemsets which have different lengths, 
ms(1)≥ms(2)≥...≥ms(n)≥ms>0, where ms represents the 
threshold of inFrequent itemSets and ms( k) stands for the 
minimum support of frequent K-itemsets. If s(X)≥ms(k) 
then X is a frequent itemset. But if s(X)<ms(k) and 
s(X)>ms, then X is an inFrequent itemset. This model 
MLMS can control the number of the frequent and 
inFrequent itemSets by establishing different m(k). 

The correlation between the preceding paragraph X and 
consequent paragraph Y of association rules can be 

measured as follows: 
)()(
)(

, YsXs
YXscorr yx

∪= . If corrx,y>1, then 

X and Y are positively correlated, that is, the occurrence of 
X will promote the occurrence of Y. But if corrx,y=1, then X 
and Y are independent, that is, the occurrence of X and Y 
has nothing to do with each other. If corrx,y<1, then X and Y 
are negatively correlated, that is, the occurrence of X 
conflicts with the occurrence of Y. The correlation between 
negative itemsets can be counted by corresponding positive 
itemsets. 

When corrx,y>1, )( YXs ∪ > )()( YsXs , 
so )()()()()( YsXsYsYXsYs −<∪− , 

while )()()( YXsYXsYs ∪¬=∪− , 
)()()](1)[()()()( XsYsXsYsYsXsYs ¬=−=− ’ 

hence, )()()( YXsYsXs ∪¬>¬ ’ 

thus,
1

)()(
)(

, <
¬

∪¬=
YsXs
YXscorr yx

, 
And in the same way, we can infer that corrx,¬y<1, 

corr¬x,¬y>1. 
When corrx,y>1, Certainly, the greater corrx,y, the stronger 

the positive correlation between X and Y. While when 
corrx,y<1, the closer corrx,y comes to zero, the stronger the 
negative correlation between X and Y. 

III. FUZZY ASSOCIATION RULES 
When datasets containing continuous numeric attributes 

emerge during association rules mining, the method 

discretizing data is usually adopted. As to a specified 
continuous numeric attribute Q, it will be divided into p 
intervals, and then the new generated attributes Q1, Q2, ..., 
Qp are used to replace the original attribute Q. However, a 
simple division of continuous attributes into several 
intervals may lead to so-called "hard boundary" issues, such 
as the record "Those who are 31 years old age 31 spend 6 
hours online per day” does not support the rule: 
Age[20,30]⇒Average daily online duration[5,10]. However, 
in fact there is little age difference between 31 and 30, in 
other words, such fuzzy association rules as "young adults 
are more likely to spend a long time online" seem more 
correct and more instructive [11-12]. 

For the continuous numeric dataset T=(t1, t2, ..., tn), and 
I=(i1, i2, ..., im), the set containing all the attributes of T, 
each continuous attribute ik has a corresponding fuzzy set 

},...,,{ 21 l
iiii kkkk

fffF = , where j
ik

f  represents the j-th fuzzy 
set. For example, the continuous attribute "income" has 
three fuzzy sets: high, middle and low, so it can be 
expressed as "F Income = {high, middle, low}". 

The form 〉〈⇒〉〈 BYAX ,,  is a fuzzy association rule, 
which means that when attribute X is A, then it can inferred 
that attribute Y is B. Where X ⊂ I and Y ⊂ I are the sets of 
attributes, A and B are corresponding with the fuzzy sets of 
attributes which belong to X and Y respectively. The 
standards for valid fuzzy rules are the same as traditional 
Boolean rules. Namely, fuzzy support and fuzzy confidence 
of the fuzzy rules should be greater than the given 
thresholds of minimum fuzzy support and minimum fuzzy 
confidence respectively. However, the calculation of fuzzy 
support and fuzzy confidence is different from that of 
traditional Boolean rules. In the mining of traditional 
Boolean association rules and quantitative association rules, 
the transaction of a record either appears or not, and the 
degree of transaction support a property can be counted by 
the times which the attribute appears in all the transactions. 
While in the mining of fuzzy association rules, fuzzy 
support can be counted by the membership of data items to 
each attribute, and described by the form of probability. 

The support of 〉〈 AX ,  is calculated as follow: 

||

])}[({
, T

xt
S

jiaXxTt
AX

jji∑ ∏ ∈∈
〉〈 =

α
, 

Where ti[xj] represents the value of the j-th attribute in the i-th 
record, ])[( jia xt

j
α  stands for such fuzzy support of ti[xj] 

that attribute xj is equal to aj, and ∏ ∈ ])}[({ jiaXx xt
jj

α  
represents the result which is multiplied by the  fuzzy support 
of each attribute xj. Here, T-mode TP(x,y)=x*y is adopted 
instead of other T-modes, such as TM(x,y)=min(x,y); 
TW(x,y)=max(x+y-1,0) etc, for the reason that operation П 
not only considers the membership of all attributes, but also 
the convenient calculation of the algorithm 

The fuzzy confidence of 〉〈⇒〉〈 BYAX ,,  is calculated 
as follows: 
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Where 〉〈 CZ ,  is the frequent fuzzy item set, ZX ⊂ , 
Y=Z-X, CA ⊂ , B=C-A. 

How to determine a Membership function (MF) of the 
sample data is a key issue of fuzzy association rules. So the 
determination of the parameters of MF is particularly 
important. This paper adopts the method based on k-means 
clustering, which identifies the cluster center of data sets by 
self-learning, and hence, determines the parameters of MF. 

As to the data set T, first of all, cluster p continuous 
numeric attributes that need discretization into specified q 
clusters by k-means, and generate a p * q cluster center 
matrix C, where the j-th center point of the i-th attribute can 
be represented by Ci,j. Then, combine with MF of triangle to 
find out the fuzzy MF of each attribute. Attribute ik has q 
cluster centers described as },...,,{ ,2,1, qiii kkk

CCC , the fuzzy 
set MF of which is shown as .Figure 1. 

1 

Cik,qCik,2 Cik,1  
Fig.1  MF of ik determined by the clustering center 
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IV. FUZZY POSITIVE AND NEGATIVE 
ASSOCIATION RULES ALGORITHM 

This paper proposes a new mining fuzzy positive and 
negative association rules algorithm, which can be divided 
into two steps. Firstly, adopt k-means clustering algorithm 
to process continuous numeric attributes of data sets, and 
determine the MF of each attribute by cluster center points. 
Secondly, convert original data set T into fuzzy data set T’ 
according to the generated MFs. This step can be viewed as 
a pre-processing stage. The algorithm is shown as follows:  

Input: original data set -T, the number of clusters -K 
Call k-means to cluster data set T, and get k 

cluster centers {C1, C2,…,Ck}. 
For each attribute Ai do 

Determine Mi, the MF of attribute Ai, by 
{C1,C2,…,Ck}. 

End for 
For each record ti∈T 

Make the record ti fuzzy by Mi  
End for 

Output: fuzzy data set T’ 
MS_FPNAR is adopted in the second step. Multi-level 

Fuzzy support is used to generate Frequent Fuzzy itemSet 
and infrequent Fuzzy itemSet in the fuzzy data set T’. Then, 
fuzzy positive and negative association rules, which are 
greater than the minimum fuzzy confidence, are mined in 
frequent fuzzy itemsets and fuzzy negative association rules 
are mined in infrequent fuzzy itemsets combined with 
correlation coefficient corrx,y constraints. The algorithms for 
generating frequent fuzzy itemsets and infrequent fuzzy 
itemsets are shown as follows: 

Input: fuzzy data set T’, Multi-level minimum Fuzzy 
Support mfs(k), Infrequent fuzzy itemset threshold mfs. 

C1=a fuzzy itemset which has a support ≥ mfs 
FFS1= a fuzzy itemset which has a support 

≥ mfs(1) in C1 
inFFS1=C1-FFS1; 
For (k=2;Ck-1!=NULL;k++) 

Ck=apriori_gen(Ck-1, mfs); 
For each c∈Ck 

If c contains multiple fuzzy sets in the 
same attribute then delete c from Ck 

Ct=subset(Ck,t); 
Calculate the support of each c∈Ct 

End for 
Ck= a fuzzy itemset which has a support ≥ ms 

in Ct; 
FFSk=a fuzzy k itemset which has a 

support ≥ mfs(k) in Ck; 
inFFSk=Ck-FFSk; 
add FFSk into FFS, and add inFFSk into inFFS 

End for 
Output: frequent fuzzy itemset FFS, infrequent fuzzy 

itemset inFFS 
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The algorithm which is mining fuzzy positive and 
negative association rules in FFS and inFFS as follows: 

Input: frequent fuzzy sets - FFS, infrequent fuzzy sets - 
inFFS, minimum fuzzy confidence - mfc, minimum 
correlation information number- min_corr 

For each fuzzy set 〉〈 CZ ,  in FFS 
Calculate the correlation coefficient 

of 〉〈〉〈 BYAX ,, ， When X ∪ Y=Z, A ∪ B=C and X ∩ Y= Φ , 
A ∩ B= Φ ; 

If the correlation coefficient 
of 〉〈〉〈 BYAX ,, ， >min_coor 

If the fuzzy confidence 
),,( 〉〈⇒〉〈 BYAXc ≥ mfc then add 〉〈 CZ ,  into FPAR 

If the fuzzy confidence 
),,( 〉〈¬⇒〉〈¬ BYAXc ≥ mfc then add 〉〈 CZ ,  into FNAR 

If the correlation coefficient 
of 〉〈〉〈 BYAX ,, ， <1/min_corr 

If the fuzzy 
confidence ),,( 〉〈¬⇒〉〈 BYAXc ≥ mfc then add 〉〈 CZ ,  into 
FNAR 

If the fuzzy confidence 
),,( 〉〈⇒〉〈¬ BYAXc ≥ mfc then add 〉〈 CZ ,  into FNAR 

End for 
For each fuzzy set 〉〈 CZ ,  in inFFS 

Calculate the correlation coefficient 
of 〉〈〉〈 BYAX ,, ， When X ∪ Y=Z, A ∪ B=C and X ∩ Y= Φ , 
A ∩ B= Φ ; 

If the correlation coefficient of 
〉〈〉〈 BYAX ,, ， >min_coor 

If the fuzzy confidence 
),,( 〉〈¬⇒〉〈¬ BYAXc ≥ mfc then add 〉〈 CZ ,  into FNAR 

If the correlation coefficient of 
〉〈〉〈 BYAX ,, ， <1/min_corr 

If the fuzzy confidence 
),,( 〉〈¬⇒〉〈 BYAXc ≥ mfc then add 〉〈 CZ ,  into FNAR 

If the fuzzy confidence 
),,( 〉〈⇒〉〈¬ BYAXc ≥ mfc then add 〉〈 CZ ,  into FNAR 

End for 
Output：fuzzy positive association rules -PAR, fuzzy 

negative association rules -NAR 

V. EXPERIMENTAL RESULTS 
A standard data set consisting of 150 samples, which 

belongs to three different kinds of rocks separately and 
contains data with four oxide components, is used in the 
experiment. Moreover, each sample has a six-dimensional 
attribute, where the first one represents the sample number, 
and the second to the fifth one represents the content of 
SiO2, Al2O3, MgO, Fe2O3 respectively, while the sixth 
stands for the rock class number which the sample belongs 
to. Besides, the second to the fifth dimension attribute are 
continuous numeric variables. The boundary points of 

which are decided by the domain experts based on the prior 
knowledge before the modeling of association rules mining. 
However, due to the diversity, variability and complexity of 
the geological phenomena and conditions, there is plenty of 
uncertainty and imprecision. The inaccuracy in choosing 
boundaries may directly affect the quality of extracting 
rules.  

According to the proposed algorithm, the second to fifth 
dimension of the original data set are firstly clustered with 
k-means, and discretized to two-dimensional fuzzy attribute: 
{high, low}. As a result, Two cluster center points are 
generated: 
 center1={50.0566,33.6981,15.6038,2.9057}; 
 center2={63.0103,28.8660,49.5876,16.9588}. 

The membership functions of the content of SiO2, 
Al2O3, MgO, Fe2O3 are shown respectively as figure 2 to 
figure 5. According to these MFs, a new fuzzy sets T’ will 
be generated if the value of each attribute of every sample in 
the original data set T is changed into a form of a fuzzy set. 

63.0103 50.0566 

1

SiO2 

33.6981 28.8660 

1

Al2O3 

 
Fig.2 the MF of SiO2  Fig.3 the MF of Al2O3 

49.5876 15.6038 

1

MgO 

16.9588 2.9057 

1

Fe2O3 

 
Fig.4 the MF of MgO  Fig.5 the MF of Fe2O3 

In the following, a comparison will be done to T’, the 
generated fuzzy set, with traditional fuzzy association rules 
algorithm and   MS_FPNAR algorithm proposed in the 
paper respectively, the results of which are shown as figure 
1 to figure 10 and table 6 to table 7, where the multi-level 
fuzzy support vector is expressed by 
mfs(k)=[mfs(1),mfs(2),mfs(3),mfs(4),mfs(5),mfs] and the 
minimum fuzzy confidence is expressed as mfc. The 
minimum correlation coefficient is stated as min_corr. The 
number of the fuzzy positive association rule is expressed in 
PAR. The number of the negative association rules is 
expressed in two different variables: NAR1 and NAR2. The 
difference between the variables is the expressions. NAR1 is 
expressed as 〉〈¬⇒〉〈 BYAX ,, and 〉〈⇒〉〈¬ BYAX ,, , 
while NAR2 is expressed as 〉〈¬⇒〉〈¬ BYAX ,, . 
Rules_num is stated as the total number of the positive and 
negative association rules. 
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Mine the fuzzy association rules by the traditional fuzzy 
association rules algorithm at first. Then set mfc = 0.6 and 
min_corr = 1.Use the uniform minimum mfs and set mfs 
equal to 0.3, 0.2, 0.16, 0.12, 0.10 and 0.08 respectively. It 
can be seen that, when mfs gets a larger value, as shown in 
Table 1, the number of the rules extracted from the frequent 
itemsets is limited. Take for example, while mfs(k) = 0.3, 
small amounts of frequent fuzzy two itemsets, three itemsets 
and four itemsets are generated. Some meaningful rules, 
especially some longer rules fail to be mined for their higher 
supports. However, in order to mine more long rules, 
turning more four itemsets and five itemsets into the 
frequent fuzzy itemsets to get smaller fuzzy supports, which 
turns out the other way. Take Table 6 for example, when 
mfs = 0.08, moderate frequent fuzzy five itemsets are 
generated, but amounts of frequent fuzzy two itemsets and 
three itemsets are extracted and the number of mined fuzzy 
rules which may contain lots of redundant and meaningless 
rules is multiple. The relation between the value of the mfs 
in traditional fuzzy association algorithm and the rule 
number of fuzzy association is shown in figure 6. Thus the 
uniform mfs used in the traditional algorithm has a great 
effect on the accuracy of the final rule mining if its value is 
either too big or small. How to find a more moderate fuzzy 
support threshold is a common problem. 

To solve this problem effectively, a method based on 
multiple minimum fuzzy supports is adopted. Suppose mfs 
(k) = [0.3, 0.2, 0.16, 0.12, 0.1, 0.1]. As shown in table 7, 
each layer has the same rules as the corresponding layer 
from table 2 to table 5 when k=2,3,4,5 respectively. In this 
way, not only the large number of meaningless rules is 
avoided, but some meaningful rules also cannot be removed. 

However, it doesn’t take into account the negative 
association rules generated in the infrequent itemsets. By 
comparison of table 7 and table 8, certain infrequent itemsets 
(inFFS), in which some meaningful negative rules could be 
generated, can be produced by setting the threshold of the 
infrequent fuzzy itemsets. But it does not mean that the 
lower the threshold, the better. Comparing table 8 with table 
9, we can see that plenty of fuzzy negative rules, most of 
which are meaningless and redundant, will be generated 
when inFFS is the complement of FFS. It is clearly 
inadvisable. 

TABLE I.  FPNAR WHEN MFS(K)=0.3 

mfs(k)=[0.3,0.3,0.3,0.3,0.3,0.3];mfc=0.6;min_corr=1 
 FFS inFFS PAR NAR1 NAR2 Rules_num 

k=2 14 0 25 0 25 50 
k=3 9 0 43 0 46 89 
k=4 1 0 9 0 10 19 
k=5 0 0 0 0 0 0 
Total 24 0 77 0 81 158 

TABLE II.  FPNAR WHEN MFS(K)=0.2 

mfs(k)=[0.2,0.2,0.2,0.2,0.2,0.2];mfc=0.6;min_corr=1 
 FFS inFFS PAR NAR1 NAR2 Rules_num 

k=2 25 0 38 2 40 80 
k=3 22 0 98 0 114 212 
k=4 9 0 93 0 114 207 

k=5 1 0 26 0 30 56 
Total 57 0 255 2 298 555 

TABLE III.  FPNAR WHEN MFS(K)=0.16 

mfs(k)=[0.16,0.16,0.16,0.16,0.16,0.16];mfc=0.6;min_corr=1 
 FFS inFFS PAR NAR1 NAR2 Rules_num 

k=2 26 0 38 4 40 82 
k=3 26 0 106 0 127 233 
k=4 11 0 104 0 135 239 
k=5 2 0 40 0 55 95 
Total 65 0 288 4 357 649 

TABLE IV.  FPNAR WHEN MFS(K)=0.12 

mfs(k)=[0.12,0.12,0.12,0.12,0.12,0.12];mfc=0.6;min_corr=1 
 FFS inFFS PAR NAR1 NAR2 Rules_num 

k=2 30 0 38 20 40 98 
k=3 29 0 112 7 133 252 
k=4 15 0 122 4 167 293 
k=5 2 0 40 0 55 95 
Total 76 0 312 31 395 738 

TABLE V.  FPNAR WHEN MFS(K)=0.1 

mfs(k)=[0.1,0.1,0.1,0.1,0.1,0.1];mfc=0.6;min_corr=1 
 FFS inFFS PAR NAR1 NAR2 Rules_num 

k=2 34 0 38 32 40 110 
k=3 36 0 121 27 154 302 
k=4 18 0 138 10 194 342 
k=5 4 0 60 4 97 161 
Total 92 0 357 73 485 915 

TABLE VI.  FPNAR WHEN MFS(K)=0.08 

mfs(k)=[0.08,0.08,0.08,0.08,0.08,0.08];mfc=0.6;min_corr=1 
 FFS inFFS PAR NAR1 NAR2 Rules_num 

k=2 36 0 38 38 40 116 
k=3 40 0 126 32 164 322 
k=4 19 0 142 13 206 361 
k=5 4 0 60 4 97 161 
Total 99 0 366 87 507 960 

TABLE VII.  FPNAR WHEN USE MULTI-LEVEL FUZZY SUPPORT 

mfs(k)=[0.3,0.2,0.16,0.12,0.1,0.1];mfc=0.6;min_corr=1 
 FFS inFFS PAR NAR1 NAR2 Rules_num 

k=2 25 0 38 2 40 80 
k=3 26 0 106 0 127 233 
k=4 15 0 122 4 167 293 
k=5 4 0 60 4 97 161 
Total 70 0 326 10 431 767 

TABLE VIII.  FPNAR WHEN USE MS_FPNAR 

mfs(k)=[0.3,0.2,0.16,0.12,0.1,0.08];mfc=0.6;min_corr=1 
 FFS inFFS PAR NAR1 NAR2 Rules_num 

k=2 25 11 38 38 40 110 
k=3 26 14 106 32 164 302 
k=4 15 4 122 13 206 342 
k=5 4 0 60 4 97 161 
Total 70 29 326 97 507 930 

TABLE IX.  FPNAR WHEN MFS=0 

mfs(k)=[0.3,0.2,0.16,0.12,0.1,0];mfc=0.6;min_corr=1 
 FFS inFFS PAR NAR1 NAR2 Rules_num 

k=2 25 23 38 78 40 156 
k=3 26 77 106 378 235 719 
k=4 15 92 122 819 564 1505 
k=5 4 39 60 702 486 1248 
Total 70 231 326 1977 1325 3628 
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Fig.6  mfs and Fuzzy rules in Traditional algorithms 

Table 10 and Figure 7 reflect the relationship between 
the minimum correlation coefficient (min_corr) and fuzzy 
positive and negative association rules (FPNAR) where the 
former is used to remove those frequent fuzzy itemsets of 
weak correlation. Table 10 presents the number of fuzzy 
positive and negative association rules, which are generated 
with min_corr varying from 1 to 2.8 under such pre-
conditions as mfs = [0.3, 0.2, 0.16, 0.12, 0.1, 0.08] and mfc 
= 0.6.As can be seen from Figure 7, with the min_corr 
increasing, the number of fuzzy association rules attained 
shows an obvious decreasing trend, as the minimum 
correlation coefficient can eliminate the rules which are 
generated by frequent itemsets of weak correlation, leaving 
more meaningful rules. So, the minimum correlation 
coefficient can effectively remove those meaningless or less 
meaningful rules to ensure that the final mined fuzzy rules 
are meaningful. 

TABLE X.  RELATIONSHIP BETWEEN MIN_CORR AND FPNAR 

mfs(k)=[0.3,0.2,0.16,0.12,0.1,0.08];mfc=0.6 
min_corr= 1.0 1.3 1.5 1.7 2.0 2.3 2.5 2.8 
PAR 326 292 249 192 133 106 72 44 

NAR 604 522 435 322 193 130 80 48 
TotalRules 930 814 684 514 326 236 152 92 

 
Fig.7  relationship between min_corr and FPNAR 

According to the above analysis, the algorithm is adopted 
to mine rules from the rock sample data set. If correlation 

coefficient constraints min_corr = 2, and multiple minimum 
fuzzy support mfs (k) = [0.3, 0.2, 0.16, 0.12, 0.1, 0.08], then 
326 fuzzy rules, including 133 fuzzy positive rules and 193 
fuzzy negative rules, are generated after mining. Compared 
with the traditional fuzzy association rules mining 
algorithm, this algorithm solves the problem about the 
selection of fuzzy support, and generates more accurate and 
effective fuzzy positive and negative association rules. 

VI. CONCLUSION 
There are broad development space and prospects for the 

mining fuzzy positive and negative association rules, 
however, there are still many drawbacks in the selection of 
the membership function and minimum support, and the 
accuracy of selected parameters directly affects the result of 
the final mining rules. This paper proposes a novel fuzzy 
positive and negative association rules algorithm for the first 
time, and utilize k-means clustering method to determine the 
membership function, avoiding uncertainty problems which 
may be brought about in current existed related algorithms 
that need to identify the membership function subjectively. 
Meanwhile, the multi-level fuzzy support and the 
correlation coefficient criterion are introduced based on 
fuzzy positive and negative association rules. In the end, the 
proposed algorithm is proved to be more effective and 
accurate in comparison with the traditional algorithm 
through an experiment. 
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Abstract - By introducing a signed-digit (SD) number 
arithmetic into a residue number system (RNS), arithmetic 
operations can be performed efficiently. In this study, an 
algorithm for residue-to-binary with four moduli set {2p− 1, 2p 
+1, 22p+1, 2p} using the SD number high-speed residue addition 
is proposed. Based on the proposed algorithm, the converters 
are designed with 2-level binary tree structure of SD number 
residue additions. The comparison of the new converter using 
SD number arithmetic and the converter using binary 
arithmetic yields reductions in delays of 22% and 40% for p=4 
and p=8, respectively. 

Keywords- Residue Number System(RNS), Signed-Digit (SD) 
number,  Chinese Remainder Theorem(CRT), Mixed Radix 
Conversion (MRC) 

I.  INTRODUCTION 
A well-known advantage of the residue number system 

(RNS) is that provides the ability to add, subtract or multiply 
without the need to wait for the carry propagation in 
arithmetic operations as required by conventional binary 
number system [1][2]. Digital signal processing hardware 
based on RNS is currently considered important for high-
speed and low-cost hardware realization [3][4]. 

Modulo 2p-1, 2p and 2p+1 addition can be done easily 
without any memory [5][6]. However, these residue 
additions base on the binary number system. The operation 
speed of the RNS using these additions is bounded by the 
word length of operators.  

The redundant binary number representation was first 
introduced by Avižienis in 1961 [7]. A radix-two signed-
digit (SD) number system, which has a set of {-1, 0 1} and 
no need for a separate sign digit, is well known to offer 
advantages in arithmetic circuit implementation without the 
carry propagation [8]. Novel residue arithmetic hardware 
algorithms using SD number representation have been 
proposed [9][10]. However, residue number arithmetic 
cannot be used for some applications, because RNS does not 
have weights in the residue digits. For this reason, RNS 
needs to be interfaced efficiently with a binary number 
system by converting it into binary. Therefore, the research 
of an efficient residue to binary conversion algorithm is an 
important task in realizing the RNS-based applications and 
signal processors. 

There are a number of conversion algorithms available. 
These categorized into two groups, Chinese Remainder 
Theorem (CRT) and the Mixed Radix Conversion (MRC) [2] 

[11]-[16]. The MRC approaches are strictly sequential with 
O(m) time complexity, where m is the number of moduli. 
The CRT method is faster than the MRC method because the 
conversion processes can be done in parallel. However, some 
of conversion operation using the CRT is not efficient since 
complicated modulo M operation is necessary, where M is 
the product of the moduli. 

 In recent years, a number of residue-to-binary converter 
for four moduli sets have been proposed. For example, {2n-1, 
2n, 2n+1, 22n+1}[11], {2n-1, 2n, 2n+1, 2n+1-1}[12][13], {2n-1, 
2n, 2n+1, 2n-1-1}[13], {2n-3, 2n+1, 2n-1, 2n+3}[14], {2n-3, 2n-
1, 2n+1, 2n+3}[15], {2n-1, 2n+1, 22n-2, 22n+1-3}[16]. 
However, the residue arithmetic operations of these 
converters run with the binary arithmetic, so that these 
converters were not becoming to the RNS which it 
introduced SD number into. In this paper, we propose an 
algorithm to convert residue numbers to a binary integer for 
moduli set {2p-1, 2p+1, 22p+1, 2p}, and it can be actualized 
with 2-level binary tree structure of SD number residue 
additions. Therefore, it can be used directly after the SD 
number residue arithmetic without converting the SD residue 
representation to binary residue number beforehand. Another 
character of this algorithm is it bases on the both of CRT and 
MRC together. 

II. BACKGROUND 

A. Residue Number System 
A Residue Number System (RNS) is defined in terms of 

a set of pairwise relatively prime moduli  
that is , for . Let  be 
a dynamic range of the RNS. An arbitrary integer A smaller 
than M can be represented in the defined residue number 
system as a set of n integers , where

. 
Moreover, such a representation is unique for any integer 

in the range of . Arithmetic operation between integers 
 and  in an RNS 

can run as , where, 
, . means addition, 

subtraction or multiplication.  

 
Figure 1.  The structure of RNS with converter 
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A complete computation system with RNS, as shown in 
Fig. 1, includes converting the RNS from and into binary 
number system.  
B. Chinese Remainder Theorem (CRT) 

The Chinese Remainder Theorem is formulated as 

  (1) 

Where , , is the 
multiplicative inverse of , namely 

, and .  

C. Mixed Radix Conversion (MRC) 
Mixed Radix Conversion is fairly simple in principle. A 

number X is represented by mixed radices and their 
coefficients as 

  (2) 

where  is the ith mixed radix.  is the ith coefficient, that 

is, a1 = jX jm 1 and  for i > 1.  
Residue Numbers can be represented in the Mixed Radix 

Notation by choosing the mixed radices  to represent the 
moduli set, which will cover numbers in the dynamic range 
of . The MRC conversion process is a lengthy one 
because of the high number of mathematical operations 
involved. 

In the MRC, the result of coefficient  depends on 
, and the complexity of procedure in search 

of coefficients becomes  markedly elevated following the 
increase of the number of radices. In the case of  , we 
have 

    (3) 

where 

 

III. RESIDUE ARITHMETIC WITH SIGNED-DIGIT NUMBERS 
The radix-two SD number system has a digit set of 

, where  denotes . A p-digit radix-two SD 
integer  has a value of 

 (4) 

where, . This representation permits several 
ways to represent an integer, thus making it a redundant 
number system. For example, , ,  
all represent "5". However, "0" is uniquely represented.  

A. Residue Signed-Digit Number  
In the SD number representation, integer X has a value in 

the range as . 
Definition 1: Let X be an integer and m be a modulus. 

Then  is defined as an integer in Lsd. When 
,  x has one of two possible values: 

   (5) 

When , x has three possible values, that is, -m, 
0 and m. 

For example, the value of  is 
, or . 

B. Residue Arithmetic with Signed-Digit Number  
An addition , where X, Y are integers in the 

p-digit SD number representation, can be performed as 
follows: Let  and  be the carry and the intermediate sum 
of ith digit position, respectively. The values of them are 
determined by a table with respect to the values of , 

, . The  and  are the absolute 
values of  and . 

TABLE I.  RULES FOR ADDING RADIX-2 SD NUMBERS 

   

 
 

or 
 

 
and 

 

 
and 

 

 
or 

 
 0  0 

 and 
 

 
or 

 

 
and 

 
or 

 
0 1 0 1

Thus, modulo  addition at each digit can be 
implemented by the following two steps: 

Step 1. Use Table I to determine  and , where 
, . 

Step 2. Compute the final sum by , where 
. 

Figure 2 illustrates a circuit diagram of a modulo  
SD number adder (MSDA) consisting of p add1s and p 
add2s. The add1 generates the  and , and the add2 sums 
the  and . The residue addition can be performed in 
parallel without the carry propagation. 

 
Figure 2.  modulo  adder using redax-2 SD number (MSDA) 

According to the Table I,  and . 
That is,  and  have only two possible values, respectively. 
Therefore, the operation of  in the add2 can be 
simplified than that using the addition rules shown in [9] 
obviously. Moreover,  and  can be represented with one 
binary digit, though  and  are signed digits actually. 
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IV. RESIDUE-BINARY CONVERTER 
In this study, we choose moduli set 

. 
For the moduli set S, an integer X can be represented as 

. The dynamic range is , 
so that the operation modulo M required in CRT cannot be 
implemented efficiently. In order to simplify the modulo 
operation we decompose S into two subsets: 

 and 
. 

Therefore, the modulo  addition can be 
efficiently implemented using an SD modulo adder. Hence, 
we can calculate integer  for moduli set 
S1 by CRT, and the equation  exists. 

Next, by using the CRT in the case of , we can 
calculate the integer  from residue representation 

 for moduli set . And it is 
obvious that  is identical with the integer X. 

Thus, we can calculate the value of X from residue 
representation  for the moduli set 

 by the following two steps: 
Step 1. Use CRT to compute integer  from 

 for the moduli set 
. 

Step 2. Compute the final integer X from  for 
the moduli set  by using (3). 

Three multiplicative inverses for moduli set S1 can be 
obtained as follows: 

 

By substituting , , 
 and the values of ,  and  into (1), 

we have 

(6)  

Next, the coefficients of MRC for set S2 are calculated as 
follows: 

. 

Then, use (3) we have 

          (7) 

Finally, by substituting  into (7), the weighted integer 
X can be calculated from residue representation 

 as follows: 

   (8) 

where, 

   (9) 

Multiplication of an integer a by  modulo ,  
and  can be accomplished by using the following 
equations: 

 

where  and . Therefore, we 
apply above rules recursively to represent the addends of (9) 
in 4p-digit SD numbers by shifting, connection and negation 
operations of the residue number strings, respectively.  

   (10) 

In hardware implementation, a radix-two SD digit a 
requires two bits. In this paper, we define the 2-bit binary 
coding as , such as ,  and 

. Therefore, negation operation of an SD integer can 
be completed by changing the sign of each digit, as 

.  
The result of modulo m SD number addition will be in 

the range of  according to (5). If it is necessary that 
the result to be in the range , we must add m to the 
result if it is negative.  

According to the discussion above and (8), we propose a 
new efficient Residue-Binary algorithm: 

Step 1. Generate the addends A, B, C and D from 
residue numbers by shifting, connection and 
negation operations. 

Step 2. Accomplish the  with 
SD number residue addition. 

Step 3. Correct the result of SD number residue addition 
to make it into positive range, and connect it to 
the residue number . 

V. HARDWARE REALIZATION 
We designed three kinds of converters with different 

inputs and outputs implementing the proposed algorithm, as
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Figure 3.  Residue-Binary converter architecture

shown in Fig. 3. These converters consist of three parts:  
operand preparation block, which generates addends A, B, C 
and D by wiring connections appropriately as (10) without 
any gates; 2-level modulo  SD adders and 
standardization block, which converts the SD number to a 
binary or correct the negative result to the positive number 
representation.  

A.  Simplify the SD number residue adders 
In the first level,  and  are 

accomplished. If the input of converter is binary (Fig. 3(a)), it   
means that the each digit of residue number is positive, 
therefore, the sign of the each digit of generated addends is 
foreseeable. Thus, we can obtain simplified residue SD 
number adders MSHA1, which includes add1_1 and add1_2; 
MSHA2, which includes add1_3. 

In add1_1, , , in add1_2, , 
, in add1_3,  and . 

Therefore, we can calculate the intermediate carry  and 
intermediate sum  from 1-digit of addends by the obviously 
simplified rules shown in Table II. 

TABLE II.  RULES OF 3 KINDS OF SIMPLIFIED ADDITION 

add1_1 add1_2 add1_3 
          

0 0 0 0 0 0 0 0 0 0 0 0 
1 0 1  1 0 1  1 0 0 1 
0 1 1  0  0  0   1 
1 1 1 0 1  0 0 1  0 0 

B. Convert the Result to Positive 
When it is necessary to make the result of SD number 

addition into positive, we add  to the negative result 
of . We consider the conversion 
circuits in two cases of the output representation of Residue-
Binary converter is binary and SD number. 

1) Binary Output (Fig. 3(a)(b)): When a binary integer 
is required, the output of the second level SD number adder 
MSHA3 must be converted to a binary number. Since 1-bit 

binary coding was used to represent the intermediate carry 
and sum, we can use (11) directly to calculate the binary 
representation result of SD number residue addition. 

 ,  (11) 
where, , , 

, and . Note that  
obtained above is a two's complement number. In order to 
ensure the result is positive, we also add the modulus  
by (12) in parallel. 

    (12) 
We then select the correct result from  and  by the 

sign bit of . Obviously, the "add2" inside of the residue 
SD number adder MSHA3 is omitted. 

2) SD Number Output (Fig. 3(c)): When the converters 
output is a SD integer, the operation of add  can be 
very simply accomplished. We use rules of Table III to just 
add '1' to each digit of the result. Then by using  
we obtain the corrected result. 

TABLE III.  RULES FOR  

0 1  
1 1 0 
 0 0 

The sign of the original result can be examined in 
parallel, and then, we can select the correct result by it. 

VI. PERFORMANCE EVALUATION AND COMPARISON 
In [11], a Residue-Binary converter based on binary 

arithmetic for the same moduli set is proposed, which 
consists of tree blokes: bits orientation block consisted of 
some inverters, three-level CLA tree and a 4p-bit 1's 
complement adder.  The delay can be estimated by 

 ,  (13) 
We can estimate the delay of three new proposed 

converters by follows: 
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In (13), the delay of the 4p-bit 1's complement adder is 
 commonly. However, a speed efficient 

circuit was proposed in [17]. In that circuit  and 
 are calculated in parallel, then the result of 

modulo addition is selected by the most significant bit of 
. Accordingly, it is obvious that  is 

approximate  to . 
The structures of the three proposed converters and one 

proposed in [11] were coded in VHDL language using the 
same implemented library. In order to verify the correctness 
of the designs, the codes were simulated at the RTL level. 
VLSI implementation is carried out for the converters, using 
0.18μm CMOS gate array technology. Table IV shows the 
delay time of elementary circuits, and Table V compares the 
performance of the proposed converts to that of the converter 
in [11]. 

TABLE IV.  DELAY TIME OF ELEMENTARY CIRCUITS 

tINV 0.07(ns) tFA 0.78(ns)
tMSHA1 0.95(ns) tMSHA2 1.02(ns)
tMSHA3 1.18(ns) tMSDA 1.59(ns)

TABLE V.  PERFORMANCE OF CONVERTER  

Circuit Area(μm2) Delay(ns) 
p=4 p=8 p=4 p=8 

[11] Bin-Bout 7612.8 15054.1 10.83 15.56 

Proposed 
Bin-Bout 7904.8 15838.4 9.28 15.14 

SDin-Bout 14196.4 28570.2 9.94 15.8 
SDin-SDout 14313.6 28637.3 8.41 9.34 

It can be observed that in the case of input with the 
residue SD number representation and output binary number, 
the delay of the proposed converter is not reduced nearly. 
However, this converter can be used directly for the RNS 
high speed residue SD number arithmetic is introduced into, 
as shown in Fig. 4, without conversion the residue SD 
numbers to residue binary numbers, and these conversions 
cost two p-bit CPAs and one 2p-bit CPA’s hardware and 
delay . 

 
Figure 4.  The structure of RNS using SD number arithmetic 

In the case of input and output are both SD number, the 
area of converter is increased by nearly 90% compare to 
[11], however, the delay time is reduced by approximately 
22% when p=4, 40% when p=8. 

VII. CONCLUSION 
We have proposed an efficient Residue-Binary 

conversion algorithm for moduli set 
. The converters using our 

algorithm require only 2-level modulo  SD number 

adders for residue-to-weighted number conversion. Then, 
the SD integer result can be easily converted to binary 
representation if necessary. Our simulation shows that the 
performance of our converters is comparable to that of 
binary architecture and that the proposed schemes are high-
speed architectures.  

Thus, our residue-binary converters can be used in the 
RNS introducing the residue SD number arithmetic into, in 
order that improve the performance of RNS. 
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Abstract In this paper, nonlinear three-point boundary value 
problems for a class of third order nonlinear differential equations 
is studied by means of differential inequality theories and upper 
and lower solutions. Based on the given results of second order 
boundary value problem, and under suit upper and lower solution, 
iteration sequences were constructed, and existence and unique of 
solutions of nonlinear boundary value problems of second order 
nonlinear Volterra type integro-differential equation were obtained 
by means of applying the Arzela-Ascoli theorem and Lebesque 
control convergence theorem and disproof method. Finally, the 
existence and uniqueness of solution for three-point nonlinear 
boundary value problems were established. The result showed that 
is seems new to apply these technique to solving other boundary 
value problems. 

Keywords: third order nonlinear equation, three-point boundary  
value problem, existence, differential inequality. 

 
 

I. INTRODUCTION 
It is well-know that a kinds of boundary value problems for 

the third order nonlinear differential equations are widely studied  
[1]- [4]. In this paper we study three-point nonlinear boundary  
value problems 

),,( xxtfx
xx )0(,0))1(

                                 (1)         

 (2) BxAxg )1(,),1((
the existence and uniqueness of solution are established by  

differential inequality. 
 

II. PRELIMINARIE 
In this section, we present results for second order Volterra  

type integro-differential equation, which help to prove our main  
results. 

Let us consider the following boundary value problem: 
),,( uTutfu

uug 0)1(),1(
                              (3) 

  (4) Bu )1(,

Where , function  
t

dssustKttTu
0

)(),()()]([

),( stK [ ]1,1[]1,1 , )(t ]1,1[ . 

Definition1 If there exist two functions )(),( tt  

, such that ]1,1[2C )()( tt for 11 t , and  

)(),)((),(,)( ttTttft

    
)(),)((),(,)( ttTttft  

we say )(t and )(t are respectively the upper and the lower  
solution of equation (3). 

Lemma 1  Assume  that  

 (1)  ,and  is 

nondecreasing in on 

)]1,1([),,( 2RCuvtf
v ]0,1[

),,( uvtf
,  is nonincreasing in  )u,,( vtf

v on ; ]1,0[
(2) equation (3) has the upper solution )(t and the lower  

solution )(t such that  

)1(~)1( A ,  )1(~)1( B
Then boundary value 

),,( uTutfu , BuAu ~)1(,~)1(   

has a solution , such that ]1,1[)( 2Ctu
)()( tut )(t  

for 11 t . 
Lemma 2  Assume  that 
(1) the condition (1) of Lemma 1 is satisfied; 

(2) , and )(),( 2RCh ),(h  is nonincreasing in 

 for fixed ; 

     (3) equation (3) has the upper solution )(t and the lower  

solution )(t such that  

0)1(),1(g , 

0)1(),1(g , 

)1(ˆ)1( B  

Then (3),(4) has a solution , such that )(tu
)(tu )()( tt  

 for 11 t . 

 

Proof: First, we assume that )1()1( . Thus, by 

)()( tt , 11 t , we imply )1()1(
)1(

. On the 

other hand, it is clear that )1(  form condition (3), 

which means )1()1( . Hence the solution  of )(tu
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equation (3) on , which satisfies that 

,

]1,0[
)1(Bu ˆ)1( )1(u

)(t
, and 

)(t)(tu ,  
is a solution for the boundary value problem (3),(4). 

Next we consider that )1()1( . Applying Lemma 1, 
we know that the following boundary value problem 

),u,,( Tuutfu ,Bu ˆ)1( )1()1(u  

has a solution )(0 t , and it is clear to show 

)(t)(0 t)(t
1

  

for . Thus1 t )1(0)1(
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. In view of condition (2), 
we see that  
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If “ ” is true, then )(0 t  is a solution of (3) and (4). Thus the 
proof is completed. Otherwise we consider the following boundary  
value problem 

(u )1()1(,ˆ)1
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uB
uTuutfu

.  

Clearly the same reasoning get to a solution )(0 t  of equation 

(3), and such that )t()(0 t)(t0  for 11 t . 

Thus )1()1( 0
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. By condition (2), we have  
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Applying Lemma 1 we obtain a solution of Equation (3) 

such that 
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In addition, )}({ tn , )}({ tn , )}({ tn , )}({ tn are 

equicontinuously and uniformly bounded in 11 t . In view 
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III. MAIN RESULTS 
In this section, we disscuss the existence and uniqueness of 

solutions for the third order nonlinear boundary value problem 
(1),(2). 
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Hence Then the boundary value problem (1),(2) has only a  
unique solution by Lemma 3. 

In addition, with the same hypotheses, we can construct the 
upper and the lower solution to study the existence and uniqueness  
of the boundary value problem (1),(2). 
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Abstract-Nowadays, the BP network algorithm has 

achieved a great success and many nonlinear problems can be 
solved well. However, standard BP network algorithm has 
some Shortcomings. Such as local minimum, low convergence 
and oscillation effects etc. GA has a strong macro-search 
capability. It has some advantages. Such as simple and 
universal, robust, parallel computing features, so use it 
to complete the pre-search can overcome the 
shortcomings of BP.  

Fuzzy system is good at express people's experiential 
knowledge. It can deal with vague information. It can solve the 
intelligent questions better. Fuzzy clustering methods have 
been used widely in pattern recognition. Combine fuzzy 
systems with genetic-neural Network Algorithm not only make 
the algorithm more efficient, but also to address the intelligent 
questions better. It has become a hot research. 

Keywords-fuzzy sytems; genetic algorithm; neural network 
algorithm; genetic-neural network algorithm 

I.  FUZZY THEORY 
We have solved many very difficult problems by 

mathematical model. The spirit of math is accurate, But there 
are too many fuzzy concept in the real world. Such as big 
and small, many and few, good and bad etc. there are no 
absolute accuracy in nature. Fuzzy is absolute. The proposed 
of fuzzy theory is purposed to solve intelligent questions. 
Fuzzy theory makes intelligentization to combine with 
informationization better. The degree of fuzzy is used to 
show the level of fuzziness. The quantitative research of the 
degree of fuzzy is base of analysising and processing data. 
L.A.mdeh etc did amount of research of the express and 
process of fuzzy from the set theory scale. They proposed 
some concept, such as fuzzy set, membership function, 
Linguistic Variable and fuzzy logic etc. Among of them, the 
most important concept is that a certainty concept can be 
expressed by a normal set and a normal set can be expressed 
by its eigenfunction. Improve on this, a fuzzy concept can be 
expressed by a fuzzy set and a fuzzy set can be expressed by 
its membership function.[1] 

We can translate fuzzy information into data as the input 
of Genetic-Neural network and translate data into 
information which we need by fuzzy set and membership 
function. As while we can also fuzz up the learning process 
in order to improve the efficiency of algorithm. 

The mathematical model of fuzzy optimization is similar 
to normal optimization model. It is made up by design 
variable, objective function and constraint condition. 
Optimization is a relative fuzzy concept originally. There is 
no absolute excellent and absolute inferior design. [8]When 

we are considering the fuzzy of design variable and the 
objective function is the function of design variable, so 
constraint condition is fuzzy too. The constraint condition of 
fuzzy optimization is certain contain many fuzzy elements, 
such as humanity, economy, environment etc. So the three 
components of the design of fuzzy optimization are fuzzy. In 
a word, once a model contains a fuzzy element it must be 
solved by fuzzy optimization.[2] 

Fuzzy cluster analysis-classify by fuzzy equivalence 
relation. It is a useful Mathematical Methods. It is very 
useful in biology, medicine, and meteorology and literati 
social science. When the brain process fuzzy and 
complicated problems we do not use accurate method of 
classification but fuzzy cluster analysis. It is used in pattern 
recognition regularly. 

II. BP NETWORK ALGORITHM 
BP network is the most popular and complete neural 

network algorithm now. BP network model contains I/O 
model, effort function model, error calculus model and self-
learning model. [9] Among of them, the process of self-
learning is the most important part of the neural network 
algorithm. BP network is a algorithm that it’s learning with a 
tutor. We classify the neural network as feed forward 
network model, feedback network model and random 
network model. Nowadays, feedback BP network is the most 
popular model which is used in pattern recognition. Its 
transfer function of the nerve cell is an S type function. So its 
output is a continuous quantity between 0 and 1. It can 
achieve any nonlinearity mapping from input to output.[3] 

The self-learning process of BP neural network contains 
feed forward calculate process, error calculate, error 
feedback process. The self-learning process of BP network 
starts from providing a group of random weight number. 
Select a kind of model of learning samples as input. Then 
calculate the output by the feed forward mode. There is 
always a big error between output and desired output. So we 
must alter the weight number. Using back-propagation 
process, calculating the weights of all the changes in volume. 
After weight correction, by a feed forward way to recalculate 
the output value and loop. In fact, the BP network models 
transform the input and output of a group samples to a 
nonlinear optimization problem. It is a highly nonlinear 
mapping from input to output. If the number of input is m 
and the number of output is n, the system is a mapping which 
from m dimensional Euclidean space to n dimensional 
Euclidean space. [4] 

As the structure of BP network, it is a good algorithm to 
solve problems by parallel processing. Parallel is high speed 
than serial algorithm. 
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III. GENETIC ALGORITHM 
Genetic algorithm is a random search algorithm which 

references natural selection and genetic mechanism of 
nature. It is widely used in many fields with its remarkable 
characteristic of simplicity, common ability, stability, 
suitability for parallel processing, high-efficiency, and 
adaptive. As a computational model simulating the 
biological evolution process of the genetic selection theory 
of Darwin, is a whole new global optimization algorithm. It 
is a group operation and operates the objects of all members 
of the group, regenerating a new generation through 
choosing, crossing and variation operation. As a global way 
to find the key to the problem with high-efficiency and 
parallel processing, the biggest characteristic of Genetic 
Algorithm is the ability to gain and accumulate the 
knowledge during the search process automatically. Its 
manipulation objects are all individuals of a group, gained 
by encoding on the solution space for the problem to be 
solved. A genetic algorithm has three kinds as choosing, 
crossing and variation operation. But considering the fitness 
value of individuals, we should choose a certain amount of 
member as the parental type according to some standards. 
Besides, the crossover operation should mate the parents by 
pairs in the random samples group. Finally, exchanging the 
genetic information through variation at a certain probability 
and changing the code bit. [6] 

Implicitness and effective use of capacity of global 
information are the two remarkable features of genetic 
algorithm. 

When we solve the problem by genetic algorithm, we 
must follow five main steps: 
• Ascertain express program; 
• Design the genetic algorithm, include setting genetic 

operators and strategy selection  ; 
• Ascertain fitness measure; 
• Ascertain parameter and variables of control algorithm; 
• Ascertain the means of specifying result and the 

criteria of Stop running. 
The key section of genetic algorithm is coding. It will 

have a direct impact on the efficiency of algorithm and 
whether the problem can be solved. 

IV. FUZZY NEURAL NETWORK  
Fuzzy neural network has formed a top research field. 

Fuzzy logic, neural network and their combination provide a 
new way to research human brain. 

Fuzzy neural network as a cross-research of fuzzy 
technology and neural network has been thought highly. 
Through the in-depth research, We find that it not only can 
improve the performance of fuzzy systems，but also can 
improve the learning ability of neural networks. In 
connection with the previous structure of the proposed fuzzy 
neural network, we improved the existing learning algorithm.  

The purpose of Combining the Fuzzy Logic and the BP 
Neural Networks： 

• Taking full advantage of the Fuzzy logic which 
have mighty ability of interpretation and 
reasoning，in order to improving the interpretation 
and reasoning fault of BP Neural Networks. 

• To get some fuzzy input and output of BP neural 
network by fuzzy logic. 

• Taking full advantage of the BP neural network 
self-organization, self-adaptive, powerful learning 
function, in order to optimizing fuzzy membership 
functions and fuzzy rules. 

• The Fuzzy logic can make BP neural network 
achieve more accurately online identification or 
online modeling. 

• The using of fuzzy logic can improve the 
convergence speed and accuracy of BP neural 
network.[7] 

Construct a fuzzy system with neural network, so that the 
fuzzy system can use the learning method of neural network. 
Automatic design and adjust the parameters of the fuzzy 
system according to the input and output of samples in order 
to realize the self-learning and self-adaptation.   

We combine the advantages of the Fuzzy logic and the 
neural networks，which not only process Fuzzy information 
and complete fuzzy inference, but also have some 
characteristics of neural network, such as parallel processing, 
proceeding Learning and so on. 

By the new algorithm, we can automatically obtain the 
fuzzy rules. Through the simulation function, we prove the 
validity of the new algorithm. The decomposition and 
integration approach of network is proposed, and we can 
avoid the combinatorial explosion of fuzzy rules when 
coming up against problems of fuzzy neural network for real 
complex issues. 

Fuzzy Neural Network inherited the learning algorithm 
of regular neural network. Because of the special nature of 
fuzzy information, it also forms some unique algorithms. 
Fuzzy Neural Network merges the advantages of the Fuzzy 
logic and the neural network. It can not only express the 
Qualitative knowledge, but also study and process 
quantitative data. So it has obtained extensive applications. 
Experimental results show that using fuzzy neural network 
for Chinese character recognition can increase the rate of 
90％ and reduce the error rate greatly. 

V. GENETIC-NEURAL NETWORK ALGORITHM 
The basic idea of the genetic neural network (GNN) 

based on inherited algorithm are as following: 
First of all, solving optimization problems by GA. 

Because the GA is a group points which are searched in the 
solution space simultaneity and constituted the constant 
evolution group sequences. So, after a certain generation, it 
can acquire some good points of the global and then starts 
from these points get the global optimal solution with neural 
network. 

Specific approach as follow: 
1) Encode the solution space and each code sequence 

represents a value of the solution space. 
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2) Generating an initial group randomly from the 
solution space. (Not required feasible solutions ) 

3) Carry out the fitness evaluation for each individual 
of the group. 

4) According to the individual’s fitness, take selection, 
crossover and mutation operations on each member. 

5) Produce a new generation of groups. 
6) Repeat the steps 3, 4 and 5, each circle means 

evolving a new generation until K0 generations. (K0 
is the preferences generations) 

7) Choosing m global evolving values from the K0 
generation. (avoid similar individuals) 

8) Taking these evolving values as the initial solution 
and solving by BP Neural Network. 

9) Analyzing and comparing these results with each 
other to obtain the optimum solution. 

The global mechanism in step 7 is supporting by the 
searching mechanism of GA which can evolve till the global 
scope in a great probability, but it cannot guarantee which is 
in this space. Therefore, we cannot simply conclude that the 
most fitness member in the K0 generation is the global 
optimum value and the choosing m numbers of high adaptive 
and dissimilar individuals can increases the rate of global 
evolving value. This does not mean that the m values are 
global optimum solutions. [5] 

Above the genetic algorithm, the generations of Genetic 
Arithmetic (GA) are not required as the demanding of 
enough numbers. Because in the genetic neural 
network(GNN) only requires that the GA is the global 
evolving value supporting by the Neural Network and does 
not require its evolving to optimization, so its speed is not as 
slow as the simple genetic algorithm. 

Comparing BP algorithm based on gradient descent and 
the evolutionary computation neural network connection 
weights which bases on genetic algorithm, it has the 
following features. First, global search can be achieved by 
Genetic evolution method without gradient information of 
error function, and we also needn’t consider whether the 
error function is differentiable. That is its outstanding 
advantages. If it is easy to obtain gradient information in the 
training process, BP algorithm method is faster than genetic 
evolution probably. Second, the results of both algorithms 
are very sensitive to algorithm parameters which used in the 
calculation process. The result of BP algorithm is closely 
relative to the initial state of the network .Third, genetic 
evolutionary approach is good at global search, while BP 
algorithm seems more effective in local search. Fourth, 
limited by the accuracy of coding, genetic evolution is 
sometimes difficult to get a very high training accuracy. 

We used BP neural network which bases on genetic 
algorithm for character recognition. It combines the 
advantages of genetic algorithm and BP network. It solves 
the problems of slow convergence and easily being trapped 
in local minimum which traditional BP algorithm brings. 

Experimental results show that the convergence 
performance and learning speed is better than the traditional 
BP neural network algorithm. It can search for optimal 
globally, precisely, and quickly. 

In summary, if we combine the two algorithms to the so-
called mixed training algorithm, it is possible to obtain better 
training results. For example, with the features that the 
genetic algorithm can find a good solution space simply. We 
can calculate firstly, get the initial value, and then use BP 
algorithm to adjust the weights and search for the optimal 
solution. Generally speaking, the efficiency and effectiveness 
of mixed training is better than that of using genetic 
evolution or BP training methods alone. This has been tested 
in many applications. 

VI. FUZZY THEORY AND GENETIC-NEURAL NETWORK 
ALGORITHM 

The future direction and research topics of neural 
networks: 

1) The research of neural network model 
• Human brain's biological structure, which 

the prototype research of the neural network. 
• Mechanism of the brain thinking, in 

particular, from information science and 
cognitive science point of view to clarify the 
mechanism. 

• Biological properties of neurons, e.g. 
temporal and spatial characteristics, 
refractory period, electrochemical nature etc. 
Perfect artificial simulation, e.g. higher order 
non-linear model, multidimensional model 
of local connection. 

• Neural network computing model, especially 
easy to realize the unionization of mode. 

• Neural network learning algorithm and 
learning system. 

2) The research of basic theory of neural networks 
• Nonlinear internal mechanisms - Adaptive, 

self-organization, synergy, mutation, strange 
attractor and muddy pool, fractal, dissipative 
structures, stochastic nonlinear dynamics, 
etc. 

• The basic properties of neural networks - 
stability, convergence, fault tolerance, 
robustness, kinetic complexity, etc. 

• Neural network capabilities and 
distinguishable Criterion - computing power, 
accuracy, storage capacity, criterion 
expression and combination property 
identification. 

• Application-oriented network design and 
synthesis - special and general neural 
network computer design, cell connections, 
computing mode, I/O, storage / computing, 
compatibility and matching with existing 
technologies etc. 

3) Intelligent Information Processing System 
application of neural networks 
• Adaptive signal processing - adaptive 

filtering, time series forecasting, balanced, 
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spectrum estimation, array processing, 
detection, noise cancellation, etc. 

• Nonlinear signal processing - nonlinear 
filtering, nonlinear prediction, nonlinear 
spectrum estimation, nonlinear codes, 
Mapping, modulation, demodulation, 
median pretreatment, etc. 

• Optimization and control - optimization 
solution, identification, robustness control, 
adaptive, variable structure control, 
decision-making and management, 
concurrency control, distributed control, 
intelligent control, etc. 

• Cognition and AI - pattern recognition, 
computer vision, hearing, feature extraction, 
language translation, AM, logical reasoning, 
knowledge engineering, expert systems, 
intelligent computer and intelligent robots, 
fault diagnosis, natural language processing, 
etc. 

4) Implementation of neural network computer 
• Computer Simulation systems. 
• Special parallel computing systems of neural 

network. 
These new research directions can not to be achieved by 

using a simple algorithm; integrated algorithm is a good 
solution.  

Genetic neural networks and fuzzy neural networks have 
been developed significantly. Neural network algorithm has 
been used more widely, but the development of 
intelligentization has set higher requirements for neural 
networks. The introduction of genetic algorithms to neural 
networks, can improve the efficiency of it, make up its 
shortcomings, and combine the advantages of the three. The 
data of fuzzy information processing are used as the input of 
genetic - neural network, and then it can treat the input with 
genetic algorithm to achieve rapid evolution, and then get 
the optimum results as the neural network input. In addition, 
the error calculation and its back propagation can achieve 
fuzzy optimization, give the fuzzy comprehensive 
evaluation to the output and the error, improve learning 
efficiency, and then obtain information that we want 
through blurring data of the final output. 

VII. CONCLUSION 
Intelligent Control and Intelligent Automation is today's 

research focus. Fuzzy system can deal with uncertain 
information well. It can address a number of problems of 
intelligentialize process. Because of the structure 
characteristics of genetic algorithm and neural network and 
the number of their handling objects, a large number of 
experiments show that the serial algorithm is too slow and it 
has no practical value. It can greatly reduce the running time 
by using parallel processing algorithm so to solve complex 
problems. With the three combined, not only the algorithm 
will be more efficient, but also to address the intelligent 
problems well. We have made a lot of theory and applied 
achievements in biology, medicine, meteorology, social 
science and so on. With the issue which the neural network 
deal with more and more complex, This algorithm that 
combined with fuzzy science, genetic algorithm and neural 
networks will get more and more applications. 
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Abstract—Singular perturbation of Volterra type integro-
differential equation for linear boundary value problems by means 
of differential inequality theories was studied. Based on the results 
of second order linear boundary value problems, the upper and 
lower solutions method of Volterra type integro-differential 
equation for nonlinear boundary value problems was established. 
Specific upper and lower solutions were constructed existence and 
uniformly valid estimate of solutions for linear boundary value 
problems of a Volterra type integro-differential equation under 
suitable condition were obtained. The results showed that  seems 
new to apply these kinds of Volterra type integro-differential 
equation for linear boundary value problems. 

Keywords: nonlinear integro-differential equation, singular  
perturbation, linear boundary value problem. 

 
 

I. INTRODUCTION 
It is well-know that a kinds of boundary value problems for 

the second order nonlinear singularly perturbation are widely 
studied [1]-[3], and special book[4]. In this paper we study singular 
perturbation of second order Volterra type linear boundary value 
problems   

),,,,( uTuutfu   (1)   

)()1(,)()0()0( BuAuau   (2)  

where , dssustKttTu
t

)(),,(),()]([
0

 0),,( stK , , and existence and 
uniformly valid estimate of solutions are obtained. 

0,0,0 baba

 
 

II. DIFFERENTIAL INEQUALITY 
Consider a nonlinear boundary value problem of Volterra type  

integro-differential equation: 
),,,( uTuutfu
BuAu )1(,)0(

   (3) 

  (4) bau )0(
where  

t
dssustKttTu

0
)(),()()]([

),( stK ]1,0[]1,0[C )(t

, 
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and for . 0),( stK ]1,0[]1,0[
Definition If there exists function )(),( tt , 

 such that ]1,0[2C )()( tt for , and  10 t

)(),)((),(,)( ttTttft  

)(),)((),(,)( ttTttft  

we say )(t and )(t are respectively the upper and the lower  
solution of equation (3). 

      Theorem   Assume that  ]5[1
 (1)  satisfies Nagumo condition; ),,,( wvutf
(2)  is nonincreasing in v ; ),,,( wvutf
(3) equation (3) has the upper solution )(t and  

the lower solution )(t such that 

)0()0()0( )0( baAba ,    
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Then (3),(4) has a solution , such that )(tu )(t  

)(tu )(t  for 10 t . 
 
 

III. SINGULAR PERTURBATION 
Now we consider existence and estimate of solution for 

boundary value problem (1) and (2). In this paper, we assume that  

(1) 1),( NCt ]),0[]1,0([ 0 , 
1),,,,( NCwvutf ]),0[]1,0([ 3R ,  

]),0[]1,0[]1,0([),,( 0
1NCstK

],0[)(),( 0
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0

,

, where is a positive integer, 

 is a small positive number; 

(2) ),,,,( wvutf  satisfies Nagumo condition; 
(3)  boundary value problem 

)0()1(),0,,,,(0 0 BuuuTutf  

has a solution , where 

; 

)(0 tu

t,(
t

dssustKuT
00 )(),()0
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w
f
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Assume that the solution of boundary value problem (1), (2)  
can be expressed 
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where 
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, ),(tu  is the regular part, ),(x  is 

boundary layer function in , and 0t
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Substituting equality (5) into (1), we have  
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),(x is boundary layer function , on the other hand , 
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dxK  as . Hence by 

expanding formally we obtain the following equations 
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)(tU i is a known function of )(),( 10 tutu i ; 
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can be written as a polynomial of ),(, 0x , )(1ix
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without constant terms, and 

dxh )(),( 00

(
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),ih
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 is a known function 

which can be represented by ),,K . 
In addition, substituting (6) and (7) into the boundary  

condition (2) , we get the conditions of determining solutions 
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where  is a known number, it is clearly that iA 0)(ix . 

Lemma 2  Assume that (]1,0[)( Ctfi 3,2,1i ), 
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Proof: Applying the standardized successive iteration method. 
Lemma 3  Assume and  are  constant, 0 , and 

),0[)( CU , such that  
0

0)( aeMU , 0  

where  and 0M 0 are positive numbers, then the following 
boundary value problem 

)()()( Uzz , 

0)(,)0( zz  

has a unique solution )(z . Furthermore, there exists two 

positive numbers M  and , such that  

0,)()( Mezz .  

Proof: By the general integral structure theorem of second  
order constant coefficient nonhomogeneous linear differential 
equation and variable parameter method, it is easy that the proof is  
completed. 
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Theorem 2  Assume that condition (1)-(4) are satisfied then 
we can determine the unique function )(tui  on 10 t  and 

)(ix  on 0 successively from (10)-(13),  and there exist 

two positive numbers M  and , such that  

eMxx ii )()(  on 0 . 
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On the other hand, )(0x
0

 satisfies boundary condition 
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successive approximation method, we obtain the unique solution 
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hence as 10 t ,  sufficiently small, we know that 
0),,,,( Ttf . 

Similarly, we obtain 
that 10,0),,,,( tTtf , sufficiently 

small. In addition, it is easy that )(),1( B
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For the same reason )(),0(),0( Aba  as  is 
sufficiently small. Therefore, by theorem 1, the boundary value 
problem (1)-(2) has a solution ),(tu

),()
satisfying the inequality 

,(),( ttut . It follows from the 

representations of ),(t ),( and t  that the estimate (14) 
holds. 
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Abstract —This paper analyzes error distribution between the 
predictive value and the actual value with the application of 
Neural Network. Based on Probability theory and Rough set 
theory, how to revise the predictive value, give more reliable 
predictive interval and give the degree of confidence are 
discussed.  
 
 

Keywords-Neural Network, Error Statistics, Rough set 
theory, degree of confidence 
 
 

1. INTRODUCTION 
 
The application of Neural Networks in many areas proved 
its important value. Many references [1-3] on NN focus on 
the establishment of NN and its utilization in practical 
problems. Actually, application of NN in Forecasting, 
Artificial Intelligence does gain important achievements. 
The framework of NN is shown in Figure 1. 
 
  
 
 

Figure 1.the framework of the neural network 
 
The main steps of traditional NN in forecasting are as 
follows: 

(1) Choose a particular NN (such as BP, Recurrent, 
RBF, etc.) based on a specific problem 

(2) Train the network with existing data (usually very 
large) to get the satisfied predictive model 

(3) The trained network is treated as a black box. 
Once given a set of input data, it can give the 
predictive output 

(4) Make some modification according to the results 
of the model 

 
We can reach the conclusion that the analysis of NN is 
mainly focused on NN part in Figure 1. People have been 
trying to design different models to solve the problems in 
the real world. The Neural Network has been completed 
with many models so that its application is widespread. But 
the laws of the output data are ignored and our job is to dig 
them out.  
 
                                                        
The paper was financially funded by the National Undergraduate 
Innovative Experiment Program of Wuhan University of Technology,2009  

NN has a good fault tolerance in forecasting. But it may 
decrease the precision of the result. Thanks to the Rough 
Set theory [4-5], we can know the fact that there have many 
uncertain factors from original collection to data cleansing, 
model selection. If we only use purely mathematical 
assumptions to eliminate or avoid this uncertainty, the 
accuracy rate is terrible. In other words, it is inadvisable to 
give a simple predictive value without revision. And people 
can’t make a decision only based on a predictive value you 
give them. 
 
So this paper tries to figure out solutions to this problem. 
Based on the traditional algorithms in NN, the laws of the 
output data are found. Through statistical analysis of the 
error, we find out error distribution feature. At the same 
time, the predictive value is revised and the predictive 
interval with the degree of confidence is given. 
 
 

2. STATISTICAL ANALYSIS OF ERRORS 
 
Taking the data collection, transfer and message processing 
into consideration, it is unadvisable to give a single value as 
the reference of future. But it is what the traditional method 
of Neural Network always did. 
 
Aimed at the problem existing, our paper finished the 
following works: 

 Modify the result of forecast theory 
 Give the interval of predictive value  
 Discuss the degree of confidence of the interval 

 
Assume that the current input data is  

1 1
1

1

m

N m

N N
m

x x

X

x x

m
1xm

N
mxx

 

Where every row determines an output data and the number 
of the input group is N .The actual output data array is 

1
1

TN
NY y y

TNyy  

We will train the network with the existing data and get the 
predictive array is 

1
1

T
N

NY y y
T

Nyyyy  

Then we can get the error of the network: 

Data Input NN Data Output 
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         1 2

T
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Ne          (1) 

Where , 1, 2, ...,i i
ie y y i N  

Given the difference of numerical size among the output 
data, E  is normalized: 

1 2

T

NE e e e
T

Ne          (2) 

Where  , 1 , 2 , . .i
i i

e
e i N

y
 

The features of E are as follows: 

Expectation  
1

1 N

i
i

e
N

                    (3) 

Standard deviation   2

1

1
( )

N

i
i

e
N

      

(4)             

 
Then we can get the modified predictive value  

' (1 ) iy y              (5) 
and the predictive interval 

(1 3 ) (1 3 )i iy y         (6) 

 
With regard to the degree of confidence, we can do Pearson 
test to verify the assumption ( , )E N ( , )N ,,  

 If the assumption is right, the degree of confidence 
is 0.9973 according to the 3 principle 

 If not, according to the Chebyshew[6] inequality 
2

2
P x             (7) 

We can get the degree of confidence is 0.8889 
 
 

3. EXPERIMENT VERIFICATION 
 
We take the two-dimensional normal distribution function 

2
1 2

1
f( , )

2 1
x y  

2 2
1 1 2 2

2 2 2
1 21 2

( ) ( )( ) ( )1
exp 2

2(1 )

x x y y

 
as the research object. Through the comparison between the 
traditional method and the scheme talked above, we can 
verify the correctness of the idea. For simplicity, we make 
the assumption that  

(0,1), (0,1) 0xyX N Y N(0,1), (0,1)N (0,1),  

3.2 data collection 

 (1)  We get the input data array C in (10000 1 ) by 
random generation according to the normal 

distribution 
 (2) Based on the function f( , )x y , we can get the 

output data array F  
 (3) We train the network with the data got from step 

(1-2). The network is as follows: three-layer BP 
network, the number of neurons in the hidden 
layer is five and the transfer and the training 
function adopt the default one. With the trained 
network, we get the predictive output F  

3.2 Data Process  

 Based on Eq. (1-4), we get the result. 
89.73 10

0.0075  
On the basis of the method discussed in module 2, we can 
give the revised forecast value and the prediction interval. 
 

3.3 The results 

Because the difference of magnitude between output and 
is too large, the function of modification on the output is 

minimal. But the probability of the fact that the actual data 
fall the predictive interval is up to98.56% . Further study 
finds that when the interval length is 2 and 3 , the 
probability is respectively 81.56% and 97.25% . Although 
the length of the interval is meaningless for some forecast 
value, the viewpoint of our paper is precious. 
 

4. CONCLUSION 
 
The results which are consistent with the theory verify the 
correctness of the idea. Unlike the previous methods which 
only give a simply predictive value, we revise the value and 
give the predictive interval as well as the degree of 
confidence.  
 
In actual problem, there are many more methods to deal the 
results of prediction and many more aspects that need 
taking into account. But the view, that discusses whether the 
result is believable and how much the degree of confidence 
is, deserves our attention. Not only does it enrich the theory 
of NN, but also could be used to lessen people distrusts the 
result of forecast. 
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I. INTRODUCTION

Today, by using computer, network control become
more and more important, there are a lot of projects about
network control, and a lot of paper published about network
control theory and numeric calculation. One of them is
power linear ordinary differential equation problem [1],
Yang[1] studied this problem in the aspects of the sufficient
condition of unique solution and nun-unique solution, the
property of the solutions, and the asymptotical in the starting
time. Li[2] studied the positive and negative solutions
distribution and their asymptotic properties in the different
parameters, for a class of semi-linear timing-varying
ordinary differential equations with initial value. They also
pointed out the numeric calculation must be employed in the
case of application. Difference method is a powerful tool to
solving power linear ordinary differential equation.
Zhang[3]used difference method to solve initial condition
problem translated from boundary problem. His method was
proved by Wei[4]. Difference method is also used to solve
Schrödinger equation[5] and protein problem[6].

In this paper, we will consider the power linear ordinary
differential equation. Section 2 discusses the varied formula
with parameters taken different value, and gives analysis
solution at special case. Section 3 builds numeric model and
calculates the function y value by using difference methods.

II. ANALYSIS DIFFERENTIAL EQUATION

We consider power linear ordinary differential equation
as:

(1)

Here t>0. The above equation is not easy calculated in
the case of non-unique solution. That means, although
difference methods can be found in the book, but use them
to solve non-unique differential equation is a difficulty
problem. This is why to solve Eq(1) is a hot problem today.
There are three parameters a, b, and α in the Eq.(1). Those
parameters will take special value that make Eq(1) reducing
to special differential formula . Let x=y+0.5bt2, Eq(1) will
become as:

(2)

As a=0, Eq(1) reduce to simple equation as

The solution is y =y0. if a≠0， but b=0, Eq(1) reduce
to：

(3)

If y0>0, α>0, and a>0, we have solution as

Here γ=1-α,in this case, we easy know function value
y>0。If a>0,b>0, α=1，we have γ=0，Eq(1) reduce to

(4)

Its solution is y=y0+at。 If a>0,b>0, α=0， we have
γ=1，and

(5)
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If y<0.5bt2, we have solution

(6)

If a>0,b>0, α=0.5，we have γ=0.5， and

(7)

Or

(8)

Above equation is analysised in the paper[6]. We easy
prove following theorem.

Theorem: In the Eq(1), if a>0,b>0, and y0>0, then
function y>0

III. DIFFERENCE METHODS

Suppose h is time step length, tk=kh, and yk=y(t=kh)，
then Eula difference formula is:

(9)

We easy obtain the conclusion y1≥y0, if a>0. four order
R-K difference formula is

(10)

The y1>0, if a>0. The Adam hybrid formula is

Here

(11)

In the case α=0.5; Eula formula become as

(12)

Forth order R-K formula reduce as:

(13)

In the Adam hybrid formula, function f(y,t) is

(14)

The first three steps are calculated by using Eula method
and four order R-K method, and then use four order Adam
method to calculate other function y value. We consider an
example: a=1; b=0; y0=1; α=0.5; h=0.1; Using Eula method,
the function value are: y1=1.1; y2=1.205; y3=1.314; Using
forth R-K method, the function y are: y1=1.1025; y2=1.21;
y3=1.322; The theoretic function value are: y1=1.1023;
y2=1.21; y3=1.322; From data, we know that the results of
forth R-K are the same as theoretic one. Take t=0 to 5, the
function y varied with time t is plot in the Fig.1. The average
difference value of Eula method with forth R-K method is
0.0980. The average difference value reduces to 0.00973
when step length h=0.01, and 0.0009722 when h=0.001.
That means that the result of two methods will become same
if step length small. We also consider parameter b=1, others
are a=1; y0=1; α=0.5; h=0.1; the results are drawn in the
Fig.2. By using Adam method, the function y value is
calculated, and the result is drawn in Fig.3. Comparing with
Fig.2, the function y value is large when parameter b=1

IV. CONCLUSION

The Eula, R-K and Adam difference methods are
discussed in above sections, the difference of function y
value calculated by using Eula and R-K will become small
when step length h become small. The function y increase as
parameter b increase.
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Abstract—In this paper, we give a new algorithm evolving from 
Atallah’s algorithm proposed in 1984, and we make many 
improvements: First of all, combining replaced sewing in order 
to simplify the third step; Secondly, we delete the fourth step. 
And we simplify the construction of the auxiliary graph, 
avoiding the second time to find Euler tour and the 
introduction of a mass storage array. The improvements make 
it quicker and simpler to find the Euler tour of an Euler graph, 
and the improvements don’t increase time and space 
complexity of Atallah’s algorithm. 

Keywords- Euler tour ; Euler partition; spanning tree) 

I.  INTRODUCTION  
Finding an Euler circuit in an Euler diagram is a very old 

problem, there are many effective algorithms many years 
ago. The algorithm which appeared firstly is a serial 
algorithm, such as Fleury algorithm, the parallel algorithm 
appeared later, they are most based on the idea as follows: 
Divide the edge set of the graph into a number of circuit 
without public side (namely Euler division), then process 
these circuits according to the fixed rules , finally we get an 
Euler circuit ,but it does not parallel enough, namely it can 
only be the circuit without public edge. Awerbuch and 
Atallah [1] who use the way to find connected component 
and MST parallel algorithm smartly, showed us a parallel 
algorithm which can find an Euler circuit within O(logn) 
time and O(n+m) processers in the SIMD-CRCW PRAM 
[2]. The author simplify it on the basis of the Atallah 
algorithm , reduce the vertices of the constructed bigraph 

1 1 1( , )G V E under the use of the integrated ideas instead of 
seaming ideas, and there is no need to turn the tree  

1( , )TT V E  into another more complex Euler graph 

T� after we get the generation tree 1( , )TT V E ,it means 

we do not need to find the Euler circuit of T� and we 
realize the merger of each circuit according to the relations 

contained in the generation tree 1( , )TT V E ,this makes us 
finding the Euler circuit directly and quickly. The following 
is a three-step description of the process. 

 

II.  THE INFORMAL DESCRIPTION OF THE ALGORITHM 
 Input: Directed graph G(V,E), stored with the adjacency 

list, V={1,2,…,n}; 
Output: Array SUCC(1:m),the successor edge of the i 

edge is SUCC(i+1),and SUCC(1) is the successor edge of the 
last one . 

First Step: 
1) We take an Euler division on the edge set of 

( , )G V E  then it comes out a set of circuits without 

public edge: 1 2{ , , , }kC C CΨ = "  ,meet the 

following conditions: i jC C∩ = ∅
 ( )i j≠  ， 

1

k

i
i

C E
=

=∪
. 

2) Construct an auxiliary graph 1 1 1( , )G V E  which is 

an undirected bigraph. 1V X Y= ∪ ,X is the 

circuit vertex set, we views each circuit xC  of the 

set Ψ as a circuit vertex of X ( (1 )x k≤ ≤ ),there 
are k circuit vertex in total. 

{ | , , , , ( ) ( )}i j i jY v v V C C i j v V C V C= ∈ ∃ ∈ Ψ ≠ ∈ ∩

 the edge set 1E is defined to : 

1 {( , ) | , , ( ),1 };x x xE u C u Y C u V C x k= ∈ ∈ Ψ ∈ ≤ ≤

then find out the spanning tree 1( , )TT V E of graph 

1G ,we supposed that TV is the subset of 

1V , TV ={ |v v Y∈ , deg ( ) 1T v > } ， we 

use deg ( )T v to show the degree of vertex v  in the 

tree T .For Tv V∀ ∈ we make 
( ) { | ( , ) , }TN v C v C E C= ∈ ∈ Ψ ,we merge all 

the circuits of ( )N v  graph at the vertex v  in the 
original Euler diagram. At the same time we 
process all other vertexes that belonging to vertex 

TV  with the same operation. In the course of merge 
process, we can handle every two vertexes 
concurrently without any effective between each 
vertex. Finally we can get the Euler circuit of the 
Euler diagram as a result. 

The first step of the algorithm is the same as the Atallah 
algorithm. 
The second step: 
3) The same as Atallah algorithm, slightly here. 

4) Construct an auxiliary graph 1 1 1( , )G V E  which is 

On
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an undirected bigraph. 1V X Y= ∪ ,X is the circuit 

vertex set, we views each circuit xC  of the set Ψ as a 

circuit vertex of X ( (1 )x k≤ ≤ ),there are k circuit 
vertex in total. 

{ | , , , , ( ) ( )}i j i jY v v V C C i j v V C V C= ∈ ∃ ∈ Ψ ≠ ∈ ∩

 the edge set 1E is defined to : 

1 {( , ) | , , ( ),1 };x x xE u C u Y C u V C x k= ∈ ∈ Ψ ∈ ≤ ≤
the unique difference is that 

{ | , , , , ( ) ( )}i j i jY v v V C C i j v V C V C= ∈ ∃ ∈ Ψ ≠ ∈ ∩

， but in the Atallah algorithm Y V=  instead, the 
specific algorithm of construction is sorting algorithm 
without any change. 

The third step: 
5) The same as Atallah algorithm, slightly here. 
6) It is not only the core of the merger idea, but also 

the greatest difference compared with the Atallah 
algorithm. This step can be seen as the streamlining 
of the original algorithm because of removing many 
redundant steps.  In the Atallah algorithm, we use 

the spanning tree 1( , )TT V E of  

bigraph 1 1 1( , )G V E  to create an Euler diagram ,then 
sew all the circuits of the original Euler division 

into a bigger circuit with “line” T�  ,of course T� is 
contained and narrow the line infinitely until 
removed , it turn out to be an Euler circuit; In the 
modified algorithm ,we do not use this “line” 
T� when we deal with each circuit of the Euler 
division .It means there is no “suture”, we get the 
Euler circuit by merge all the circuits directly 
instead. Therefore we dispense with the step of 

deleting the line T� Another advantage it brings is 
that we avoid  introducing  a big Euler circuit used 

to storing T� and ( , )G V E ,The following is the 
realization of  the step: 

7) We supposed that the degree of a node v  in the tree 
T is 
deg ( )T v , TV ={ |v deg ( ) 1Tv Y v∈ ∩ > },for 

Tv V∀ ∈ , ( ) { | ( , ) , }TN v C v C E C= ∈ ∈ Ψ ,
( )N v D=

,the vertex may appear in 
( )iC N v∈ several  times, and it enters through the 

edge like ,i v E< >∈ every time it turns up, make 

that (( , ))iCERTIFICATE v C is the edge like 

,i v E< >∈ of the circuit iC ,The integration 
process is very simple, as follow: 

for each : Tv v V∈  pardo 

SUCC( (( , ))iCERTIFICATE v C )←SUCC(

( 1)mod(( , ))i DCERTIFICATE v C + )； 0 1i D≤ ≤ −  

endfor;  

 
 

The steps above simplified the original Atalah 
algorithm, they are the core of this article. Array SUCC 
is an Euler circuit of graph G when the sixth step 
finished. We prove it as follow： 
Prove: 
The steps of Euler division is the same as the Atallah 
algorithm, the number of vertexes and sides is less in 

both the auxiliary graph 1 1 1( , )G V E  and the spanning 

tree 1( , )TT V E  than that of Atallah algorithm .Tree 

1( , )TT V E have the same vertexes of cycles as the 
Atallah algorithm . the following process is that we have 
a set of operations on existed Euler divisions according 

to 1( , )TT V E and TV : 

1) For Tv V∀ ∈  we have an circuit set 
( ) { | ( , ) , }TN v C v C E C= ∈ ∈ Ψ , then make 
( )N v D=

 
2) In graph ( , )G V E  ,for each one of D circuits , find 

an introducing edge (( , ))iCERTIFICATE v C  in 

circuit iC at vertex v , then remove all the edges of 

circuit iC except (( , ))iCERTIFICATE v C and 
SUCC( (( , )))iCERTIFICATE v C , and make 

that (( , ))iCERTIFICATE v C and 
SUCC( (( , )))iCERTIFICATE v C  follow each 
other ,it is the equivalent of a new 2-length circuit 
which is made up of end-to-end nodes ,this means 
we can get D new 2-length circuits in total. 

3) We operate all the new circuits as follow: 
*SUCC( (( , )))iCERTIFICATE v C ←

*
( 1)modSUCC( (( , )))i DCERTIFICATE v C +  

0 1i D≤ ≤ −  
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Fig1  Euler Graph 

According to the theory of Tarjan ,we make D  2-length 

circuits merge into one circuit 
*
iCC  as result after this 

operation 
4) Set in all the edges which are removed by the 

operation in step two into the circuit 
*
iCC that we 

get from the step three by merge according to their 
original position, definitely, it comes out a new 
circuit which we get from the merger of various 

circuits in ( )N v ,denote it by iCC  

5) Back to tree T again, delete all the 
( )N v

 vertexes 
of the circuit that are merged above, vertex v  and 
edges that are connected with these vertexes, at the 

same time, add a circuit vertex iCC ,edges that 

connected with iCC   are the associated edges of the 

original 
( )N v

circuit vertexes and all vertexes 
except vertexes v .It is easy to know that T is still a 
tree. 

6) If there are vertexes that belong to TV and 
untreated, vertexes of the circuit in T are greater 
than one, return to start step 1. 

Obviously, after the construction, we can get  Euler cycle 

of graph ( , )G V E .Moreover, there is no need to delete the 

edge between (( , ))iCERTIFICATE v C  and 
SUCC( (( , )))iCERTIFICATE v C in circuit iC , because 
we put the deleted edge back to its position by the operation 
of step (4), thus Step 2, 3 and 4 equal to cycle merging: 

The whole construction equals to: 

for each : Tv v V∈  pardo 

SUCC( (( , ))iCERTIFICATE v C )←SUCC(

( 1)mod(( , ))i DCERTIFICATE v C + )； 0 1i D≤ ≤ −  
endfor; 
The result of the construction method is the same as the 

algorithm, so the algorithm's result is an Euler circuit in the 
Euler graph. End of proof. 

III.  THE IMPROVED TIME AND SPACE COMPLEXITY OF 
ALGORITHM 

The First, construct graph 1 1 1( , )G V E . There is 

expression  YXV1 ∪=  in the Atallah algorithm and Y is 

the vertex set V of graph ( , )G V E ，after improving the 

algorithm, YXV1 ∪=
，

{ | , , , , ( ) ( )}i j i jY v v V C C i j v V C V C= ∈ ∃ ∈ Ψ ≠ ∈ ∩

， the construction algorithm they both use is identical，
' ' '( , )G V E  is the input of construction algorithm after 

improving , it is an graph that we get it from ( , )G V E after 
removed some vertexes have nothing to do with the circuit 
,therefore  it will not improve the complexity of algorithm. 

Similarly, constructing 1( , )TT V E does not increase the 

complexity of algorithm either. The condition of Tv V∀ ∈  
will shield some vertex having nothing with merging the 
circuit. 

The Second, (6) of improved algorithm are as follow: 

for each : Tv v V∈  pardo 
SUCC( (( , )))iCERTIFICATE v C ←

( 1)modSUCC( (( , )))i DCERTIFICATE v C + ； 0 1i D≤ ≤ −  
endfor; 
There are also similar actions below in the Atallah 

algorithm. 
for each :v v V∈  pardo 

SUCC1( ,iu v< > )← ( 1)mod, i dv u +< >
； 0 1i d≤ ≤ −  

endfor; 

Because of ( ) ( )N v D d d v= = =  and 

TV V≤
,obviously , （6） of the improved algorithm do 

not increase the time and space complexity of algorithm, 
furthermore other parts of the algorithm are consistent with 
Atallah algorithm ,which still do not increase the time and 
space complexity of algorithm complexity , the proof has 
been completed. 

IV. AN SOLUTION OF EULER CIRCUIT USING THE 
IMPROVED ALGORITHM 

Here is an example of finding an Euler circuit according 
to improved algorithm on the given Euler Graph. The given 
Euler Graph is shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
                          
                  

 
The procedures for the solution: 
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1) Euler Division: there are many possibility in this 
step, and we supposed to get  
 three assumptions of Euler circuit as followed: 
C1: V1e1V2e2V1      C2: V1e4V3e7V4e3V1       
C3: V2e6V5e8V3e5V2; 

2) The auxiliary graph 1 1 1( , )G V E  is shown in Figure 
2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

3) The Spanning Trees 1( , )TT V E  is shown in Figure 
3. 

 
 

We can get the conclusion that VT = {V1,V3} according 
to the Spanning tree, and we can get the eventual Euler 
circuit only if we can merge the circuit at vertex V1 and V3 
at the same time. each result of every step is shown as 
follow: 

After deal with the vertex V1,we can get the new circuit 
V1e1V2e2V1e4V3e7V4e3V1,we marked it with C4,and 
after deal with the vertex v3,we can get the new circuit 
V1e1V2e2V1e4V3e5V2e6V5e8V3e7V4e3V1,we marked it 
with c5 .Pay attention here: this two steps need to be 
concurrent.C5 is the Euler circuit of the given graph. 
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Abstract—Structural reliability refers to the probability of 
structure perform its required functions under stated 
conditions for a specified period of time, Monte Carlo method 
and response surface method are used to analyze the 
structural reliability combine with a example, the feasibility of 
analyzing reliability with ANSYS software is verified, 
advantage of response surface method is shown by comparison. 
Taking a standard long-span prestressed girder bridge for the 
analysis object, this paper analyzed reliability of structural 
system in a variety of failure modes and the sensitivity of 
factors. Further considering the resistance of bridge declined 
over time, analyzed the time-dependent reliability of bridge 
system and predicted service life of bridges. 

Keywords-Response surface method; Random variable; 
Reliability; Service life 

I.  INTRODUCTION 
As throat of the road traffic, bridges play an important 

role in the transportation. In our country, there are a number 
of bridges with aging, injury, carrying capacity significantly 
reduced, which lead to the number of dangerous bridges 
increasing year by year. And thus, it is necessary to inspect 
these bridges regularly and analyze the reliability based on 
detection data, in order to carry out appropriate reinforced 
decision and achieve greater economic benefits. For the new 
bridges, it is also need reliability analysis and life prediction, 
in order to make a scientific assessment of the bridge. 
Therefore, studying reliability analysis ang life prediction of 
bridge is not only important scientific value, but also with a 
wide range of engineering application prospects and major 
social and economic benefits. Taking a standard long-span 
prestressed girder bridge for the analysis object, this paper 
analyzed reliability of structural system in a variety of 
failure modes and the sensitivity of factors. Further 
considering the resistance of bridge declined over time, 
analyzed the time-dependent reliability of bridge system and 
predicted service life of bridges. 

II. STRUCTRAL RELIABILITY ANALYSIS 
In the analysis for structural reliability, the limit states of 

structure are expressed as a performance function in the 
form of: G (X) = R-S, where the random vector X = (x1, 
x2, ... xn) stands for the uncertain information in the project 
such as the random of material parameters, geometrical 
dimensions and loads; R stands for structural resistance; S 
stands for the combined effect of the structure. When G 
(X)> 0, the structure is at the safe states; when G (X) = 0, the 

structure is at the limit states; when G (X) <0, the structure 
is at the failure states. 

ANSYS is very powerful software for finite element 
analysis, with which the method of Monte Carlo simulation 
and response surface method could be used for reliability 
analysis. Monte Carlo simulation, also known as random 
simulation, is the only reliable means to verify the 
correctness of reliability analysis presently, and the principle 
of which is estimating the probability of event by the 
frequency of the event in a large number of trials. The 
method of response surface is another effective way for 
reliability analysis developed in recent years, and its 
essential is a curve (surface) fitting method, which can 
express the performance function of the intricate structure 
difficult to be mathematical function, by regression fitting, 
as relatively simple mathematical expression, to instead of 
the real response surface of structure. 

III. RELIABILITY ANALYSIS OF SIMPLE SUPPORTED 
BEAM BRIDGE 

A General situation 
The overall length of the girder of the bridge is 39.96m, 

calculated span is 38.88m, clearance above bridge floor is 
7m+2×0.75m, consists of 5 T-beams, the transverse and 
longitudinal section are shown in Fig.1 and Fig.2. Designing 
load of the bridge is QC-20 and GC-100, pedestrian load is 
3kN/m2, the structure design is based on General Code for 
Design of Highway Bridges and Culverts (JTJ021-85) and 
Code for Design of Highway Reinforced Concrete and 
Prestressed Concrete Bridges and Culverts (JTJ023-85) 
promulgated by Ministry of Communications [2]. 

 
Figure 1 Transverse section of the bridge 

The girder uses C40 concrete, modulus of elasticity is 
3.3×104MPa, design value of compressive strength is 
23.0MPa, design value of tensile strength is 2.15MPa. Foot 
path, railings and deck pavement use C20 concrete. 
Prestressed tendons use �S5mm carbon steel wire, which 
satisfies YB255-64 standard promulgated by Ministry of 
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Metallurgical Industry, each tendon consists of 24 wires, 
modulus of elasticity is 2.0×105MPa, design value of tensile 
strength is 1280MPa, stretching control stress is 1200MPa, 
girder is made by post tensioning process, conical wedge 
anchorage uses No.45 high quality carbon structural steel 
and 50mm axially pulled rubber tube is used. 

 

Figure 2  Longitudinal section of the bridge 

According to the code (JTJ023-85), prestressed beam 
should satisfy the stress requirement in application phase 
and the strength condition of ultimate limit state. The bridge 
is designed as full-prestressed concrete beam, 10 prestressed 
tendons are distributed in each girder, they all use the 
"straight line + arc line" distribution. 

B Probability distribution of bridge variables 
For the prestressed concrete bridge, concrete and 

prestressed tendons play the leading role to the resistance, 
from [3], both the compressive strength and the steel 
strength obey normal distribution, but without a statistic 
result of tensile strength of concrete, which is selected the 
same as the type and the parameter of probability 
distribution of the compressive strength in this paper, 
prestressed tendons is selected by the type and the parameter 
of probability distribution of HPB235. The random variation 
of modulus of elasticity has great influence on bridge 
structure state, but related statistical data is unable to find 
out, according to the acquiescent type and the parameter of 
probability distribution in [4]. 

Prestress is an important part of resistance of prestressed 
concrete bridge, in practical construction, due to the 
influences of factors such as instrument error, variation of 
temperature, stretching stress control, friction between 
tendons and pipes, anchor deformation and etc., the final 
value of prestress would be influenced directly or indirectly, 
because a lack of related statistic result, it is assumed that 
effective prestress in application phase obeys normal 
distribution, the average between bearing and l/4 selects the 
average value of effective prestress of 10 tendons at bearing 
section, the average between l/4 and mid span selects the 
average value of effective prestress of 10 tendons at mid 
span section, the coefficient of variation is 0.1. 

For the bridge load action, dead load and live load 
(vehicle load and crowd load). Dead load is dead weight of 
superstructure of reinforced concrete and prestressed 
concrete beam bridge, consists of dead weight of deck 
pavement and structural member. According to Unified 
standard for reliability design of highway engineering 

structures (GB/T 50283-1999), dead load obeys normal 
distribution; the statistical parameter is shown in Table 1. 
TABLE 1 PROBABILITY DISTRIBUTION AND PARAMETERS OF DEAD LOAD 

Type of dead 
load 

Type of 
distribution 

Mean / 
Standard 
Value KG

Coefficient of 
variation VG

Dead weight of 
concrete bridge 

Normal 
distribution 0.9865 0.098 

Dead weight of 
component 

Normal 
distribution 1.0212 0.0462 

 
Effects of bridge structure are influenced by several 

parameters of vehicle load (vehicle weight or axle weight, 
vehicle spacing and wheel base), so it's relatively difficult to 
be introduced into the reliability analysis of bridge. 
Therefore, load effects that have control action could be 
obtained by massive calculation to different span and bridge 
types. The calculation is separated into two situations: 
general operating state and dense operating state. To make 
the statistic result apply to different span and bridge types, 
obtains the ratio between the statistic result and the standard 
load effect value formulated in current codes for statistical 
analysis, that is, statistical analysis is based on 
dimensionless parameters KSQ=SQ / SQK, where SQ is effect 
value of measured vehicle load calculation, SQK is standard 
load effect value formulated in current codes. Vehicle load 
standard adopts QC-20 in the general operating state, and 
adopts QC-C20 in the dense operating state. The specific 
statistical results is shown are Table 2. 

TABLE 2 TRANSVERSE DISTRIBUTION COEFFICIENT

Section Load type Beam 1 Beam 2 Beam 3
QC-20 0.5197 0.4598 0.4 

Mid-span section 
Crowd load 0.6216 0.4108 0.2 
QC-20 0.4375 0.5 0.5938 Oblique section that 

h/2 from bearing Crowd load 1.4219 -0.5 0 

Highway bridge crowd load is variable action changing 
with time that acts on structure, generally, it should be 
described by stochastic process probability model, to 
indicate the crowd load obey the Extreme-  Distribution. 
The statistical results are shown in Table 3. 

TABLE 3 PROBABILITY DISTRIBUTION AND PARAMETERS OF BRIDGE 
CROWD LOAD 

Statistical 
projects 

Standard 
Value LKi

Types of 
distribution 

Mean / 
Standard 
Value KL

Coefficient 
of variation 

VL

2m2 3.0 Extreme- 0.5786 0.3911 

C Reliability Analysis 
The bridge this paper analyzed is a simple-supported 

bridge system composed of 5 single beams, this 5 T-beams 
could be considered as a series system, failure of any of the 
T-beams would make the bridge unavailable, the system 
reliability of the bridge is determined by the minimum 
reliability index (the maximum failure probability) T-beam.  

For simple supported beam, the checking of ultimate limit 
state is generally considered, under the load action, if the 
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maximum bending moment nearby the mid-span and 
maximum shear force on the bearing exceeds resistance of 
related structural section. Simple supported single beam is 
statically determinate structure, oblique section that h/2 from 
bearing and mid-span section ensure the structural reliability 
by series connection, one-place failed, the structure failed; 
Due to the symmetry of structure, take one side oblique 
section that h/2 from bearing and mid-span section 
separately to distribute the most unfavorable load, solve the 
reliability of the two sections under the action of related 
most unfavorable load, and select the less one to be the 
reliability of simple supported single beam. Transverse 
distribution coefficient shows that, Beam 1 is the most 
unfavorable girder in mid-span section failure mode, Beam 3 
is the most unfavorable girder in oblique section that h/2 
from bearing failure mode. 

In serviceability limit state, for fully prestressed concrete 
bridge, prestress action makes the formation of crack 
postpone greatly under the action of external loads, so in this 
limit state, this paper mainly considers if the deformation 
under the load action exceed the specified limit value. 

To build solid model of bridge with ANSYS software, 
calculate the failure probability and reliability of the bridge 
in three kinds of failure modes by response surface method, 
which normal operating state adopts 90% general operating 
state and 10% dense operating state, maximum operating 
state adopts 100% dense operating state. 

IV. TIME-DEPARTMENT RELIABILITY ANALYSIS AND 
SERVICE LIFE PREDICTION 

The resistance of structure over time is a complex 
chemical, physical and mechanical damage to the process, 
various factors are complex random process. In general, the 
factors that affect the structure of resistance can be divided 
into environmental and bridges themselves. Environmental 
factors refer to concrete carbonation, steel and other 
corrosion. The bridge material will degrade over time, which 
leads to the degradation of its performance and strength. In 
addition, some of the active materials will have chemical 
reactions with other components, concrete alkali - aggregate 
reaction is a point in case. 

For the prestressed concrete bridge, the concrete and 
prestressed steel bars play a major role of resisting force. 
This article focus on the impacts of concrete carbonation, 
steel corrosion, prestress loss and fatigue damage on the 
decaying of bridge resistance. 

Taking various factors affecting the resisting force into 
consideration, respectively cut the effective prestressing, 
steel beam design values and the tensile strength of concrete 
strength design value, assuming that the decreasing of 
concrete tensile strength equals to the compressive strength. 
Calculate the average time point versus the initial value of 
decreasing rate and the corresponding variation coefficient 
during each stage, as shown in figure below. 

The mean of effective prestress in the early stage decays 
very fast, and becomes slow later. Variation coefficient 
increases overtime, small yet slow. 

The mean of tensile strength of steel decays slowly during 
the early stage without any big change. Later (50 years later), 

due to corrosion caused by concrete carbonation, the 
intensity decreased rapidly. Variation coefficient changes 
slightly in the earlier period, yet later grows rapidly with the 
strength increasing. 

 

 
Figure 3  Curve changed with time of mean and V.C.O of effective prestress 

 

 

Figure 4 Time-Curve of mean and V.C.O of tensile strength of steel 

The mean of strength of concrete in the first 20 to 30 
years increases due to concrete hardness caused by a variety 
of internal reactions, and then decreases. The variation 
coefficient increases linearly overtime. 
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Figure 5 Time-Curve of mean and V.C.O of tensile strength of concrete 

Analysis of the time-discrete reliability of the structure 
using time-varying method, is to divide the entire term of 
service into several sections. Through time dispersion, we 
can get the probability distribution of resistance and load in 
specific time period, thus calculating the structure reliability. 
Calculating bridge structural reliability using response 
surface method, we should also take into consideration of 
normal operation status and the maximum operation status 
of the same car. Every 10 years, calculate the failure 
probability of three kinds of failure modes through the 
corresponding parameters of the probability distribution of 
resisting force, thus we can get the corresponding reliability, 
which is shown in Fig. 6. 

 
Figure 5 Time-dependent reliability 

We can see from Fig.6 that in different failure modes, the 
impact of the decreasing resisting force on the reliability is 
different. After using for 70 years, reliability starts to reduce 
dramatically. Therefore, during the bridge the operation, we 
should pay attention to the maintenance of the bridge, 
minimize or delay the recession, such as carbonation of 
concrete, steel and other corrosion. While during the later 
period, we should strengthen the bridge health monitoring so 
as to take timely maintenance or reinforcement measures, 
thus improving the reliability of the bridge, and extending 
the life expectancy. In addition, during the later period, the 
vehicle load under normal operation condition to run a state 

with the largest gap between the reliability of the use of the 
latter part of the bridge began to increase, indicating that 
when the resisting force decreased, increased vehicle load 
will easily lead to structural failure.  
Target reliability index is the foundation of structure design, 
is safety level index that structure design expects. According 
to the result of bridge structural member reliability 
calibration in current highway bridge design code in China, 
through comprehensive analysis, and reference various 
suggested values of structural member target reliability 
index at home and abroad, follow the advices of Unified 
standard for reliability design of highway engineering 
structures (GB/T50283-1999) and Unified Standard for 
Reliability Design of Engineering Structures (GB50153-
1992), the target reliability index �T in 100 years could be 
taken according to the table below. 

The standard span of the simple supported beam bridge in 
this paper is 40m, it belongs to middle span bridge as if 
divided by length or span, according to the table, the safety 
level of this bridge is level 2. According to the analysis 
above, this prestress concrete beam bridge, in failure mode 
of ultimate limit state, target reliability index �T of mid- span 
section failure (ductile failure) is 4.2, target reliability index 
�T of oblique section that h/2 from bearing failure (brittle 
failure) is 4.7. In serviceability limit state, target reliability 
index �T of bridge deformation selects the index value of 
ductile failure, it is 4.2. 

On basis of different forms of structural failure, structure 
life could be divided into normal service life and load 
service life. The durable years of bridge reliability achieves 
target reliability index is the bridge service life, according to 
this, the predicted life of the bridge is shown in Table 4. 

TABLE 4 BRIDGE SERVICE LIFE 

Failure Running state of 
vehicles 

Service life 
(year) 

Normal 95 Mid-span section failure 
Maximum 88 
Normal 89 Oblique section that h/2 from 

bearing failure Maximum 87 
NServiceability limit state 

deformation 
ormal 81 

Maximum 77 
 
From Table 4, it can be obtained that the normal service 

life of bridge less than load service life, it means, bridge will 
achieve normal service life before it achieve load service life, 
it shows that the bridge bearing capacity still meet the 
requirement when the probability of appearance deformation 
exceeding regulation deformation too largely. 

Running state of vehicle influences the bridge service life 
in mid-span failure mode the most, it means the denser 
vehicles run, the more likely mid-span section fail, in 
practical services of bridge, detection and maintenance of 
bridge mid-span should be strengthened when vehicles 
overload and overly dense occurs frequently. 

Bridge service life usually slightly less than 100 years, it 
means structural design based on current code is safe in 
operating prophase base on current code, in anaphase 
particularly the last 10-20 years, due to decline of structural 
resistance, reliability approach or less than target reliability 
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index in designing life, proper maintenance and 
strengthening measures should be taken, for enhancing 
reliability, to ensure bridge operating safely, in addition, 
influence of declining of resistance on reliability could be 
considered compiling into the code in future. 

V. CONCLUSION 
The prestress concrete simple supported beam bridge with 

its standard span of 40m is taken as the research object, 
builds solid space finite element analysis model, considers 
probability distribution of random variables of bridge 
resistance and load, response surface method is used to 
analyze the reliability in three different kinds failure modes, 
further considers that bridge resistance decline with time, 
analyses the time-dependent reliability, and predicts the 
bridge service life on that basis. The conclusions can be 
drawn as follows: 

1) In different failure modes, influence of declining of 
bridge structural resistance on reliability is different, after 
the bridge servicing for 70 years, reliability begin to decline 
rapidly, therefore, in anaphase of bridge operating, health 
monitoring should be strengthened particularly, in order to 
take maintenance and strengthening measures, enhance 
reliability, extend bridge service life. 

2) The normal service life of bridge less than load 
service life, it means, bridge will achieve normal service life 
before it achieve load service life, it shows that the bridge 

bearing capacity still meet the requirement when the 
probability of appearance deformation exceeding regulation 
deformation too largely. 

3) Running state of vehicle influences the bridge service 
life in mid-span failure mode the most, it means the denser 
vehicles run, the more likely mid-span section fail, in 
practical services of bridge, detection and maintenance of 
bridge mid-span should be strengthened when vehicles 
overload and overly dense occurs frequently. 
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ABSTRACT—The extension scale of port is analyzed in the 
perspective of quantitative analysis. The optimization model 
for increasing the number of berths is built and then solved by 
using the queuing theory. The optimal extension scale of port 
is resulted. This model is applied to the study on the extension 
scale of Chongqing Cuntan Port. 

Keywords-Port Scale; Port Service System; Queuing Theory 

I. INTRODUCTION  
Along with the integration and globalization of economic 

and the continuous improvement of market economy, 
national economic and foreign trade are growing rapidly, 
cargo handling capacity of ports is developing continuously 
too. The cargo handling capacity of ports above the 
designated size reaching 6.91 billion ton in 2009, growing 
8.2%, but growth rate declined 1.4% from that of last year. 
Among them, coastal port reaching 4.73 billion ton, up 
7.7%; inland port reaching 2.18 billion ton， up 8.8%. 
Meanwhile, a serious shortage of port capacity has also 
become increasingly prominent. Then how to extend the 
existing port scale reasonablely while facing increasing 
cargo handling capacity, to eliminate the overload problem 
of the port with the least input is an urgent problem [1]. 

II. MATHEMATICAL MODEL OF PORT SERVICE SYSTEM 
Terminal service system is a typical queuing system, the 

major process among it are vessel's arrival, cargo handling 
and other activities. The object in this system is vessel; the 
service equipment is all facilities in port. According to 
queuing theory, if the entry process, service mechanism and 
queuing rules are different, the queuing model is different 
too. According to a large number of internal and external 
statistical data, most of the port service process can be 
considered as a k/ E /M S  model. 

A. Input Process 
The arrival process of vessels follows a Poisson 

distribution: 

( ) ,      1,2,3,
!

n

nP P n e n
n

λλ −= = = ⋅⋅   （1） 

Wherein n  is the number of daily arrival vessels; λ  is 
the daily average number of arrival vessels; ( )P n  is the 
probability of n  vessels arrival in a day. 

B. Service process  
After arrival, handling process of vessels will be done in 

port，the service time needed for arrival vessels follows a 
k -Erlang distribution: 

1( )( ) 0
( 1)!

k
k t

k
k ktf t e t
k

μμ μ −
−= >

−
   （2） 

When k → ∞ ，Erlang distribution is a fixed-length 
distribution, that is / /M M S  queuing model which has 
complete computing equations and is very convenient to use; 
when 1k = ，Erlang distribution turned to be a negative 
exponential distribution; μ is the number of vessels served 
in a single berth every day.(unit: vessel / day)[2~3]。 

C. Service desk numbe 
In port service system, service desk number is the 

number of berths owned by the port, we designate it by S . 
Set the strength factor of system loading 

/ ( * )Sρ λ μ= ，according to the / /M M S  queuing 
model: 
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Wherein 0P  is the probability of no vessels arrival in a 
day, namely the probability that every berth of the port is 
idle. 

D. Performance indicators 
The main performance indicators in port services system 

including: 
1) The average number of vessels waiting in port 

02
1

( * ) *( )
!(1 )

S

q n
n S

SL n S P P
S

ρ ρ
ρ

∞

= +

= − =
−∑     （5） 

2) The average number of arrival vessels  

0

*s n q
n

L nP L S ρ
∞

=

= = +∑                （6） 

3) The average residence time of vessels  
/s sW L λ=                                  （7） 

4) The mean waiting time of vessels  
/q qW L λ=                                  （8） 

5) The delay probability of arrival vessels 
When all berths are occupied, the probability that vessels 

have to wait for service is  

0 0
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        （9） 

The computational process of / /kM E S  queuing 
model is complicated, the average queue length and mean 
waiting time of vessels can be computed according to the 
approximate equations [4~6]. 

*qE qL Lα=                          （10） 

*qE qW Wα=                         （11） 
wherein

1 1 4 5 1(1 )( 1)
2 32

k k a SS
k k S a

α + − + −= + − −
 

III. EXTENSION SCALE COST MODEL OF PORT 

A. Build the cost model 
In port construction, an excessive number of berths will 

increase the investment, at the same time, the economic 
benefits of the port will be reduced for low utilization rate of 
berth. On the contrary, an insufficient number of berths will 
increase the residence time which will cause heavy losses to 
shipping companies and cargo owners, and then erode the 
competitiveness of port. The number of berths should 
benefit both the port and shipping companies during the 
planning process, to reach the level that “meet the needs 
without any waste”. 

Considering that the port operation is complicated, the 
following assumptions are made: 

（1）With the increasing number of berths, handling 
efficiency of port berths stays still; 

（2）The construction and operating costs of berths, 
purchasing and maintenance expense of cargo handling 
equipment and the delay cost of vessel will not change over 
time. 

Set S  as he original number of berths, s  as the added 
number of berths，then the existing number of berths is 
m S s= + , the total cost model is: 

*min  ( ) * *z
b p s

Cf m C m C Lλ
μ

= + +     （12） 

Wherein  
λ  is the average number of daily arrival vessels; 
μ  is the average handling efficiency of berths; 

bC  is the average fixed cost of depreciation charge; 

zC  is the average daily operating costs of berths, including 
berth charges, operating costs of cargo handling equipment 
and wages for workmen; 

pC is the delay cost for one day; 

sL is the daily average number of vessels in port where the 
number of berths is S ; 

sW  is the average residence time of vessels where the 
number of berths is S , unit: day; 

qW  is the average waiting time for vessels where the 

number of berths is S , unit: day; 

B. Solving the model 
Build the queuing model according to the basic feature 

of this system: input process (vessel arrival), service 
mechanism and queuing discipline. This model can be 

solved by the queuing theory, set 1 *k
λρ

μ
= , then 

The average utilization rate of port berths: 

*m
λρ

μ
=                        （13） 

The average queue length： 
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The average waiting time for vessels： 
/s sW L λ=                         （15） 

Wherein 
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By the equations , ( )f m  under different numbers of 

berths can be calculated. *S is the optimum solution when 
S  satisfy the following equation. 

( *) ( * 1)
( * 1) ( *)

f s f s
f s f s

> −⎧
⎨ + <⎩

               （16） 

IV. APPLICATION CASE 
Chongqing is the western materials distribution center of 

China，and the transport hub of the southwest region and 
the upper areas along the Yangtze River. Chongqing’s 
international container terminal Cuntan port is an important 
waterway transportation infrastructure of Chongqing’s 
construction. Currently, Cuntan port has seven berths in 
operation, including five 3000-ton container berths and two 
automobile Ro-Ro terminals; the designed throughput 
capacity of container is 700,000 TEUs / year. It is predicted 
that in the year 2015, container throughput in port of 
Chongqing will reach to 1.46 million TEUs, greater than the 
current designed throughput capacity, so the port extension 
is imperative. 

According to the statistics related to port of Chongqing, 
The arrival events of vessels follows a Poisson distribution
，the service time needed for arrival vessels follows a 3-
Erlang distribution, other parameters shown in TableⅠ. 

TABLE I.  PARAMETERS OF TOTAL COST MODEL 

Parameter λ  μ  
bC  zC  pC  

Value 23 25 
TEU/H 

46.379 
thousand 

Yuan 

12.547 
thousand 

Yuan 

33.312 
thousand 

Yuan 
Choose 5S = , substitute the correlation parameters in 

Table Ⅰ in the equation , then solve it which can get the 
average utilization rate of berths: 0.95ρ = ， the daily 

average number of vessels in port 16.9591sL = , the 

average residence time of vessels 0.7374sW = day, the 

average waiting time for vessels 0.5985qW = day. Table 
Ⅱ shows the total cost of berths. 

TABLE II.  LIST OF THE TOTAL COST 

Title 
Fixed cost of 
depreciation 

charge 

Operating 
cost 

Delay 
cost 

Total 
cost 

Value（
thousand 
Yuan） 

231.895 72.145 564.942 868.982 

Assuming that s  berths are added, then the current 
number of berths is S s+ , set m  instead. According to 
(12), the total cost model is: 

1.2547*min  ( ) 4.6379* 3.3312* sf m m Lλ
μ

= + +     (17) 

The optimal number of berths can be got and this 
program can be calculated through marginal analysis. The 
final results are shown in Fig. 1 to Fig. 3. 

16.9591

4.5558
3.5944 3.3323 3.246

0

2

4

6

8

10

12

14

16

18

5 6 7 8 9

Number of berths

D
a
i
l
y
 
a
v
e
r
a
g
e
 
n
u
m
b
e
r
 
o
f

s
h
i
p
s
 
i
n
 
p
o
r
t

 
Figure 1.  Daily average number of vessels in port 
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Figure 2.  Average residence time of vessels 
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Figure 3.  Average utilization rate of berths: 

As shown in the above pictures, the average utilization 
rate of berths, residence time of vessels and the daily 
average number of vessels in port decrease as the number of 
berths increases, when the handling efficiency is fixed. The 
arrival of the vessel can be served without queuing while the 
berths are idle. Obviously, it is beneficial to the shipping 
companies but consume a lot of resources of the port. Table 
Ⅲ shows the total cost of pot under different numbers of 
berths. 

TABLE III.  TOTAL COST OF PORT 

Number 
of berths. 5 6 7 8 9 

Total 
cost（

thousand 
Yuan） 

868.982 500.159 494.512 542.159 585.6633 
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The optimal number of berths * 7S =  from the above 
table . That is to say 2 berths should be added into the 
current condition to bring the lowest total cost which will be 
494.512 thousand Yuan/a day. For both port and shipping 
companies, the cost is reduced. For the port side, the 
exorbitant utilization rate of berths is eased, and for the 
shipping companies, residence time of vessels is reduced so 
that the delay cost is cut down, a win-win situation is 
achieved. 

V. CONCLUSION 
Using queuing theory in the process of port extension . 

Build the mathematical model of the extension scale while 
taking the common benefit of both port and shipping 
companies into consideration in order to achieve the lowest 
total cost target. The extension scale problem is optimized to 
provide relatively reliable basis for determine a reasonable 
scale for the construction and development of port. 
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ABSTRACT 
 
The light vehicle transmission types have been changing 
during recent years and the rate of change is currently 
accelerating as use of an automated mechanical transmission 
(AMT). For AMT transmission，the clutching characteristic is 
the key technology and the driving characteristics of its 
actuator is related to the AMT performance directly. In this 
paper, the control performance of the clutch actuator was 
studied, and the basic structure of the clutch electric actuator 
and working principle were analyzed. Through the basic 
parameters of clutch actuator, the mathematical model of 
actuator was established. Using Matlab / Simulink Fuzzy 
blocks, the fuzzy immune PID controller simulated the electric 
actuator mathematical model and servo control system of 
clutch, and after comparing the experimental results with 
simulation results, confirming that the electric actuator meets 
the clutch requirements. 
 
Keywords: AMT; clutch control; electric actuator; fuzzy 
immune PID 
 
 
1. INTRODUCTION 
 
Automated Mechanical Transmission is made on the basis of 
improvement of traditional mechanical transmissions. It 
removes the clutch pedal and gear selector, adds the executing 
unit controlled by computer, which replaces the operation 
done by drivers such as engaging and disengaging the clutch 
and achieves the engine and the corresponding regulation 
simultaneously, and this system controls automatically the 
entire process of shifting [1]. 
 
During the process of AMT clutch transmitting torque, it 
should not only consider the passenger’s impact from the 
disengagement of clutch, but also ensure the less friction work 
in the engagement process. And the clutch actuator should 
follow the output displacement; electric actuator’s speed range 
should be high and response rapidly. This study fuzzy immune 
PID feedback control technology, enable AMT clutch to 
achieve small speed overshoot and short time into the 
steady-state target [2]. 
 
 

 
 
isolation and the corresponding speed. The system eliminated 
the clutch pedal, when need shifting, through ECU’s signal the 
implementing unit changes the gear.  

 
a) Actuator Model 

 
b）Actuator Primitive Characteristic 

 
c) The Characteristic of Actuator Meeting Job Requirement of 

Clutch 
Fig1 .AMT Clutch Electronic Actuator 

Clutching process can be divided into three stages [3]: No 
torque transferring section (0 ~ ta), transmission torque 
growing section (ta ~ tb) and torque is no longer growing 
section (t > tb). Shown in Figure 1 (c), Xc is the clutch gap, 
where t is the response time. 
 

2. WORKING PRINCIPLE AND BASIC 
PARAMETERS OF CLUTCH  ACTUATOR 
 
2.1 Working Principle 
Clutch control system consists of ECU, electric actuator etc. 
The electric actuator is shown in Figure 1(a). The rotation of 
motor, passing reduction gear and lead screw, transforms 
high-speed rotation into linear motion to control the clutch’s 
combination and separation. Controlling the motor voltage and 
and the motor polarity achieves the clutch engagement, 

(1) In no transferred torque section, clutching speed should be 
as quickly as possible, so as to start quickly and reduce the 
power interruption time when shifting. 
(2) In transferred torque growing section, the clutch 
engagement process can be subdivided into two stages, 
transmitting driving torque is less than the resistance phase (ta 
~ tab) and transmission of torque is more than resistance (tab ~ 
tb). The first phase is in the initial stages of operating 
conditions, the vehicle is still at rest. The degree of impact is 
zero, so the approach to reduce the friction power is to control 
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the engine speed as small as possible under the premised that 
the vehicles do not turn off, thus allowing the clutch 
engagement as quickly as possible to reduce the joining time. 
In the second phase, vehicle starting, with the increase in the 
amount of clutch engagement, vehicle acceleration is 
gradually increasing to the steady state, and then vehicle 
achieves synchronization between the engine output speed and 
vehicle speed gradually. This stage is crucial phase of the 
control of clutch engagement, and in order to start smoothly 
the joining speed should be slower. 
(3) The torque is no longer growing during this section. This 
phase has not been decided by the clutch engagement, but 
rather depends on the engine output torque, the clutch 
engagement don’t affect on joining jerk and the clutch friction 
work, so the clutch should engage as soon as possible. 
 
In order to meet the clutch control requirements, the selected 
DC servo motor can ensure that the clutch can separate and 
join quickly; and in loading, it should control the response 
speed of clutch and control accuracy should meet the clutch’s 
requirements to ensure smooth engagement. 
 
The conversion of the armature polarity can changes the 
direction of rotation of the DC servo motor and changing 
armature voltage can control the DC servo motor output speed 
and torque. Using the bridge PWM current feedback power 
amplifier, the DC motor armature voltage on the "duty cycle" 
can regulate the average voltage to control motor speed. In 
addition, the actuator is equipped with a displacement sensor 
as motor control feedback signal, forming a closed-loop 
feedback control system, the electric actuator carries out fuzzy 
immune PID control to achieve fast and precise control for 
clutch. 
 
2.2 Basic Parameters of Clutch Actuator 
Electric actuator consists of DC motor, gears and lead screw. 
According the basic parameters of transmission and clutch, we 
select DC servo motor that the features can be seen in Figure 1 
(b). 
 
1) Basic parameters of gear set include input gear group G1, 
intermediate gear G2 and the output gear G3. Gears G1, G2, 
G3, respectively the number of teeth Z1, Z2, Z3, were treated 
with helical gears, specific parameters can be seen in table 1. 

Table 1. Basic parameters of gear set 

 
2) Basic parameters of the lead screw in actuator can be seen 
in table 2. Screw supporting means is fixed by bearing type; 
the type of transmission is screw rotation and nut move. 

      Table 2. The parameters of lead screw with ball 

 
According to the basic parameters of lead screw with ball in 
Table 2, the screw transmission parameters are as follows: 

� the screw driving torque Mt under the action of the axial 
load F: 
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� the screw preload torque Mto  
In this article, the actuator screw preload Fp is 1/3 of the 
maximum working load Fmax. Ratio of separation leverage is 
1:2. 
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3) Screw drive speed V                  
1 /V L i n= ⋅ ⋅                       (3) 

Where F is the axial load, N; L for the thread lead, mm; ψ for 
screw up angle, (°); η for transmission efficiency without 
pretension; ρd for the equivalent friction angle, generally when 
you are driving, ρd =8.6’; i for the gear drive ratio; n for the 
motor speed, r/min; Fp for the preload force, N. 
 
 
3. CLUTCH ACTUATOR MODELING 
 
3.1 DC Motor Dynamic Model 
Under rated excitation, DC motor equivalent circuit is shown 
in Figure 2[4], the required positive direction as shown in the 
figure. 

   
     Figure 2. Schematic diagram of DC motor model 

     
Figure 3. Simulation Model of DC Servo Motor 
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Where Tl is load torque which include no-load motor torque, 
(Nm); for Tm motor time constant of electric drive system ( s ); 
for Ild load current (A). 
    Under the zero initial conditions, the transfer function 
between the voltage and current are  

0

( ) 1
( ) ( 1)

d

d l
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− +

       (6) 

So the transfer function between the DC motor voltage and 
speed are: 

0
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     (7)            

According to the basic parameters of the motor, DC motor 
time parameters are: 

0.16lT s= ; 0.00584 /eC N m A= ⋅ ;  
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0.0558 /mC N m A= ⋅ ; 0.0521mT s= , Thus the  
established DC machine simulation model is shown in Figure 3. 

Figure 4 .AMT Clutch Actuator dynamic structure of double-loop position feedback control system 
 

3.2 The Model of Control System of Actuator 
In order to improve the control system to respond rapidly, adopt 
the structural style with a position loop and a speed loop. The 
location instructions of actuator and the detected actual 
displacement stroke position deviation, obtain the voltage 
output control signals. The signal is amplified by the power 
electronic converter, and the actuator is droved to move in 
accord with control instructions. Speed of inner loop can adjust 
the disturbance timely to achieve the motor speed control [5][6]. 
 
AMT Clutch Actuator dynamic structure of double-loop 
position feedback control system is shown in Figure 4. WAPR (S) 
for APR position regulator transfer function, WASR (S) for ASR 
speed regulator transfer function, WPWM (S) for PWM power 
conversion circuit transfer function. Speed loop for the inner 
loop, the location for the out loop. 
 
 
4. ACTUATOR CONTROL SIMULATION 
As the DC servo motor control system is highly nonlinear, 
time-varying uncertainty and time delay characteristics, under 
the influence of work load disturbance, process control and 
even model structure will change, making the traditional PID 
controller can not meet the control requirements. Fuzzy Control 
for a superior robustness and adaptive capacity, without 
accurate modeling characteristics of the system are widely used. 
In this paper, fuzzy immune control is based on immune 
algorithm fuzzy reasoning[7][8], reason the control system output 
and control output via changes, see the results as the initial 
parameters of immune algorithm, use immune algorithm to 
infer the PID controller parameter kd. The error between system 
output and reference input, as well as the changes in error are 
fuzzy reasoned, the result will be used to adjust the PID 
controller parameters ki and kd, to realize self-adaptive PID 
controller parameters optimization. Figure 5 is a DC servo 
motor fuzzy immune PID control block diagram of simulation 
model [9][10]. 
 
Simulation used a square wave as input; figure 6 is DC 
servo motor speed response curve under PID and fuzzy 
immune PID control. PID control parameters were taken 
kp = 40, ki = 36, kd = 1. As can be seen from the figure, 
fuzzy immune PID control and fuzzy PID control can 
make the system output without overshoot, the response 
time is less than 0.1s, but the response time under fuzzy 
immune PID control is shorter than the fuzzy control 
about 0.02s, robustness and following features is good. 

The simulation show that speed performance of DC 
servo motor under fuzzy immune PID control has greatly 
improved. 

 
a）DC servo motor fuzzy immune PID control simulation 

diagram 

 
b) PID control subsystem simulation block diagram 

Figure 5. DC servo motor Fuzzy Immune PID Control 
Simulation Model 
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Figure 6. Comparison of DC servo motor speed response 

curves under the control of fuzzy PID and fuzzy immune PID 
control 

 

 
5. ACTUATOR DISPLACEMENT CLOSED-LOOP 
CONTROL EXPERIMENT 
 
5.1 Principle and Process of Experiment 
Test system mainly consists of control panels, motor drive 
board, PC host computer, position sensors and electric 
actuators. PC host computer program used Visual Basic 6.0; 
controller used ATmega16L chip; governor select motor drive 
technology panels, master-chip model is L298N; position 
sensor model is MILLAY KTM100; actuators use electric 
actuator, there are shown in Figure 7 below. 

  
a）Actuator Position Control System for closed-loop 

diagram

  
b）Working schematic diagram 

Figure 7. Actuator Position Control System for closed-loop 
diagram and working schematic diagram   

PC host computer send forward, back orders to the RS232 
serial port communications, pass instructions to controller 
microcomputer. Microcontroller programmed to generate 
PWM control signal, governor transmit PWM motor control 
signal to the actuator for speed control. Microcontroller use two 
IO port to control motors positive or inversion. Actuator output 
components screw and position sensors are connected. Position 
sensors capture position signal to feed back to the ontroller. 
Controllers via RS232 serial communication feed information 
back to the PC host computer, host computer draw 
displacement time curve by the host computer program written 
in VB. 

5.2 Experimental Results 
Pairs of PWM register sets different parameters to observe the 
displacement rate changes of actuator. In this paper, PWM 
register selects the parameters 400 and 1000, corresponding to 
the driving voltage of 5.14V and 11.72V, test results shown in 
figure 8a), the abscissa represents displacement (mm), the 
vertical axis for speed (mm / s). in figure 8b), the abscissa 
represents displacement (cm), vertical axis is time (s). From the 
experimental results in the integration and separation process of 
clutch, ECU gives instruction to controller according to the best 
control law, and generates PWM modulated signal to change 
the DC servo motor drive voltage, thereby the combination and 
separation speed of clutch is changed. Electric actuator can be 
able to follow the clutch control law better, response exactly, 
quickly and can meet the requirements in the joining process of 
clutch when vehicle started.  

 
a) Actuator displacement change rate in test plan 

 
b) Actuator speed fast pulse response characteristics 

Figure 8．Test result 
 
 
6. CONCLUSIONS 
 
Electric actuators composed of a DC servo motor replace 
hydraulic system as the AMT clutch actuator. Compared with 
the electro-hydraulic control mechanism, the structure of AMT 
control system is greatly simplified, and system cost is reduced. 
Applying pulse-width modulation motor speed control and 
using the speed as a feedback signal directly, the combination 
speed of clutch was controlled precisely, and the clutch started 
quality is improved. The study shows that the dynamic 
characteristics of clutch actuator can meet the engagement 
process requirements when vehicles started. Applying position 
double-loop speed control system for the actuator, through the 
simulation test with DC servo motor speed to track each other's 
wave, shows that speed performance of DC servo motor under 
fuzzy immune PID control has greatly improved. This method 
has good optimization ability and has good ability to optimize 
the parameters, to meet light-vehicle AMT real-time control 
requirements. 

 

Actuator and position 

sensors 
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Abstract—China’s electronics and information industry 
(EII) is both a high-tech industry and new emerging 
industry .it owns huge value in market. It provides 
convenient service for common people. Due to outbreak 
of international financial crisis, China’s EII suffered 
from a heavy hit. In order to deal with crisis, China 
promulgated electronics and information industrial 
promotion policy (EIIPP) in 2009 as well as helping EII 
economic recovery and prevent the acceleration of 
economic downturn. During the hard time, EIIPP 
showed anti-crisis-oriented, strong government 
intervention and future innovation-oriented trend in 
economy. But international and domestic environment 
changes have restricted application of EIIPP to a certain 
extent. Only innovation-oriented industrial policy will 
adapt the future development of EII. 

Keywords- environment changes; innovation; policy; trend 

I.  INTRODUCTION  
Electronics and information industry (EII) is both new 

emerging and sunrise industry. It owns huge value in 
market. It provides convenient service for common people. 
At the beginning of 1982, such product like consumer 
electronic and net information that almost belonged to 
higher wage countries did not exist in China, even in china, 
it is a luxurious goods, but within 20 years, Consumer 
electronics has become the China’s largest industry with the 
advance of science and technology, higher education, 
representing over 3 percent of Chinese GDP and 15 percent 
of total world output in the industry.[1] 

With the outbreak of international financial crisis, many 
factories cancelled or reduced order of the chip, product sale 
of the whole EII went down dramatically. Chinese 
government promulgated the electronic and information 
industrial promotion policies (EIIPP) since February 2009. 

EIIPP is the most important measure to prevent the 
industrial economic downturn; EIIPP will guide enterprise’s 
economic development in the future also. At the same time, 
EIIPP show that the trends are characterized by anti-crisis-
oriented, strong state-intervention, future innovation 

orientation in the context of crisis. At present, the anti-crisis 
goal has basically attained. However, effectiveness of 
industrial promotion policies is restricted by international 
and domestic environment changes. Only innovation-
oriented trend of EIIPP adapt the future economic 
development. 

II. TREND OF ELECTRONICS AND INFORMATION 
INDUSTRIAL PROMOTION POLICY: ANTI-CRISIS –
ORIENTED,STRONGER STATE-INTERVENTION,FUTURE 

INNOVATION ORIENTED 
EII show three trends in the context of financial crisis. 
One trend is anti-crisis –oriented in the context of 

financial crisis. EIIPP come into force in mid- February 
2009 to overcome EII decline. EIIPP’s contents can be 
summarized as follows: a) upgrading the industrial structure 
of the industry, b) developing the indigenous innovation, 
strengthening the capacity for independent innovation, c) 
integrating or merger, restructuring, creating larger 
corporation ;such as  merger of China Unicom and China 
Netcom, d) increasing investment in technological 
upgrading ,including the integrated circuit industry, LCD 
technologies, and new generation mobile telephone; such as 
only during the period of January to September of 2009, 
there is more than 200 billion RMB investment for telecom 
industry, it is predicted that investment of telecom industry 
is more than 270 billion RMB in a whole year of 2009,[2]e) 
increased support service outsourcing as well as the 
globalization of Chinese firms in R&D, manufacturing and 
marketing. The industrial measures include import duties on 
equipment, financing, ax abatement and chip procurement, 

It is quiet clear from EIIPP reflect anti-crisis–oriented. 
Through EIIPP, government would like to keep the 
industrial steady, upgrade the industrial structure, and 
enhance industrial competitiveness .whose goals are to solve 
the difficulties and problems of EII facing financial crisis. 

The second tendency shows that the central government 
strengthened the power of state-intervention in the economy. 
EIIPP really reflects this point through its concentrating on 
all resources and optimizing the resources-allocation. Such 
as, merger of China Unicom and China Netcom, their 
merger are completely controlled by government in definite 
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time. In the meantime, these policies restrict access to 
market, even by no approving to new project or by raising 
the standard of entering these industrial markets. In this 
sense, the industrial promotion policies strengthen the power 
of state intervention in national economy.  

Its third tendency is future innovation oriented Though 
EIIPP is mainly used to solve the tough time, it also 
proposed that EII should place more emphasis on the 
innovation also, especially independent innovation in order 
to join a new round of world competition and attain own 
core competitiveness in the future international market. 
Since the new 15-year medium–to long term S&T plan laid 
out  in January 2006,which would like to build own 
capability of independent innovation in order to change from 
the traditional model economic growth (excessive 
dependence on cheap labor driven low–end manufacturing) 
to modern model of economic growth (know-how driven 
medium and high –end manufacturing). 

III. RESTRICTION OF ELECTRONICS AND 
INFORMATION INDUSTRY’S APPLICATION BASED 

ON INTERNATIONAL AND DOMESTIC ENVIRONMENT 
CHANGES 

World Bank Report (1993)-- “East Asian Miracle 
”pointed out that industrial policy certainly played important 
role in economic development of East Asian Countries .Only 
after several years , that” East Asian Miracle” falling in 
1997’s Asian financial crisis told us if Government 
intervened too much or too little, we could taste bitter fruit 
because market mechanism could lose its right function. We 
should take industrial policy seriously.  

On the one hand, let’s start from today’s environment 
changes. 

Firstly, we possessed something in the past, which 
doesn’t mean that we possess it now, rather, we are likely to 
lose it .We take the example of comparative advantage of 
labor force that is foundation of traditional industrial policy 
operation. However, with the rise of wage, a steep rise in 
labor costs is imposing more pressure on China’s firms, 
which means that comparative advantage of cheap and low 
cost labor is disappearing. That means past industrial policy 
dependent on foundation is disappearing also. In addition, 
technological advances or innovation activities, especially 
information technological development have made firm size 
and market power less important than before in the process 
of realizing their competitiveness and economic efficiency, 
so traditional industrial policies “ pick winner” or cultivate 
national champion by fostering large scale of domestic firms 
or through stimulating expanding economy of scale ,which 
is less significant. That is, industrial policy’s room become 
narrower, seeking a new room to operate industrial policy is 
a new task for policy-maker. 

Secondly, international agreements have restricted a 
certain extent of application of Industrial policy including 
IPP. 

China had accession to WTO in 2001. WTO rules will 
restrict a degree of application of industrial policy 
instruments; therefore these restrictions on subsidies, local 

content protection, and export promotion had reduced 
flexibility of Government intervention,[3] Leading to 
obsolescence and ineffectiveness of some of industrial 
policy. An example was the discriminatory VAT rebate for 
domestic manufacture of semiconductors which practice 
China terminated to be consistent with its WTO 
obligations.[4] 

In addition, when we use industrial policy instruments to 
promote special sector or industries, we can incur retaliation 
(e.g. anti-dumping and countervailing duty) from other 
countries now, the trend became more obvious than before 
that both developing countries and developed countries 
frequently use retaliation during the hard time. There are too 
much cases to be filed against China’s products during 
2009-2010.Only during the period of January to August in 
2009, there are 17 nations and about 80 cases to launch 
trade-relief investigation against China’s products. Among 
these cases, there are 50 antidumping cases, 9 anti-subsiding 
cases, 13 particular measures, 7 particular protection cases. 
Among nations, India launched for 22 cases, USA for 14, 
Argentina for 10 Turkestan for 6, EC and Canada for 10 
respectively. It is partly because of US, India, or EU’s trade 
protection; [5]partly because there really were many subsidies 
and dumping acts in China. Only some instruments like 
provision of information to exporters and changes in 
exchange rate would be allowed under the present WTO’s 
rule framework, as well as R&D subsidies and cooperative 
R&D. 

Thirdly, together with the advent of information 
technology and society, most of all countries basically reach 
a consensus on innovation .That is, innovation provides a 
source of permanent competitiveness for a firm.  

We have to recognize that China has still been 
concentrated in primarily the low-end commodity 
manufacturing, even if it exported its high–tech products 
such as consumer information products which is labeled as 
either foreign- brand, or these low value-added component 
part of these products (e.g. DVD and color TV, digital 
products) still being Chinese technology, whereas these high 
value added parts of these products are bought from foreign 
firms at higher costs. Just as Posts and Telecommunications 
Minister Wu Jichuan had a speech at 1995’s conference on 
telecommunication technology, that China’s rapidly growing 
telephone network is among the world’s most sophisticated. 
However, it is relied almost entirely on imported 
technologies and equipment, Wu called for greater 
development of China’s indigenous R&D for future 
development in order to boost telecommunication 
development[6]. Recently, there is a piece of newly news that 
several domestic producers simultaneously announced that 
they determined to stop production line of DVD because 
they cannot afford to patent fees.  

In particular, since 2008’s financial crisis, crisis has 
made many drawbacks of China’s industries exposed to us. 
Such as, a lack of core technology, frail foundation, low 
level of replications, excess capacity, environmental 
pollution and so on. 

These questions to solve require developing indigenous 
innovation activities. Traditional low-end industries need 
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innovation or high-technology to upgrade their industrial 
structure so as to maintain comparative advantage of low 
cost; new emerging industries need innovation or innovative 
technology that can not be easily coped by others to further 
boost own development in order to attain competitiveness in 
global competition.  

As seen above, environment of policy operation has 
changes very much, which makes policy-maker recognize 
the limitation and restriction of industrial policy on the one 
hand, and transformation of idea towards innovation on the 
other hand. Only innovation, can it not be easily coped and 
rapidly imitated, neither can other countries and firms to 
catch-up. Only China grasps nature of innovation, can China 
possess unique feature of Chinese products. Only innovation 
makes enterprises take the lead in world market, attain a 
dynamic efficiency in order to have comparable advantage, 
thereby eventually achieve overall social welfare. 

On the other hand, two other trends of EIIPP have 
showed side-effects except innovation-oriented trend. 

Firstly, international crisis brought about excess 
capacity; EIIPP further aggravated the state of excess 
capacity of production besides redundant construction and 
the rising price, etc. Such as excess capacity in chip 
industry. 

Secondly, industrial policy can lead to monopoly 
position or restrict competition. China formed the national 
champions of telecom industry and monopoly position in 
domestic telecommunication market through integrated 
action by IPP requiring. 

Even the restructuring and integrating (especially state-
owned enterprise) are initiated by government 
administrative order rather than by market mechanism; 
which lead to increase monopoly power. Just as a Chinese 
scholar said :"almost all the major organizational and 
institutional innovation are still the national decision-
making,  state coordinates the relationship between the 
behaviors of enterprises, from the horizontal economic 
integration to form enterprise groups, until today's 
acquisitions, reorganization.” [7]The kind of Industrial 
promotion policies distort the competition and create unfair 
competitive environment to a certain degree. Such as, 
Chinese consumers still pay more times telephone charges 
than those in other countries. 

IV. TRANSFORMATION OF ELECTRONICS AND 
INFORMATION INDUSTRIAL POLICY: INNOVATION-

ORIENTED MODEL 
In view of the issues discussed above, environment 

changes have restricted and narrowed the room and scope of 
industrial promotion policy operation ,whereas innovation 
should be viewed as a main driver of economy development 
and should be written in the process of making policy and 
law.  

Firstly, innovation-oriented industrial policies should 
give up preferable industrial policies for selective industries 
and sectors, more emphasize on innovation-related 
technological policies in order to encourage R&D or invest 
in innovation-related industries by state-aid or state-

subsidies. Namely; innovation-driven industrial policy 
would be concerned with dynamic efficiency and ensure 
access to finance and information for innovation activities, 
such as: the efficient utilization of S&T, R&D. human 
resource, management asset. As China’s government, it 
should be more responsible for the provision of information 
on supply and demand of industry, rather than administrative 
management; In turn, anti-monopoly policy should 
strengthen law enforcement, promote the dynamic of the 
market, actively encourage technological innovation, to 
create the external suitable environment for industrial 
development. 

 Secondly, Industrial policies should encourage 
economic concentration by market mechanism in order to 
promote industrial competitiveness. If a country wants to 
own internationally competitive industry, it is necessary in 
the world market that it needs economic concentration to a 
certain extent.  

Thirdly, innovation-driven industrial policies should 
phase out policy protection and relax industrial regulation, 
converting more industries into competitive industries that 
belong to the Jurisdiction of the anti-monopoly policy. 

Chinese market is an immature market in most 
industries. China's immature market is the reason that there 
is insufficient number of market players to compete. To 
solve the lack of competition, rent-seeking behavior and 
other issues, the Chinese government should relax and 
eliminate market entry barriers in order to become 
competitive industry into the scope of application of China 
Anti-Monopoly Law soon as possible. In addition, as social 
advances and information technology develops, some 
natural monopoly industries (road transport, 
telecommunication, insurance, electrical power, etc.) have 
lost their roots which existed in the past. Government should 
also timely eliminate the protection of industrial policy for 
natural monopoly industries in order to transform them into 
competitive industries which belong to the scope of 
application of anti-monopoly law. 

Fourthly, both innovation-driven industrial policies 
should protect at start-up stage of innovative industries or 
firms, set a limited time for protection .Most of Chinese 
innovative industries focus on information technology or 
new high-technology, most of them are small and medium 
enterprises that will meet many obstacles in the process of 
development, leading to protection of industrial policy. But 
after a period of protection, the policy protection for them 
should be discarded in order to get rid of more dependence 
on industrial policy. 
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Abstract----In order to identify rational maintenance level 
for the fault of Self-Propelled Gun, this paper proposes a 
fault severity degree criterion and adopts fuzzy Petri net to 
establish corresponding information expression model in 
allusion to recoil mechanism of Self-Propelled Gun. The 
analysis method of graph theory is also adopted to deal with 
qualitative analysis of fault evaluation information database. 

Keywords----Self-Propelled Gun; Fuzzy Petri net; Fault 
Tree Analysis 

I. INTRODUCTION 

On-condition maintenance requires the corresponding 
organizations to constitute maintenance level plan in order 
to keep the inherent reliability of equipment and reduce 
cost of maintenance. Generally speaking, maintenance of 
Self-Propelled Gun includes Minor Maintenance, Middle 
Maintenance and Major Maintenance. Minor Maintenance 
means to eliminate faults according Minor Maintenances 
cope and relative technology condition to make the system 
degradation extent be improved on the small side; Middle 
Maintenance is to decompose, inspect , identify and repair 
in term of Middle Maintenance scope and its technology 
condition; Major Maintenance is also called as overhaul, 
means to take sufficient and meticulous maintenance work 
toward weapons equipment in the light of Major 
Maintenance scope and its technology condition, in order 
to the degradation status can be improved remarkably. For 
sake of identifying rational maintenance level for the fault 
of Self-Propelled Gun, we need to establish fault severity 
degree criterion. Breechblock and recoil mechanism are 
the main fault components of Self-Propelled Gun, we 
adopt fuzzy Petri net to establish corresponding 
information expression model in allusion to recoil 
mechanism of Self-Propelled Gun. 

. ESTABLISH FAULT EVALUATION DATABASE 
OF RECOIL MECHANISM 

Fault evaluation course is to distinguish the fault 
maybe occur together with fault orientation process 
through analyzing fault phenomenon, which offers 
available gist for identifying maintenance work range. 
This paper makes Fault Tree Analysis (FTA) by way of 
the main gist for recoil mechanism of Self-Propelled Gun 
evaluation.[1] Fault Tree Analysis is to choose some 

system fault which has the biggest influence as peak event, 
and break up the cause of system fault to middle event, till 
the whole fault event decomposed to basic event. Fault 
Tree Analysis of Recoil mechanism of Self-Propelled Gun 
mainly includes Recoil mechanism excessively long FTA, 
Recoil mechanism excessively short FTA, counter-recoil 
movement deficiency and counter-recoil movement with a 
rush. Fault evaluation analysis method based on FTA 
demands bottom event and peak event of recoil 
mechanism or its subsystem are fixed events, namely 
include fault and work. However during the fault 
reasoning course, some information which are not 
obtained by measure belongs to uncertain information, it is 
difficult to describe exactly by traditional two-value logic. 
Because fuzzy Petri net is a system model which expresses 
fuzzy information and analyzes asynchronous concurrency, 
which can makes up the shortage of traditional FTA 
model. 

Definition 1. Fault evaluation fuzzy Petri net is 
defined as six-dimensional group 

, here: P is fuzzy 
place definite set, refers to fault event; T is fuzzy 
transmission definite set, refers to logical threshold; Pre is 
defined as pre-incidence matrix on 

),,,Pr,,( OMuPosteTPFPN �

TP � Post is 
defined as post- incidence matrix on TP × ; µ is defined 
real function on T, refers to confidence of relative rule to 
transmission;  is original mark, means the confidence 
of place which is corresponding to bottom when 
reasoning begins. 

oM

Make the fault event of Fault Tree Analysis of 
Recoil mechanism of Self-Propelled Gun mapped into 
place set, logical threshold into transmission, confidence 
of bottom fault event is mapped into original mark of 
fuzzy Petri net.[2] Take lack of counter-recoil fluid as 
example, we establish the relative fault evaluation fuzzy 
Petri net model as followed Figure 1. 
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Figure 1. Recoil mechanism fault tree and its fault 

evaluation fuzzy Petri net model 

Fault evaluation method includes qualitative and 
quantitative analysis, qualitative analysis mainly makes 
the logical expression of peak fault event decomposed into 
basic least cutset, which offers help for evaluating fault 
severity extent and implementing maintenance decision 
with pertinence. Quantitative analysis is to compute 
severity extent of peak fault event on the condition of 
given the severity extent of bottom fault event. 

. RECOIL MECHANISM FAULT INFORMATION 
DATABASE QUALITATIVE REASONING 

Do qualitative analysis for fault event of recoil 
mechanism can link with pertinent check and test, which 
can reduce search scope step by step, and improve 
exhaustive analysis of maintenance person, availability of 
eliminating fault and veracity of orientating fault, and 
finally evaluating fault severity extent of recoil 
mechanism and identifying cause of fault. Petri net model 
simplifies the logical relation of FTA as directed network 
consisting of place and transmission, so we can adopt 
analysis method of graph theory to deal with qualitative 
analysis of fault evaluation information database. 

Definition2 With regard to fault evaluation fuzzy 
Petri network ,  ),,,Pr,,( OMuPosteTPFPN �

if assume  is bottom event place set, 

is peak event place, if it exist subset  and 

original , if meet , well 

then exist satisfies , that 

we call  as cutest, if it doesn’t exist  to 

make  as cutest, then  is called the least cutest. 

PPE �

TP EC PP �

OM 1=)(:�� pMPp OC

)(� oT MRM 1=)( TT PM

CP CC PP �'

'CP CP
The cutset predicates that if some bottom event of 

Fault Tree occurs at one time, it will cause peak event 
occurs. One cutset represents one probability of one fault 
of recoil mechanism occurs, namely one fault mode. The 
following will give the matrix algorithm to solve the least 
cutest. 

Step 1: Initialization output place , order 

iterative step ; 
Tout PP �

0=k
Step 2: For output place , if , 

and 

outP outi Pt *��

),2,1=( ni � 1=*
it , so make serial numbers 

of transmission set � �it  constitute row vector  to 

be as row vector of matrix A , if 
ka

1>*
it , so we make 

serial numbers of transmission set � �it  constitute 

column vector  to be as column vector of matrix A; T
ka

Step 3: For output place , if ,which 
shows this place is the bottom place, then keep the 
numbering of the place in the matrix unchangeable; 

outP �=*
outP

Step 4: When the elements in matrix include middle 
place, assign , turn to step 3; 1+= kk

Step 5: When every elements in matrix A is 
substituted for basic place, then constitute a sparse matrix, 
then make the common elements between column and 
column of matrix fill the corresponding residual position, 
thus form a real matrix ; 'A

Step 6: The columns of matrix  form cutest , 
then get the least cutest through removing respective 
paternal set from . 

'A CP

CP
After getting the cutsets of recoil mechanism fault 

event, we need to evaluate fault severity extent of recoil 
mechanism to offer auspice for identifying maintenance 
level.  

. RECOIL MECHANISM FAULT INFORMATION 
DATABASE QUANTITATIVE REASONING 

In order to evaluate fault extent of recoil mechanism, 
we should take every factor of fault of recoil mechanism 
into consider, and computer the relative integrated fault 
exponent, and this significant to evaluate fault status of 
recoil mechanism and identifying maintenance level 
exactly. Here this paper evaluates the bottom fault 
severity extent from the influence to function and 
schedule, reduction of economic loss and life according to 
the effect to the whole system of bottom fault events. 
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Figure 2. Fuzzy comprehensive evaluation model of fault  

Maintenance engineer adopts the following four 
fuzzy languages to depict and describe bottom fault 
severity extent: {quite severe, severe fault, common fault, 
light fault}, its evaluation criterion table is showed by 
table 1: Fault evaluation criterion of recoil mechanism. 

Quantify bottom fault event severity level by using 
0.1 0.9 five-scale method, assign the four level four 
values: 0.9, 0.7, 0.5, 0.3. So we can do a quantity 
evaluation on severity extent of fault tree peak event. 
Recoil mechanism fault evaluation information database 
uses “or” “and” logical reasoning method, namely 
maximum and minimum operation on fuzzy set. Thus 
there is the following reasoning rule:[3][4]

Rule 1: say variable t enable if and only if: 

0, when transmission t is 

energized, mark of place  keep unchangeable, 
confidence of transmission t output is : 

ti
��p � )( ipM

ip

� �)(min)(�)( � itP pMttCF
i

	�      
Rule 2: when place P has several enable input 

transmission, namely p* 1, so after transmission 

�jt P energized, mark of place P is: 

{ })(max=)( ×� jpt tCFpM
j

     
Because Petri net uses a driving way of transmission 

event,[5] there exists some consistence between data 
information flow and forward reasoning, so quantitative 
reasoning course of recoil mechanism evaluation 

information database can be induced to: 
Step 1: Assign iterative step , we get token 

value of bottom event by communication with 
maintenance engineer (namely evaluation value of 
corresponding fault severity extent), then obtain original 
condition  of database system; 

0�k

0M
Step 2: Look for all of  which satisfies 

, if 0,compute output confidence 

 of transmission  according to formula ; 

jt

ji tp ��
 )( ipM
)( jk tCF jt

Step: 3 Search for place, give random 
transmission to random place , if meet 

0, then compute confidence  of 

place  by using formula ; 

jpt �� jp
)(tCFk )( ik pM

jp
Step 4: If Pp�
 , satisfy , 

then reasoning is over; or else assign 

)()(1 pMpM kk ��

1�� kk . 
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Abstract—According to the construction requirements of the 
city fire fighting remote monitoring system, this paper applies 
the Agent technology to the intelligent monitoring system 
which follows China's "city fire fighting remote monitoring 
system technical specifications”. This system is suitable for key 
unit of fire fighting, and has its directed behavior, and strong 
adaptability to the environment.  

Keywords- Agent; fire fighting; artificial intelligence; 
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In the fire fighting remote monitoring system, all the 

alarm information of the probes is transferred to control 

center through network, CDMA, telephone and other means 

at real time, so the direct alarm channels are established 

from key units of fire safety or from public places with 

automatic fire fighting facilities to fire control center. Thus, 

the fire fighting remote monitoring system can perform 

predetermined functions to achieve full automatic fire alarm 
[1]. The system construction method adopting Agent is an 

intelligent integration method. It is based on distributed 

architecture, and uses the Distributed Artificial Intelligence 

(DAI) techniques. By this means, the Agents can interact 

with each other to solve large-scale complex problems, 

making the system highly reliable and self-organizing. This 

method is a new approach to solve interaction problems in 

large-scale, complex distributed environments [2]. Therefore, 

it will make the system more intelligent and more integrated 

to combine Agent technology with monitoring technology, 

control technology, management technology and integration 

technology. The system will have high performance, high 

reliability and high efficiency. In this paper, Agent 

technology is applied to fire fighting remote monitoring 

system. This paper focuses on the structure of the Agent-

based monitoring system and the real-time data transmission 

technology in the monitoring system. 

I. AGENT  TECHNOLOGY 
The concept of Agent is derived from the artificial 

intelligence subject. The current consensus view is that 

Agent represents an autonomous entity which has 

independent problem-solving ability, and it can cooperate 

with other Agents to solve problems in the environment. 

Well-known British Agent theory researchers, Dr. 

Wooldridge and professor Jennings put forward that Agent 

is the computer system which is based on hardware or (more 

often) software and which is autonomous, reactive, 

initiative, and has social ability[3]. This definition allows 

design Agent in wider range of environment. Agent is an 

entity that has the ability to process information on its own 

initiative, and it has the ability to store and process the 

received information. It can feedback the results of 

analyzing the received information to the external 

environments. An Agent usually includes control module, 

communication module, information analysis and 

information processing module, preceptors, effectors and 

other parts. An Agent consists of Hardware Agent, Software 

Agent, and Mobile Agent. Software Agent (SA) is a set of 

procedures that perform the specified tasks in more self-
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governing way, it is the intelligent software entity that can 

be on behalf of users to perform tasks of calculations and 

information processing. It is also a computing entity that 

plays a part in a distributed environment independently and 

has its own life-cycle. This paper focuses on Software 

Agent, which is adopted in the design of city fire fighting 

remote monitoring system[4]. 

II. REQUIREMENT ANALYSIS AND SYSTEM 
ARCHITECTURE DESIGN 

According to the requirements of China's "city fire 

fighting remote monitoring system technical specifications" 

(GB50440-2007), the main functions of fire fighting remote 

monitoring system are receiving fire alarm information from 

the network users, sending confirmed fire alarm information 

to fire command center or other alarm response 

communication centers, receiving the running state 

information of fire fighting devices in the building; 

providing the Public Security Department and Fire Services 

Department with the access to querying fire alarm 

information from the network users and operation state 

information of fire fighting devices in the building, and fire 

safety management information, providing network users 

with the access to querying fire alarm information of their 

own and operation state information of fire fighting devices 

in the building, and fire safety management information, 

and updating the running state of the fire devices and fire 

safety management information from network users. 

In this paper, the Agent-based remote monitoring system 

monitors a key unit of fire safety, which may be a school, a 

factory or a large shopping mall and so on. This system is 

based on B/S mode. Each unit monitored is allocated an IP 

address in the system. Data acquisition and data processing 

are achieved through the network. Controllers can examine 

the situations of the monitored units and make adjustment 

through network. The structure of monitoring system is 

shown in Fig.1. 

The system structure is the combination of centralization 

and distribution. Making use of Agent technology, human-

machine collaboration is achieved in the monitoring units 

and monitoring center, therefore, the monitor procedure is 

intelligent. Monitoring center can be regarded as the core 

Agent which is responsible for coordinating the cooperation 

and competition between the Agents of the system. In the 

system, a number of temperature sensors, humidity sensors 

and cameras are set in each monitoring unit. Temperature 

sensors and humidity sensors get the temperature and 

humidity of the monitoring unit at real time, cameras can get 

the digital image of the monitoring units, and then transmit 

the data to the monitoring machine through RTS signal line. 

The interface RS-485 has strong anti-interference ability, 

and its transmission speed is fast. Multiple transmitters and 

receivers can share a line during the transmission process, 

thus, every data acquisition point and monitoring machine 

form bus structure. Using RS-485 interface, they 

communicate with each other through questions and 

answers. In this system, the control machine sends 

commands to all data collection points for data, and then the 

sensors transmit all kinds of data to the data acquisition 

boards which will transmit the received data to monitoring 

machine. The PCI-1716 data acquisition board is used in 

this system[5].Monitoring Agent receives the real-time 

information of the monitoring unit, and then transmits the 

information to sensors. There are two types of commands 

that Monitoring Agent sends to sensors: one type is the 

periodic commands for data collection, which are sent by 

the timer in the control system. The timer gathers the 

temperature and humidity of the monitoring unit. The other 

type is aperiodic commands which are handled by the 

operator. If the operator wants to know the temperature and 

humidity of specific control unit, he will use these 

commands. Then, the data of the monitoring unit is 

transmitted to Decision-Making Agent by Communication 

Agent. The Decision-Making Agent makes a judgment 
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according to the data. If the temperature or humidity is 

higher than setting value, or the real-time image reflects 

unnormal information, the Decision-Making Agent will give 

an alarm, and the The Management Agent responds to it 

finally. 

III. THE DESIGN OF MAIN MODULES OF THE SYSTEM 
The main modules of the system are the Management 

Agent, the Decision-Making Agent, the Communication 

Agent and the Monitoring Agent. The system based on 

Agent is developed in Visual C + +.  

A. the Management Agent Module 
1) Daily Operations Module 

In this module, users can gather the information of each 

monitoring unit, set monitoring parameters, view the block 

diagram of the system, and draw the tendency chart of 

important parameters. 

2) Monitoring and Management Module used by system 
administrator 

This module is the core of the whole system. It includes 

Reasoning Agent, Event Monitoring Agent, 

Communications Agent, Executive Agent and other Agent 

components. In this module, the administrator can initialize 

the parameter of the hardware, set the parameters of the 

monitoring unit, shut off the monitoring equipments of the 

unused monitoring unit, and set the states of the monitoring 

equipments. 

3) Failure Warning Module  
Users can set the normal monitoring parameters of the 

system. If an indicator is higher than normal value when the 

system is running, annunciator will alarm users 

automatically, and log files are created. If the control 

equipment sends abort signal, there will be automatic alarm 

in the system, the log files can be created and output by the 

printer. The alert data is automatically stored in preparation 

for postmortem analysis. 

4) Data Archiving and Report Generation Module 
Daily reports, monthly reports and statistical reports of 

the system can be created automatically in this module. The 

reports which are stored in monitoring database can be 

output by the printer.  

B. The Decision-Making Agent Module 
This module analyses and calculates the processed 

information, applies the related experience of the knowledge 

base to make a decision, and then acts on the external 

environment through the management module or monitoring 

module, or stores the experience into the knowledge base. 

C. The Communication Agent Module 
This module is the channel for data exchange between 

Monitoring Agent and Decision-Making Agent. Microsoft's 

MSCOMM is used in this system. MSCOMM provides a 

range of standard interfaces used for communication, and 

connects other communication equipments through serial 

port. MSCOMM can send commands, exchange data, and 

response a variety of errors and incidents in the 

communication process, so that we can use it to create full-

duplex, event-driven, efficient and practical communication 

program[6]. In this system, the Communication Agent sends 

data frames to the temperature sensor, and then the 

temperature sensor judges whether the address code belongs 

to itself, if it is, then the sensor will make a response. The 

length of data frame isn’t limited, which can be multi-bytes. 

D. The Monitoring Agent Module 
Monitoring Agent module receives the real-time 

information of the monitors. When there are potential 

failures and errors exist, the annunciator will alarm the 

administrator who should take immediate measures to 

maintain the normal operation of the system. 

IV. THE DESIGN OF INSTANTANEITY AND EXPANSIBILITY 
OF THE SYSTEM 

A. The design of instantaneity of the system 
As the temperature sensors and humidity sensors should 

upload data to the system at real time, communication 

program should be able to inquire about the data from the 

serial port at real time and make a response immediately. In 

order to meet this request, the multithreading technique is 
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adopted in communication model[7]. A working thread 

monitors the state of serial port, reads data as soon as it 

arrives, and makes corresponding disposal. 

B. The design of expansibility of the system 
In order to configure the serial ports as required during 

monitoring process, the InitPort class is designed firstly, by 

which users can set parameters of serial ports independently. 

Because reading and writing the ports are the key links of 

communication process, so ReadData function and 

WriteData function which are used to read and write ports 

are defined in class module Agent specially. As object-

oriented method is adopted in designing this module, thus, 

user programs just need derive new communication class as 

required in different application context, and rewrite or add 

their own codes to meet different communication 

demands[8].    

V. SUMMARY 
This paper makes a preliminary study on the application 

of Agent in fire fighting remote monitoring system, puts 

forward the architecture of fire fighting remote monitoring 

system based on Agent, and designs every Agent module of 

the system. Compared with the conventional hierarchical 

distributed monitoring system, this monitoring system has 

high intelligence, integration, distributiveness and openness. 

It is believed that with the development of artificial 

intelligence and controlling technique, and with further 

research, fire fighting remote monitoring system based on 

Agent will enjoy greater development and more extensive 

application. 
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Abstract—In order to resolve the pouring state recognition 
problem of continuous casting slag detection system (CC-SDS) 
and reduce its control delay, a kind of C language integrated 
production system (CLIPS) based CC slag detection expert 
system (SDES) was brought forward. Multi-channel real-time 
vibration signal collection system oriented to slag detection 
was established, and it could supply stable real-time support 
for the expert system. According to factual investigation 
results of CC production field, system knowledge base and fact 
base were realized by CLIPS frame. Using application 
program interface (API) of CLIPS, inference engine of the 
system was set up with relative transcendent production rule 
and detection algorithms in Linux environment. Combined 
Protégé technology, system developing period was decreased, 
and the interactivity performance was strengthened during the 
course of system development. Based on modularization 
principle, the reduced and configurable light graphic 
components library was designed and completed by Qt/E, a 
mature graphic user interface (GUI) tool library, and it could 
supply Chinese operating environment. Industry field 
experiments prove that this system has good cross-platform 
ability, can effectively judge the typical slag state, and can 
supply corresponding operating advices and its confidence 
degree. 

Keywords- continuous casting; slag detectio; expert system; 
CLIPS, ontology system 

I.  INTRODUCTION 
Slag detection system (SDS) is one of critical 

technologies of continuous casting (CC) production, it 
brings important influence for the quality of casting blank 
and the service life of continuous casting machine (CCM). 
As a new slag detection method, vibration detection method 
has some advantages such as low cost, easy maintenance, 
long service life, and developed very rapidly form 2000[1]. 
But CC-SDS based on vibration measurement has some 
inherent technical problems of long control delay and 
difficult pouring state identification because of complex 
peripheral vibration interference, and it can’t satisfy 
practical demand of CC production. 

Expert system is the chief research achievements of 
artificial intelligence area, it can simulate the inference 
process of human expert by computer technology, and reach 
the ability or level of similar human expert[2]. Aiming at 
above problems of vibration method, this paper firstly 
introduces expert system technology into slag detection area, 
brings forward a kind of CC slag detection expert system 
(SDES) realization method based on C language integrated 

production system (CLIPS) in Linux operation system 
environment, and finishes the relative industrial application 
instance[3]. It can judge typical pouring state effectively, 
supply corresponding operation advices and its degree of 
confidence. 

II. CC TECHNICAL PROCESS AND VIBRATION SLAG 
DETECTION METHOD 

CC production technical process is shown in Fig.1, molten 
steel of ladle flow into tundish, mould, and freeze into 
blanks with different cross-section. In the anaphase of ladle 
pouring, the steel slag with smaller density flow into tundish 
by effect of vortex and accumulated gradually, it will bring 
negative influence to the quality of steel products, in some 
serious circumstance, it will make CC production halted, 
and shorten the service life of CCM in the same time. 
Therefore, slag detection for ladle to tundish is the very 
technology which can finds out the time point of ladle slag 
carry-over in time, closes the ladle nozzle valve and prevents 
slag from tundish[4]. 
 

 

Figure 1.  Abridged general view of arc CCM production technical 
process. 1-Ladle 2-Tundish 3-Mould 4-Vbration unit 5-Second cooling 

unit 6-Straightener 7-Blank 8-Cutting device 

Vibration detection method is an indirect method. When 
molten steel and slag pass through the shroud nozzle, there 
is shock vibration difference because of their different 
density. The shock difference can be detected by vibration 
sensor which is installed the end of CCM operation arm, and 
the ladle pouring state and slag carry-over time point can be 
identified. According to field investigation, this paper finds 
that there are many vibration interference sources in 
continuous casting production workshop, such as ladle 
placement shock vibration, working shock of peripheral 

2010 Ninth International Symposium on Distributed Computing and Applications to Business, Engineering and Science

978-0-7695-4110-5/10 $26.00 © 2010 IEEE

DOI 10.1109/DCABES.2010.141

683



metallurgy device, navigate crane traction shock vibration, 
self structure vibration of CCM etc. Under this condition, 
steel flow shock vibration signal obtained by sensor is 
weaker than peripheral interference, it is provided with 
mutant characteristic, and has high uncertainty and 
randomness[5]. So there is high difficulty to identify pouring 
state by using vibration detection method. 

III. SDES ARCHITECTURE 

A. System Function Requirements Analysis 
According to the specialty of CC production technical 

process and vibration slag detection method, expert system 
oriented to slag detection should satisfy the function 
requirements as follows: 1) recognizing main interference 
sources of peripheral environment, and eliminating 
interference by digital filtering and signal filling methods; 2) 
identifying 3 kinds of typical casting states: no slag (pure 
molten steel), mixing slag and all slag; 3) finding out slag 
carry-over time point in time using relative rules or 
algorithms; 4) supplying ladle pouring state detection report 
based on detection results, and guiding ladle operators to 
finish corresponding tasks; 5) having abilities of device 
management and parameters configuration to adapt different 
special demand of detecting targets and working 
environment.  

In order to realize above requirement, SDES must have 
following characteristics: 1) A powerful real-time data 
collection system (RTDCS) which can provide strong data 
source for expert system inference; 2) A compact and high 
efficiency inference engine which can make fast calculation 
and judgment for detecting object, and work out some 

relative decisions according to special time demand; 3) 
Special slag detection knowledge base combined with 
knowledge base management algorithms which can realize 
self study and rule management; 4) A lightweight graphics 
user interface (GUI) which provides friendly human-
computer interface (HCI). 

B. System Development Flow 
Combined research achievements of supporting research 

projects, in Linux operation system environment, this paper 
adopts the developing chain of C + CLIPS + Protégé + 
Eclipse + Qt to develop SDES, and the detail realization 
work flow is shown in Fig.2. Firstly, bottom layer 
components (BSC) are realized by basic programming 
language C, it will finish the work of real-time data 
collection and communication, vibration signal 
preprocessing, calculation and extraction of symptom data, 
hardware modules’ driver etc. Then, system inference 
engine frame (IEF) is established around by CLIPS, the 
management and development interactivity ability of 
monitoring objects system is strengthened by using Protégé, 
a visual ontology editing tool. By merits complementation of 
the two, system IEF development time will be shortened in 
large degree. Application layer components (ALC) such as 
GUI, system parameters configuration module and Chinese 
supporting environment are designed by mature Linux 
graphic tool library - Quarr-tech embedded (Qt/E), and its 
combination with IEF was realized by mixing compiling 
method[6]. At last, according to basic requirements of SDES, 
special application instance is developed and integrated by 
an integrated developing environment tool-Eclipse.  

 

 
Figure 2.  SDES development flow.  

The tool chain effectively integrates every element’s 
merits, its development period is shorter than other single 
expert system development tool. Any composition element 
has good cross-platform ability, so it has wide application 
range, and can be used in most of popular operation system 
by now. During the course of system development, all 
intermediate process files which are created by tool chain 
have the same format of pure text, so they have no relativity 
with developing tool, require smaller storage space, and can 
satisfy wide system environment including embedded 
system. What’s more, elements of the tool chain are open 

source project software except Qt, therefore, system 
development cost will be controlled well. 

C. System Modules Composition and Its Data Interactivity 
In allusion to fundamental requirements of SDES, its 

summary architecture can be divided into three layers: real-
time data supporting layer, system recognition layer and 
application interface layer (shown in Fig.3). The first layer is 
RTDCS, it composed of data collection module (DCM), data 
calculation and analysis module (DCAM) and data storage 
module (DSM). DCM collects steel flow shock vibration 
signal by piezoelectric vibration acceleration sensors which 
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is installed in the end of CCM operation arm, then delivers 
real-time data to DCAM after preprocessing. DCAM takes 
the responsibility of calculation and extraction of ladle 
pouring state symptom data using relative digital signal 
processing algorithms. Simultaneously, data can be stored 
by DSM, then the slag detection topic data base is 
established to supply data source for system knowledge 
study and data mining. The second one is the core of whole 
system, it is compose of inference engine, ontology 
management module (OMM), knowledge study module 
(KSM), and the inference engine is can be divided into two 
sub-modules: decision and inference module (DIM) and rule 
management module (RMM). DIM receives symptom data 
form DCAM and do some operations of inference and 
decision according to relative rules. RMM takes charge of 
addition, removal, edition of knowledge and rules, it makes 

the system inference work effectively. OMM supplies the 
interface of object ontology to operate and edit the inference 
engine, and strengthens the flexibility of system. KSM is 
based on real-time data and history data of the topic data 
base, trains the rules and knowledge aiming at some special 
facts, keeps system worked effectively at a good level. The 
last one includes system application components oriented to 
different user: field process and control module (FPCM) and 
human computer interface module (HCIM). FPCM offers 
user decision list, advice measure and relative degree of 
confidence, gives out total detection report, and supply 
outcome journal sheet for printing. HCIM is the interactivity 
interface for users, finishes the work of system start/halt, 
running parameters configuration, management for ontology 
system and rule modification[7]. 

 
Figure 3.  Sketch map of system modules composition and its data interactivity.  

IV. DETECTING TARGET ONTOLOGY SYSTEM 
In the process of CC production, in order to effectively 

recognize molten steel pouring state, find out slag carry-over 
time point, and execute relative control tasks for other 
detecting targets such as tundish weight or mould liquid 
level, it is necessary to make definition for all detecting 
targets, establish target ontology system which is expert 
system logic carrier to calculate and manage by computer 
system. So this paper needs to select adaptive ontology edit 
tool and running frame which not only satisfy the demand of 
continuous casting practice, but can offer good interactivity 
performance for system development. 

A. Ontology Realization Based on CLIPS and Protégé 
CLIPS is an open source expert system developing tool, 

it has such advantages as convenience, low cost, small 
occupation space and easy to be integrated by most of 
popular computer system environment. Its latest version is 
6.3 Beta, it can provide kinds of knowledge expression 
method: rule production, framework structure, object-
oriented, process-oriented etc, and has good cross-platform 
performance. The source code of CLIPS is compatible with 
C, its executable files, source code and technical documents 
can be downloaded from Internet freely, and that brings 
customers much convenience for secondary development. 

Since the operating interface of CLIPS is in form of 
command line, interactivity is relatively limited, so it is 
difficult to build a complex ontology system and meet the 
requirement of system flexibility; large quantity of simple 
and repeated work need to be done, and long working hours 
will be used. Accordingly, the appropriate ontology editor 
should be choose to make ontology management description, 
and the ontology system is imported into CLIPS framework, 
that can resolved the problem above and greatly reduces 
developing time and increases interactivity in the same time. 

There are dozens of tools supporting ontology developing 
by now, which have different virtues. Protégé is an open 
source ontology edit tool originated by Stanford university, 
it can realize ontology edit and other operations easily in 
visual environment; it has perfect plug-in mechanism, can 
support large number of plug-in units including CLIPS; it 
has good cross-platform ability, brings a graphic interactive 
knowledge ontology design and developing environment 
based on knowledge; it can coordinate knowledge engineers 
and experts in special fields to accomplish knowledge 
management tasks. Knowledge ontology developing people 
can access the related information promptly when it is 
necessary, and can directly implement navigation and 
operation of knowledge ontology management. Protégé is 
object-oriented, supports class and class architecture 
multiple inheritance. So it is a good choice to realize the 
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building and description of ontology for detecting target 
system and its members[8]. According to the technical and 
running character of CLIPS, as shown in Fig.4, target 
ontology system oriented to SDES is designed with 
following steps: 1) Every part of target system (factory, 
workshop, devices, sensors etc.) will be defined in the same 
mode, confirmed its class inheriting relation, instance and 
slot attribution in Protégé system frame; 2) Using the CLIPS 
plug-in interface of Protégé, the defined ontology system is 
saved as the file with “clp” expansion name, and leaded into 
CLIPS frame to finish the ontology realization; 3) In 
allusion to special requirement and application condition, 
CLIPS can modify the ontology file by its command or API, 
then write back to Protégé frame.  

 
Figure 4.  Detecting target ontology system frame realization.  

Above method realizes the dominance concordance of 
Protégé and CLIPS, overcomes poor interactivity problem of 
CLIPS. In order to verify the developing time improvement 
of the method, this paper has done time comparison 
experiments. Aiming at same simulating detecting target, 
under same coding productivity condition, ontology system 
needs 4 working days by CLIPS only. In the process of 
editing, if mistakes, it is hard to modify, and even edit again. 
However, it only needs 2.5 working days using this method, 
and the ontology file is easy to modify and edit. 

B. Realization of Ontology System 
The main detecting target of SDES is CCM, it includes 

lots of detecting instances such as ladle turret, ladle, 
operation arm, tundish and mould, thereinto the operation 
arm is the critical detecting target. Large scale steel 
production enterprise is commonly consisted of many 
branch factories (BF), and every factory is consisted of 
many continuous casting production workshops (CC-PW) 
including several CCMs. In order to adapt the requirement 
of information management, detecting target ontology 
system must have tight tree topology structure, and the 
ontology system model of a certain steel corporation is 
shown in Fig.5. 

The model is a tree with four layers, the root node is 
certain steel corporation A, the leaf node is detecting target 
CCM Axyz, x is BF code name, xy is PW code name, and z is 
CCM serial number. Every node of the tree is looked as an 
abstract class which stands for a kind of entity of detection 
process such as BF Ax or PW Axy, and its member is the 
essential devices and technical annulus of CC production 
practice. As expert system detecting target, CCM includes 
affiliated PW, production date, production factory, use age 
limit, physical dimension, main technical parameters and 

other attribution members, and it derives five sub-classes: 
ladle turret, ladle, operation arm, tundish and mould. CLIPS 
has good object-oriented design ability, which supply 
sufficient condition for ontology system establishment. The 
hierarchical model is set up by Protégé, objects or instances 
for factual detecting target are created, and their slot 
parameters are initialized. Then the created ontology file is 
leading into CLIPS frame, and the design and editing for 
detecting target ontology system is finished. 

 

 
Figure 5.  Detecting target ontology system model.  

Ontology system is the logic carrier of expert system, it is 
very important to obtain corresponding ontology instance 
and its members promptly for expert system inference. 
What’s more, when expert system is finished, user hope to 
edit or modify ontology system on line because of some 
special demand. So the traversing and finding for every 
ontology system node is an indispensable task. Due to 
limited API functions supplied by CLIPS, it is very fuzzy 
and complex using regular traversing algorithms, the time 
outgoings will be high, that can not satisfy the system 
development requirement. This paper adopts recursion 
method to realize the traversing and finding of ontology 
system. The code is compressed, there is only one function 
which can finish the traversing of all model and can achieve 
high time efficiency. The core code is shown as follows: 
 
myfindclass(char *name) 
{ 
void *defclassPtr1=NULL; 
void *defclassPtr2=NULL; 
void *value, multifieldPtr, browse_result;  
void *instance_result, nextinstanceptr;  
DATA_OBJECT result; 
//finding input node and get its position  
defclassPtr1=FindDefclass(name); 
ClassSubclasses(defclassPtr1,&result,0); 
multifieldPtr = GetValue(result); 
//recursive traversing  
for(i=GetDOBegin(result);i<=GetDOEnd(result);i++) 
{ 
value = GetMFValue(multifieldPtr,i); 
browse_result = ValueToString(value);   
defclassPtr2=FindDefclass(browse_result); 
nextinstanceptr = 
GetNextInstanceInClass(defclassPtr2,NULL); 
while(NULL!=nextinstanceptr) 
{ 
instance_result = GetInstanceName(nextinstanceptr); 
nextinstanceptr = 
GetNextInstanceInClass(defclassPtr2,nextinstancept
r); 
} 
myfindclass(browse_result); 
} 
} 
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V. KNOWLEDGE BASE AND INFERENCE ENGINE BASED 
ON CLIPS 

A. Development of Knowledge Base 
Knowledge base is an indispensable part of expert system, 

it is the foundation of inference engine decision, and 
requires strong self study ability and high efficiency 
management mechanism. Though CLIPS supplies enough 
API to establish knowledge base and realize relative 
management functions, it could not arrive at the demand of 
slag detection by its simple study and matching mechanism 
because of complexity of steel flow vibration signal 
processing. Accordingly, this paper develops many digital 
signal processing algorithm modules with uniform function 
interface, such as time-field calculation, frequency-field 
calculation, statistic eigenvalue calculation, correlation 
calculation and so on, which will supply power support for 
rule inference further. Then characteristic set extraction is 
done for 3 kinds of assured steel flow pouring states, and 
system study is executed to obtain the detecting threshold by 
vector quantization (VQ) method[9].  

The management strategy of knowledge rule which 
determines the working efficiency of the whole expert 
system is also very important. Knowledge rule can be 
divided into two groups: replaceable and irreplaceable. 
Ordinary prior rules such as manufacture rule, industry 
standard, they can be used as frequent rule irreplaceably 
since they already have adequate accuracy. However 
inference rules which come from self study and data 
calculation have inaccuracy to some extent, then knowledge 
can be updated according to different replacement means. 

B. Realization of Inference Engine 
Production rule inference is the prominent character of 

CLIPS. After knowledge base establishing, CLIPS rules can 
be compiled according to practical technical requirements, 
and the realization work of inference engine will be finished. 
The first step is obtaining characteristic value sequence of 3 
kinds of typical pouring states and other detecting instances 
such as ladle weight, tundish weight and classic interference, 
and initialing the sequence. 

Recognizing 3 kinds of typical pouring states, and finding 
out slag carry-over time point accurately and promptly are 
main function requirement of SDES. Aiming at the problem 
of decision delay brought by the efficiency of signal process 
and rule matching, this paper adopts second warning 
mechanism to resolve this problem based on plenteous 
prophase research achievements. When small quantity of 
slag enter tundish, the first warning is carried out and 
corresponding decision is given combined ladle weight 
signal; when a great deal of slag appear, the second warning 
is launched, the decision for shut down nozzle is given. 

VI. SYSTEM APPLICATION INSTANCE AND FIELD 
EXPERIMENTS 

A. RTDCS 
RTDCS is fore-end entity support of whole expert 

system. According to prophase research achievements of 

supporting projects[10], this paper adopts embedded system 
with dual CPU architecture to finish data collection function, 
it can reduce system hardware cost, power consumption and 
volume. The first unit of RTDCS is lower-position computer 
(LPC), which is a data collection card based on MSP430, it 
collects physical signal of detecting target (steel flow 
vibration signal of operation arm, weight signal of ladle and 
liquid level of tundish), carries out pre-procession for the 
physical signal, and then uploads them to upper-position 
computer (UPC) according to data transport protocol 
constituted. UPC is the other unit of RTDCS, it is a data 
management and analysis system based on SA110; it is the 
hardcore of RTDCS, takes the responsibility of data 
receiving, analysis and calculation; it is composed of data 
receiving management module, parameters configuration 
module, data access interface, disk storage module and 
system function interface; it achieves the functions of multi-
channel distribution, storage, calculation, inquiry, 
transmission for real-time data using the system function 
interface, and offers expert system stable data source. 

B. Application Instance Generation 
System integration is the key operation of expert system 

development, so it is necessary to choose appropriate system 
integration tool. Eclipse is open resource software based on 
Java extensible platform; it was initiated by IBM and 
supported by Borland, Sybase and many other companies. 
Eclipse is a tool integration platform; it provides framework 
used to develop plug-in, that makes creating, developing and 
using more easily. As far as Eclipse is concerned, it is only a 
set of rules which can meet the following requirements: 
supporting the establishment of multi-application developing 
tools; developing kinds of plug-in independently; developer 
can independently develop tools which integrate with other 
standard tools seamlessly; running on multi platform, such 
as Windows and Linux[11]. So this paper adopts Eclipse to 
realize system application instance, and the main control 
interface of SDES application instance by using Qt/E is 
shown in Fig.6. 

 

 
Figure 6.  Main control interface of SDES application instance.  
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C. CC Field Experimental Results 
This system has pilot run in different CCMs of Beijing 

Shougang Company Co., Ltd, Fujian Sanming Steel Co., 
Ltd and Jiangyin Xingcheng Special Steel Co., Ltd for long 
time. A phased experimental results of 50 pouring times (10 
working groups) is shown in Tab.I. 

TABLE I.  STATISTICAL TABLE OF EXPERIMENTAL RESULTS 

Recognition results / 
Pouring times Pouring 

state No 
slag 

Mixing 
slag 

All 
slag

Recognition 
rate / % 

Slag 
detecting 
rate / % 

No slag 48 2 0 96 -- 
Mixing 

slag 1 46 3 92 96 

All slag 0 1 49 98 100 
 

It is clearly find that this system can effectively recognize 
3 kinds of typical pouring states with more 92 percents, and 
its slag detecting rate, the most important slag detection 
technical index, can arrived at more 96 percents. As shown 
in Fig.6, it can supply decision degree of confidence and 
detection report, which can satisfy the CC production 
practical demand well. 

VII. CONCLUSIONS 
This paper brings forward a kind of steel flow CC-SDES 

realization method based on CLIPS frame. According to the 
characteristics of CC production technical process and 
vibration slag detection method, function requirements of 
SDES is determined, and the corresponding system 
developing tool chain is given. Combined the advantages of 
CLIPS and Protégé, detecting target ontology system is 
established, it reduce system development time and 
difficulty effectively. Aiming at steel flow vibration 
properties, bottom layer signal processing components 
library is developed, CLIPS knowledge base and inference 
engine are established based on the library. By embedded 
system technology, RTDCS with multi-channel data 
collection ability oriented to SDES is realized. Industry field 
experiments prove that this system can recognize 3 kinds of 
typical ladle pouring states, its slag detecting rate can arrived 
at more 96 percents. The future research work will be 
carried out around by ontology frame optimization and 
knowledge base management algorithms. 
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Abstract—Fetal macrosomia not only produces a great risk in 
delivery both to the mother and the fetus, but also has a bad 
influence to the future of the child. Prediction of fetal 
macrosomia has an important clinical meaning. In this paper, 
a new model of estimating fetal macrosomia is proposed. The 
aim of the model is to predict the fetal macrosomia, not the 
fetal weight. An artificial neural network is established to 
estimate the fetal macrosomia, the original data are trained 
and tested with the Bayesian Regularization method. The 
model gets an accuracy of 75% with estimating fetal 
macrosomia. 

Keywords-fetal macrosomia;artificial neural network; 
Bayesian Regularization 

I.  INTRODUCTION  
Fetal macrosomia is defined as the fetal’s weight is 

greater than 4000g. Fetal overgrowth can lead to 
intrauterine death [1]. During delivery large fetus suffers a 
great risk of shoulder dystocia, fetal hypoxia. Large fetus 
also has a possibility of diabetes, overweight, asthma, etc. 
Exact prediction of fetal macrosomia can help the pregnant 
woman to select proper labor mode.   

There are several equations being used in estimating the 
fetal weight [2][3][4], but the common problem of these 
equations is the low accuracy of estimation. In fact, the best 
result of prediction with fetal macrosomia is about 66%[5] 
according to the standard of the mean absolute error is 
below 250g. The primary reason of these equations is that 
they are mainly used to calculate the weight of fetus. In 
other words, these equations are extracted from a large 
number of fetuses’s weight, while most of the fetuses are 
normal birth weight infant. In order to get the maximum 
accuracy, the equations have to comply with the 
overwhelming majority, so there are always the very few 
cases which can not comply with the equations. 
Unfortunately these very few cases usually are fetal 
macrosomia.  

In this paper, we propose a new model of estimating fetal 
macrosomia. The aim of the model is to predict the fetal 
macrosomia, not the fetal weight. In order to strengthen the 
difference of fetal macrosomia and normal birth weight 
infant, 1 is assigned to the cases of fetal macrosomia and 0 is 
assigned to the cases of normal birth weight infant. A 
multiple-layer back propagation neural network is 
established, in order to improve the generalization and avoid 
the overtraining the Bayesian Regularization method is used. 

The paper is organized in the following: section II introduces 
the artificial neural network; section III discusses the cases 
that estimating model of fetal weight is not suited for the 
prediction of fetal macrosomia. Section IV describes a new 
model aimed at prediction of fetal macrosomia based on 
artificial neural network. Section V gives the result and 
conclusion.  

II. ARTIFICIAL NEURAL NETWORK 
Artificial neural network (ANN) is widely used in 

machine learning, pattern recognition. ANN imitates the 
biological neural network of human being. The aim of ANN 
is to find out the complex relations between cause and effect. 
Back propagation (BP) ANN is composed of multi-layer 
networks, a three-layer BP network is shown in figure1: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Architecture of the BP neural networks   
 
The BP network is composed of three kinds of layers, the 

input layer, the hidden layer and the output layer, the hidden 
layer can have multiple layers, for example hidden layer1, 
hidden layer2…, in figure 1 there is only one hidden layer. 
Each layer can have many neurons; every line in figure 1 
represents a weight between two neurons. If the neurons in 
input layer are defined as x1, x2… xk, the neurons in hidden 
layer are defined as h1, h2… hn, the neurons in output layer 
are defined as y1, y2… ym, the weights are defined as 1

, jiw , 
which means the strength of connection between the ith 
neuron of input layer and jth neuron of hidden layer, then for 
a neuron in hidden layer hj, there is an equation: 
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Where b represent bias of the neuron, f means transfer 
function, similarity for a neuron in output layer yi, there is an 
equation:   
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Where 2
,ipw  means the strength of connection between 

the pth neuron of hidden layer and ith neuron of output layer.  
 
If we want to find out the complex relations between the 

fetal macrosomia and some parameters such as weight and 
height of pregnant woman, the biparietal diameter, head 
circumference of fetal, then the parameters from both mother 
and the fetal should be used as neurons of input layer, that is 
x1, x2… xk, and the output layer only has 1 neuron, represents 
the possibility of appearance of fetal macrosomia.  

The BP network firstly should be trained with many 
examples of proper relations between input and output. In the 
training for each example X, equations (1) and (2) are 
calculated, we get an output Y, which represents the 
possibility of fetal macrosomia. If the actual weight is above 
and equal to 4000g, then the target value T is equal to 1.0,  
otherwise T is equal to 0.0. If Y is not equal to T, then the 
error ( )2TYe −=  is used to modify the weights and biases 
according to some kind of algorithm. The simplest algorithm 
is that the weights and bias are adjusted in the direction 
which the error e decreases most rapidly. Then another 
example is given to the network, and according to new error 
e of new Y and T, the weights and biases are adjusted in the 
same way. The network will not stop training until the error 
is below a certain value being set in advance. After training, 
the network can be used to predict the possibility of fetal 
macrosomia. When there is a new pregnant woman, the same 
parameters as above x1, x2… xk, should be gathered from 
both mother and fetus, and feed into the BP network, then a 
corresponding value y is calculated to represent the 
possibility of fetal macrosomia.   

A common problem in BP networks is the Generalization.  
The error of network may be driven to a very small value in 
training, but when a new data is fed into the network the 
error is becoming large. In fact the network has memorized 
the training data. The reason of this problem is that the error 
e is the only goal of training. The network has overfitted to 
the training data in order to get the minimum error.  

Bayesian Regularization is the method of improving 
neural network generalization. The Regularization means 
that the error e is modified to the sum of two items. The first 
item is the same as above, that is ( )2

1 TYe −= λ , and the 
second item is the ( )∑

=

−=
n

i
iwe

1

2
2 1 λ ,where 10 << λ . The goal of 

training minimizes not only the error between network 
response and output, but also the weights in the network. 
After training the network response becomes smooth and 
less likely to overfit. But it is difficult to select the proper 

value of λ . The Bayesian Regularization can select the 
proper value of λ  automatically [6]. 

 

III. ESTIMATING MODEL OF FETAL WEIGHT NOT SUITED 
FOR THE FETAL MACROSOMIA 

There are many studies on prediction of fetal weight. The 
mean absolute error in estimating birth weight of 
macrosomic newborns is 250-500 g in most studies[7]. We 
believe that in these studies the main propose is to predict the 
fetal weight, not to the fetal macrosomia. So the models in 
these studies have to comply with the most majority of fetal 
weight to achieve the max accuracy. But the most majority 
of cases are normal birth weight infant and there are always 
very few cases which can not comply with the equations. 
Unfortunately these very few cases usually are fetal 
macrosomia. 

In order to explain the above idea, we established a BP 
network with MATLAB to predict the fetal weight. The 
network contains three layers, input layer, hidden layer, and 
the output layer. Four parameters form mother and three 
parameters from fetus are used as input neurons, they are 
height (H), weight(W), fundus height(FUH), abdominal 
circumference(AC)  of the mother and  biparietal diameter 
(BPD), femur length(FL), amniotic fluid index (AFL) from 
the ultrasonic measurement of the fetal. The output of 
network is the fetal weight. Data from 270 pregnant women 
are used to train the BP network, among them there are 33 
fetal macrosomia.  The transfer function between input layer 
and hidden layer is log sigmoid, and transfer function 
between hidden layer and output layer is the linear function. 
In order to improve the generalization, Bayesian 
Regularization method is used in training. The hidden layer 
has 10 neurons. After 271 epochs, the network stopped at 
“maximum MU reached”. The absolute average error is 226g, 
which complies with most studies on fetal weight. The 
relation between predict value of network (A-value) and the 
target value (T-value) is shown in figure 2; the correlation 
coefficient (R-value) is 0.754.   

Two incorrect cases are extracted from figure2. One is 
those examples in which the actual fetal weight is above or 
equal to 4000g (T>=4000g), while the predict value is below 
4000g (A<4000g), and the other is those examples in which 
the fetal weight is below 4000g (T<4000g), while the predict 
value is above or equal to 4000g(A>=4000g). The 
inconformity cases are displayed in figure 3. Where the 
symbol “+” represent the predict value of network, the 
symbol “o” represent the actual fetal weight. Totally there 
are 27 examples in figure 3, among them 20 examples 
belong to the first case, in these examples the actual fetal 
weight is above or equal to 4000g, but the network model 
can not give the correct answer. Compared with the 33 fetal 
macrosomia in 270 examples, the model has a poor 
worthiness. Different hidden nodes from 10-20 give similar 
results as figure 2. So we believe the model of estimating 
fetal weight may not suitable for prediction of fetal 
macrosomia. 
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Figure 2. Linear regression between the network response 

and the target(model for fetal weight) 
     

 
         Figure 3. Incorrect data of model on fetal weight  
 

IV. A NEW MODEL OF ESTIMATING FETAL MACROSOMIA 
In order to strengthen the difference of fetal macrosomia 

and normal weight fetus, we propose a new idea of 
prediction. The neural model is aimed at the possibility of 
fetal  macrosomia. The input layer of network is the same as 
in section III, while the output node of neural network is not 
the actual fetal weight, but the possibility of fetal 
macrosomia. For each case if the fetal weight is above 4000g 
then its target value is 1.0, otherwise its target value is 0.0. 
After the network is trained, it can be used to predict the 
possibility of fetal macrosomia with new data. When there is 
a new case, the parameters that are gathered from the mother 
and ultrasound measurement are presented to the network as 
inputs, then the output value of network represent the 
possibility of fetal macrosomia. If the value is above a 
certain threshold (for instance 0.5), then the fetus is fetal 
macrosomia, otherwise it is normal weight. 

In order to improve the generalization of BP networks, 
the Bayesian Regularization method is used.  Hidden 
neurons 2-22 are used to train the original data. The training 
stops at “Maximum MU reached” each time, which means 
the algorithm has truly converged. But the model still can not 

cover all cases; there are always a few cases inconformity 
with the model. The inconformity cases means two incorrect 
cases. One is those examples in which the actual target value 
is 1.0, while the predict value is below a certain threshold 
value(A<threshold), and the other is those examples in which 
the actual target value is 0.0,  while the predict value is 
above or equal to a certain threshold value(A>threshold). 
The threshold value should vary with the network response.  
Table 1 shows the correlation coefficient values, cases of 
inconformity, summation of squared error(SSE) respectively. 
For each kind of neural model, 10 times are trained and the 
average values are calculated. The threshold is 0.5. 

 
Table 1. Statistics from different hidden nodes 

hidden 
neurons Correlation SSE cases of 

inconformity
2 0.638 159.7 24.2
3 0.661 151.7 21.6
4 0.703 136.4 18.4
5 0.760 113.7 14.8
6 0.761 113.7 14.3
7 0.788 102.5 12.1
8 0.809 93.7 10.7
9 0.838 80.5 10.1

10 0.861 70.4 6.4
11 0.870 66.3 6.1
12 0.881 60.8 6.0
13 0.913 45.2 2.1
14 0.922 40.6 1.4
15 0.928 38.0 1.0
16 0.944 29.9 0.7
17 0.95 26.5 0.4
18 0.962 20.1 0.1
19 0.965 18.6 0
20 0.973 14.9 0
21 0.981 10.3 0
22 0.983 9.2 0

 
In table 1, the correlation coefficient grows along with 

the hidden nodes increase, while the SSE is becoming small. 
Although much less SSE may be achieved when the hidden 
nodes is above 22, the improvement of correlation 
coefficient is very tiny. Figure 4 shows that the linear 
regression between the network response (A) and the target 
(T) with 22 hidden nodes. The data points on the left side in 
figure 4  represents the normal birth weight infant and the 
data points on the right side represents the fetal macrosomia. 
From the figure, we can see the two kinds of cases are well 
classified. So the 22 hidden nodes of hidden layer seem to be 
selected to establish the neural network. But since we have 
defined that the network response represents the possibility 
of fetal macrosomia, the two values of fetal macrosomia and 
normal birth weight infant should not be separated from each 
other sharply. In fact the fetal weight of 3950g and 3980g are 
very likely the fetal macrosomia. On other hand there is 
always noise in data although we gathered the cases very 
carefully. In summation 13 hidden nodes are selected in 
hidden layer. Figure 5 shows the linear regression between 
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the network response and the target with 13 hidden nodes. 
The two kinds of fetal weight are just being separated from 
each other. The neural network should not lead to overfit to 
the training data under the circumstances. So the network 
architecture is 7-13-1.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Linear regression between the network 
response and the target(model for fetal macrosomia,22 

hidden nodes) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Linear regression between the network 
response and the target(model for fetal macrosomia,13 

hidden nodes) 

V. RESULTS AND CONCLUSION 
We tested our neural network with 87 new cases. Among 

them there are actual 12 fetal macrosomia, the network 
model gives out 9 fetal macrosomia. The accuracy rate is 
75%, which is greater than the traditional equation methods.  
     There are many methods of estimating fetal weight; we 
believe these methods are not suited for prediction of fetal 
macrosomia. We established a neural network to estimate the 
possibility of fetal macrosomia. The model is tested with 
new cases and gets better result than the traditional equation 
methods. 
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Abstract—Data persistent is an important part of development 
in JavaEE, and it is an intractable problem in process of 
designing E-government system. However, we usually use a 
single framework to build enterprise-class applications, such as 
mixed logic of reuse program and poor expansibility. The 
realizing scheme of how to use abstract factory pattern, DAO  
pattern, VO pattern, singleton pattern and Hibernate 
framework to design a data persistence framework, with the 
development of a certain communication enterprise’s fixed 
assets management system, and part of the implementation 
codes was given. This framework can make the system agile 
and alterable. What’s more, this framework effectively 
improves the code reusability and extensibility.  

Keywords- data persistent framework；Abstract factory 
pattern ； dao pattern ； singleton pattern ； hibernate 
framework 

I. INTRODUCTION 
With the strong development of China’s economy and 

industrial structure, the functions of government have been 
changed from single to synthetical. Meanwhile, the 
departments which deal with the administration of public 
matter, its quantity of information and professional work is 
sharply increasing. However, they have to face at the visiting 
request from numerous internet users. Then, the limited 
recourses from server-side become bottleneck of raising 
service performance on e-government affairs. Therefore, it is 
necessary to search a method to solve this problem.     

This article is discussing about how to render much safer 
and steadier service and increase the usage of resources by 
using factory mode, data access mode, singleton and 
Hibernate structure from data access perspective, in the 
process of exploiting government portals. 

II. SUMMARIES OF DESIGN PATTERN AND HIBERNATE 

A. Introduction of design pattern 
Design pattern [1] is a solution to the repeatedly 

problems in software design, describing some confirmed 
feasible proposals. It contributes to achieve systematic frame 
construction without redesigning. It gives developers 
effective approach to use expert’s design experience. 

B. Introduction of Hibernate 
Hibernate is an O/R under Java, it can map objects to the 

model structure in SQL, so that JAVA programmer can 
control database by Object-Oriented Programming, thus 

separating system and database increased operational 
efficiency. 

III. DESIGN ON STRUCTURE OF DATA PERSISTENCE 
We know this kind of data that the electronic government 

affairs needed is variety, however, the data resources could 
be Oracle data base or DB2 data base, even the XML 
document. The tradition way can make the process code and 
the data resource interconnected closely, but this way could 
lead to the relative code alter if some data base change. In 
writing this thesis, the author makes use of the design model 
and the Hibernate frame[2] to redesign the persistence layer 
data of JavaEE structural. The advantage is that this structure 
makes the relationship of the data substance abstract and 
hides the complication between them so that it is convenient 
in procedure reading, procedure operating and in the details 
of data resource connecting. See in figure 1. 
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Figure 1. persistence layer’s framework based on Java EE 
 

From figure 1, we can see: firstly, all the requests and 
results are operated by external model. External model is a 
kind of model which produces various models to customers 
by abstract factory model, sub-factory is in charge of 
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producing specific data; secondly, when data is under CRUD 
operation, we finish it by data operating model; thirdly, when 
transmitting data, it is mainly finished by VO model in data 
transfer module. Because VO model means read data from 
database and send data to database. In electronic government 
system, there are many tables, the operation is complicated, 
and so we can gather data in database and persistence layer 
by coarse-grained from VO model. The advantages are: first, 
the structures of objects which are packaged by VO model 
are simple; second, it lowers the cost; third, to get specific 
target information through data resource loading module. 

IV. ANALYSIS AND DESIGN OF SYSTEM 

A. Design of system function 

The system is an electronic government system on WEB 
[3, 4]. It is mainly used to strengthen the connections and 
communications among government, enterprise and people. 
Excavating and deploying information resources in 
government and its sub divisions, serve the enterprises and 
people. This government system builds the images of 
government and its departments, and raised the 
transparency of government’s work. Meanwhile, the system 
has the function of business coordination, saving costs. Its 
functions are as follows:  

• To issue government information: open all the 
governments’ services to publics, realizing the all-in-
one and automatic management of website; 

• Online work system: it is open to all the enterprises 
and people who want to look up government’s 
information, including legal basis, principles for 
examination, Application Materials and 
administrative procedures, etc. Meanwhile, when 
enterprises and the common people want to look up 
about the manage information, including handling 
personnel, and handling status, they can leave 
messages; 

• Monitoring and complaint system: the system is used 
for government and common people to 
communicate, majority of these are conducted by 
filling forms. Different kinds of forms put in 
different system and then enter different working 
process. 

• Message notification system: it can announce or 
remind public functionary about their works. The 
content of the message is edited by system 
administrator. It is flexible to choose the person who 
will receive the message; it will be someone or a 
group people. It all depends on the user of this 
model. 

• Direct data: rely on the modern information and 
internet technology; we can grasp the tendency of an 
enterprise timely, exactly and totally by marshaling 
data, supplying scientific proof for government to 
draw up policies and operate macro-control. 

• System access analysis: it can offer flow rate 
indicator in the website weekly or monthly or 

annually, supplying the proof to improve the 
website. 

• Management of limits to rights: it adopts the method 
of “rights classification and centralized 
management”. It offers to users management of 
limits in different layers, act as different roles, and 
then work together in different places. Closely 
combining, makes the authority method centered 
government integrate with information flows, so 
that, each authority will be not offside but 
appropriate. 

B. Model figure of e-government system 
E-government system [5] is exploited on basis of 

JavaEE, used MyEclipse7.0 as its tool, Oracle and DB2 as its 
database, Web Logic as its application server. It takes 
integration maneuver in its structure, divides to a layers in 
obligation, they are: in presentation layer, we use Struts; in 
persistence, we use Hibernate; in business layer, we use 
spring. As is shown in figure 2: 
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Figure 2. System model diagram 

V. THE REALIZATION OF DATA PERSISTENT STRUCTURE 

A. Data transfer model 
In the Data transfer model [6], firstly, we need to 

encapsulate a specific data into a common Java Bean, and it 
is corresponding to the data in database. The method is: 

1) the way of set/get, that is, each attribute of persistent 
data object match two visiting ways； 

2) to describe the file by using XML in Hibernate, to 
map the persistent data into the form in the related 
database. Map the relation between categories into the 
relation between forms. At this moment, according to the 
definition of Hibernate, in the linked hbm.xml, increase 
related labels, for example,One To One.Many To One.One 
To Many and Many To Many ,etc. 
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B. Data resource loading module 
Data resource loading model serves for data control 

model. It can make the repeated statements independent. 
When data control model is under database link, inquiry and 
operation, it needs to get information from data resource 
loading model. Once information changed, we do not need to 
modify other codes but to change configuration files of 
hibernate.cfg.xml. It reduces work capacity of system 
maintenances. The advantages are: first, release resources 
timely; second, shorten the time of opening resources; third, 
low down the cost of initialization. The detailed processes 
are: send request →carry on operation in data operating 
model →  Hibernate Session Factory search for relating 
information and send it to data control model →response to 
the inquiring object. We here finish Hibernate Session 
Factory by using singleton. As follows:      

public class Hibernate Session Factory {     
private static Configuration configuration = new 

Configuration(); 
private static SessionFactory sessionFactory;   
……………. 
} }} 
From the above, we know that Hibernate Session Factory 

can finish the initialization work in database resources at 
once. The advantages are: first, raised the rate of resource 
utilization; second, accelerated the speed of visiting and 
saved time.    

C. Data control module 
In data control module, we mainly use DAO, its 

advantage is once the format changed, or the visiting rule 
and database changed, we just need to modify DAO 
interface, the steps are shown as follows: 

1) Definition of DAO interface: In DAO interface, we 
follow the principle of “not to program towards realization 
but to program towards interface”, using the persistent data 
to satisfy the need of parameter and returning value, so that, 
we can keep the minimum distance between profession logic 
and visiting logic. Some realization of codes is as follows: 

public interface IAssetInfoDao {   
public List  findAssetInfo() throws Exception; 

….        
   //other ways                                           

  } 
2) Definition of DAO interface: To guarantee the 

integrality of procedure, here we just take findAssetInfo for 
example: 
public class AssetInfoDaoImpl implements IAssetInfoDao { 

public List findAssetInfo () throws Exception { 
Session 

session=HibernateSessionFactory.getSession(); 
Query query=session.createQuery("from 

AssetInfo"); 
List list=query.list(); 

return list;  
} 

} 
From the demonstrated codes: Hibernate supplied various 
APT and HQL, makes it easy to realize the connection 
between database and entity, and finished the persistency. It 
shifts the attention of developer to business. Thus, it raises 
the rate of exploiting. 

D. The external module of persistence layer 
In the external module of persistence layer[7], we 

mainly use abstract factory model. Processes are: 
1) we use abstract factory. Its function is to supply a 

unitive standard to its subclass. It has no relation with 
business logic in application system; 

2) Define abstract product role, that is AssetInfoDAO 
and AssetCardDAO. Its function is to offer visiting interface 
to AssetInfoDAOImpl and AssetCardDAOImpl;  

3)  realize SystemFactory and ManageFactory. The 
function of entity factory is to make products. It can create 
products under the transfer of client-side; 

4)  concrete entity product roles are AssetInfoDAOImpl 
and AssetCardDAOImpl. Their functions are to implement 
their functions. Of course, we have finished ②and ④ in 
data operating module, so in this module, it supplies a 
interface to construct a series of related or dependent 
objects. The benefit is to lower coupling among modules, so 
that, we can realize software’s multiplexing in a largest 
extent. See in figure 3.     

 

Figure 3. Abstract factory pattern structure 
Some realization of codes are as follows: 
public class ManageFactory implements AbastractFactory { 

private static IAssetInfoDao assetInfoDao;  
public static Object getBean(String beanName){ 

if(beanName.equals("assetInfoDao ")){ 
assetInfoDao =get AssetInfoDao (); 
return assetInfoDao; 

}     
return null;  

} 
 …………….. 
} 

VI. CONCLUSION 
Data persistent structure which we discussed in the article: 

1) It applies plenty API and HQL statements in 
Hibernate, which raised the rate of exploiting procedure. 
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Moreover, we used Hibernate.cfg.xml, which make it easy to 
deploy and transfer information; 

2) abstract factory model makes it convenient to expand 
and realize software’s  multiplexing in a largest extent; 

3) DAO model reads and separates business logic and 
data, reduced the dependence among logics; 

4) VO and Singleton guaranteed the safe of thread, 
greatly declined the frequency of visiting database. 
 All in all, this structure simplified the programming codes, 
raised the rate of software exploiting, meanwhile, and 
increased the performance and maintenances. At last, the 
persistent structure designed under JavaEE in the article has 
been applied in some government websites, and achieved 
good effect. 
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