Proceedings

12th International Symposium
on Distributed Computing and Applications
to Business, Engineering & Science

DCABES 2013

Editor
Souheil Khaddaj







Proceedings

12th International Symposium
on Distributed Computing and Applications
to Business, Engineering & Science

DCABES 2013

Editor
Souheil Khaddaj

2-4 September 2013
Kingston University — London
United Kingdom

Conference Publishing Services




Copyright © 2013 by The Institute of Electrical and Electronics Engineers, Inc.
All rights reserved.

Copyright and Reprint Permissions: Abstracting is permitted with credit to the source. Libraries may photocopy
beyond the limits of US copyright law, for private use of patrons, those articles in this volume that carry a code at
the bottom of the first page, provided that the per-copy fee indicated in the code is paid through the Copyright
Clearance Center, 222 Rosewood Drive, Danvers, MA 01923.

Other copying, reprint, or republication requests should be addressed to: IEEE Copyrights Manager, IEEE Service
Center, 445 Hoes Lane, P.O. Box 133, Piscataway, NJ 08855-1331.

The papers in this book comprise the proceedings of the meeting mentioned on the cover and title page. They reflect
the authors’ opinions and, in the interests of timely dissemination, are published as presented and without change.
Their inclusion in this publication does not necessarily constitute endorsement by the editors, the IEEE Computer
Society, or the Institute of Electrical and Electronics Engineers, Inc.

IEEE Computer Society Order Number P5060

ISBN-13: 978-0-7695-5060-2
BMS Part # CFP1320K-CDR

Additional copies may be ordered from:

IEEE Computer Society IEEE Service Center IEEE Computer Society
Customer Service Center 445 Hoes Lane Asia/Pacific Office
10662 Los Vaqueros Circle P.O. Box 1331 Watanabe Bldg., 1-4-2
P.O. Box 3014 Piscataway, NJ 08855-1331 Minami-Aoyama
Los Alamitos, CA 90720-1314 Tel: + 1 732 981 0060 Minato-ku, Tokyo 107-0062
Tel: + 1 800 272 6657 Fax: + 1 732 981 9667 JAPAN
Fax: +1 714 821 4641 http://shop.ieee.org/store/ Tel: +8133408 3118
http://computer.org/cspress customer-service@ieee.org Fax: + 81 3 3408 3553
csbooks@computer.org tokyo.ofc@computer.org

Individual paper REPRINTS may be ordered at: <reprints@computer.org>

Editorial production by Lisa O’Conner
Cover art production by Zoey Vegas

CPS 9

Conference Publishing Services

IEEE Computer Society
Conference Publishing Services (CPS)

http://www.computer.org/cps




2013 12th International
Symposium on Distributed
Computing and Applications
to Business, Engineering &
Science

DCABES 2013

Table of Contents

PrEFACE...... ..ottt et ettt ettt ettt et et e e et e e att e et s naeesae e ix
COMMILEEE LISES........coooieiieeeee ettt e ettt e e e et e e et e e eae e et e esteeerteeeaessaaeesaeeennean X

Distributed/Parallel Applications

Iterative Splitting Methods for Multiscale Problems ...........cocueiiiiiiiiiiiie e 3

Jiirgen Geiser

Scalable Hybrid Deterministic/Monte Carlo Neutronics Simulations in Two Space
10015703 o) o USRS 7
Jeffrey Willert, C.T. Kelley, D.A. Knoll, and H. Park

Research on QoS Reliability Prediction in Web Service COmMPOSItION ........cc.eevervieieriieierieeiesieeeeseeseseeseeseesseseeenns 11

Lou Yuan-sheng, Jiang Man-fei, and Xu Hong-tao

Iterative Krylov Methods for Gravity Problems on Graphics Processing Unit ...........cccocevenenenenenienieneeieinceceeen 16
Abal-Kassim Cheik Ahamed and Frédéric Magouleés

The DFrame: Parallel Programming Using a Distributed Framework Implemented

Tony Mclay, Andreas Hoppe, Darrel R. Greenhill, and Souheil Khaddaj

Model Size Challenge to ANalysisS SOTEWATE .......co.eeiririrtiriiieieicieteeetete ettt sttt ettt sbe e 26
Peter Chow and Serban Georgescu

Aspect-Oriented Approach to Modeling Railway Cyber Physical Systems ..........cccoooiroeriinininnenieieneeeneeeeeeen 29
Lichen Zhang

Automatic Concurrent Program Generation from Petri NEets .........cccovvieviieieriieiienicienc et 34

Weizhi Liao and Wenjing Li

Micro-scale Modelling Challenges in Electric Field Assisted Capillarity .........cccooccevieieniereneeeeeee e 40
C.E.H. Tonry, M.K. Patel, C. Bailey, M.P.Y. Desmuliez, and W. Yu



A Modelling and Analysis Tool for Systems with Probabilistic Behavior: Probabilistic
ContiNUOUS PELIT INEL ....ooiiiiiiiiice ettt sttt sttt ettt et e et saenennes 44
Weizhi Liao, Wenjing Li, and Zhenxiong Lan

Research on Petri Nets Parallelization the Functional Divided Conditions ............cocccuviiiiiiiieiieiiiiiieeeeeeeieeeeee e 50

Wenjing Li, Shuang Li, Zhong-ming Lin, and Weizhi Liao

Swarm Intelligence Algorithms for Circles Packing Problem with Equilibrium
COMSLIAINES .euvetitetetent ettt ettt ettt e u et e bt s bt sttt be st et et et et eat e et eatebeeatebeeb e eb e e bt s bt eh ek e bt ne et et et et eabenseneenteueeuteneebeenes 55

Peng Wang, Shuai Huang, and Zhou-quan Zhu

A Beam-Tracing Domain Decomposition Method for Sound Holography in Church
ALCOUSEICS .ntinteitenteitett ettt ettt ettt ettt et et e a e eb e bbbt b e s bt st b et et et e st e st eae e bt e bt eb e e bt e bt e bt sh e b et et et en b et eateateaeeneebeebes 61
Frédeéric Magoules, Rémi Cerise, and Patrick Callet

A Conceptual Approach for Assessing SOA Design Defects’ Impact on Quality
AITIDULES .ottt b e b ettt st et a et e b et b et ekt ekt ekt s e bt se bt sa sttt et ettt eb e et nnene e 66
Khaled Lh. S. Kh. Allanqawi and Souheil Khaddaj

Modeling Automotive Cyber PhySiCal SYSTEIMS ......c.coerirtiriiriinieieieieieteteceeee sttt ettt 71
Lichen Zhang
Survey of Research on Big Data STOraZe .......ccovuiiieriiiiiiieieiee ettt et s 76

Xiaoxue Zhang and Feng Xu

Distributed/Parallel Algorithms

A Domain-Specific Embedded Language for Programming Parallel Architectures ...........ccocoooeveneneneneieincncnene, 83
Jason McGuiness and Colin Egan

Study on Function Partition Strategy of Petri Nets Parallelization ............cccccceeeririniniinincninenccccctececeeeee &9
Wenjing Li, Shuang Li, Shuju Li, and Weizhi Liao
An Improved KM Algorithm for Computing Structural Index of DAE System .........ccccccovieriniiienieenceeeeeeeeee 95

Yan Zeng, Xuesong Wu, and Jianwen Cao

Parallel ADI Smo0others fOr MUILIGIIA ........ccoviiiiriiiieiiieieceeteeteet ettt ettt a e te et eete e b e ese e b e essesseeseesaeeneesnas 100
Craig C. Douglas and Gundolf Haase

Schwarz Method with Two-Sided Transmission Conditions for the Gravity Equations
0N Graphics PrOCESSING UM .....oouiiiiiiiiiiiieie ettt sttt ettt et b et e bt et sbe et ebee et eseenaeeneenees 105
Abal-Kassim Cheik Ahamed and Frédéric Magoulés

The Changing Relevance 0f the TLB ........cccciiciiiiiiiiiieieiieeeseeeee ettt e et eesa e s e sseesseeseesseeneeseas 110
Jessica R. Jones, James H. Davenport, and Russell Bradford

On the Parallelization of a New Three Dimensional Hyperbolic Group Solver
by Domain DecOmMPOSItION SIALEEY ......cvervirieriieiertieiestietesteetesteetesreetesteesesssessesseessesssessesssessesssessesssessesssesseessesses 115
Kew Lee Ming and Norhashidah Hj. Mohd. Ali

A Novel Binary Quantum-Behaved Particle Swarm Optimization Algorithm ............ccoecvevvrieiinciniceteeeee, 119
Jing Zhao, Ming Li, Zhihong Wang, and Wenbo Xu

vi



Cloud/Grid Computing

System Performance in Cloud Services: Stability and Resource AllOCation .............cceveeierereeneniieiieieeeeeeieeene 127
Jay Kiruthika and Souheil Khaddaj

Study on Water Information Cloud of Nanjing Based on CloudStack ............ccoevveriiiieniiienieiesecieseeieeeeve e 132
Qiuxiang Chen and Feng Xu

Cloud Service Monitoring System Based 0n SLA ........ccoooiiiiiieiiieeeeet ettt ettt sseenaenes 137
Xuan Liu and Feng Xu

Cloud Computing: Resource Management and Service AllOCAtION .........cccceeieriiiiiiiiiieiieiese e 142

Eric Oppong, Souheil Khaddaj, and Haifa Elsidani Elasriss

Three-Layer MPI Fault-Tolerance TECRNIQUES .......c.cceeveriieciiriieiieieiieeeie ettt steeaesteesbesteeseeseeseesaeseeseesaeenseseas 146
Guo Yucheng, Wu Peng, Tang Xiaoyi, and Guo Qingping

E-Business/Science

CDQ System Designing and Dual-Loop PID Tuning Method for Air Steam
TRIMPETALULE ...ttt ettt ettt ettt et a e et e ea e e bt e st et e em et e em e e et e em e e es e e et e aee et emeeebeemteaseamseeseenteeseenseeneeneeeneenaeennennes 153

Gao Jian and Chen Xiangiao
Application of VM-Based Computations to Speed Up the Web Crawling Process

OI IMUILI-COTE PIOCESSOIS .. .evveiiiiiiieiieee ettt ettt e e e ettt e e e e sat e e e e e e seaaaaeeessensasseeesesanaseeesessnasseeessenssseeeessnnnnees 157
Hussein Al-Bahadili and Hamzah Qtishat

The Application of the Combinatorial Relaxation Theory on the Structural Index
RedUCION OF DIAE ...ttt bttt ettt et et b e bt e bt eb e bt s bt se et et nae s et ennene 162
Xuesong Wu, Yan Zeng, and Jianwen Cao

A Multidisciplinary Scientific Data Sharing System for the Polar Region ............ccocoooiiiiiiiiiiinieeeeee, 167
Cheng Wenfang, Zhang Jie, Zhang Beichen, and Yang Rui

A Service Selection Algorithm Based on the Trust of Data Provenance ..............ccoceevveveevieneeciisienieeiee e 171

Li Yang and Guoyan Xu

Research of Agricultural Information Service Platform Based on Internet of Things ........cccccccecevvenininincncncniennne 176
Ruifei Jiang and Yunfei Zhang

A Novel Distributed Multidimensional Management Approach for Modelling
Proactive DECISION IMAKING ......c.ccieciiriieiiiieieiterie sttt et e e eteste et e eteessesseessesseessesseesseessesseessasseessenssensenssessenseesseensesses 181
Masoud Pesaran Behbahani, Souheil Khaddaj, and Islam Choudhury

A Portfolio Pricing Model and Contract Design of the Green Supply Chain for Home
Appliances Industry Based on Manufacturer COIECHNG .......c.ccvevieieriieieriieierie ettt reeee s e sreesee e 186
Ai Xu and Shufeng Gao

The Training Design and Implementation of Stimulating Students’ Learning
Motivation of University Novice Teachers Based on Web .........cccooiiiiiiiiiiiniiieeeeeee e 191

Lina Sun, Linlin Wang, Ying Wang, and Yuanlin Chen

vii



Computer Networks and System Architectures

Multi-dimensional Analysis and Design Method for Aerospace Cyber-physical

Lichen Zhang

Based on Rough Set and Support Vector Machine (SVM) in Jilin Province Power
Distribution Network Transformation Project Evaluation ...........c..cccecieviiviiiieniiieieciecececeere et 202
Liu Min, Cong Li, Zhu Kai, and Du Qiushi

A Routing Protocol for Congestion Control in RFID Wireless Sensor Networks Based
on Stackelberg Game with Sleep MEChANISI .......ccoeiuiiiiiiiiiiiiee et 207
DuanFeng Xia and Qi Li

Confidential Communication Techniques for Virtual Private Social NetWorks ..........ccovvevievieriiniieninienieieseeeee 212
Charles Clarke, Eckhard Pfluegel, and Dimitris Tsaptsinos

Space Angle Based Energy-Aware Routing Algorithm in Three Dimensional Wireless
SEISOT NEEWOTKS ...ttt ettt ettt b bbbt b et b et b et b et b et b e b n et sne st ene 217
Li Yaman, Wang Xingwei, and Huang Min

Coarse and Fine-Grained Crossover Free Search Based Handover Decision Scheme
WiIth ABC SUPPOTLEA ...eeiieiieiie ettt ettt ettt e et e et aeesbeesbeessbeesseessseenseeasseesseessseenseessseenseensseensennseas 222
Wang Tong, Wang Xingwei, and Huang Min

Image Processing

Generalized Newton Method for Minimization of a Region-Based Active Contour

Haiping Xu, Meiqing Wang, and Choi-Hong Lai

Coarse Space Correction for Graphic ANALYSIS .....co.eereeieriiriinieeeieee ettt ettt see e 234
Guillaume Gbikpi-Benissan and Frédéric Magouleés

Constrained-Based Region Growing Using Computerized Tomography-Based Finite
EIEMENT ANALYSIS ...ntetieieetieteeeet ettt ettt et et e ekt e et e et e et e ea e et e e et e ea e e a e e bt en e e bt en b e ehe e teehe et e ene e et eneenaeenneenes 239

Youwei Yuan, Yong Li, Lamei Yan, and Yanjun Yan

A Laplace Transform Method for the Image IN-Painting ..........c.cceeieriievierieiienieiese et eie et eseesreeseesaeeseeeeas 243
N. Kokulan and C.H. Lai

Refined Adaptive Meshes from Scattered Point ClOUdS .........ccceecuiriiriirienieieseeeeee e 247
Lamei Yan, Youwei Yuan, Xiaohong Zeng, and M. Mat Deris

AUBNOT INAEX ...ttt ettt ettt e et e e et et e e ettt e teeeaaeeteesabeenneesaaeeaeenneas 250

viii



Preface

The DCABES is a community working in the area of Distributed Computing and Applications in
Business, Engineering, and Sciences, and is responsible for organizing meetings and symposia
related to the field. DCABES intends to bring together researchers and developers in the
academic field and industry from around the world to share their research experience and to
explore research collaboration in the areas of distributed parallel processing and applications.
The annual DCABES conference is now becoming an important international event covering not
only traditional high performance computing topics but also emerging fields such as service
orientation and cloud computing.

The Twelfth International Symposium on Distributed Computing and Applications to Business,
Engineering and Science (DCABES2013) will be held at Kingston University — London, UK.
DCABES2013 conference had received a large number of papers covering a wide range of
topics, such as Parallel/Distributed Computing Applications and Algorithms, Cloud/Grid
Computing, System Architecture, Network Technology and Information Security, Image
Processing, E-Commerce and E-Business, Information Processing, Internet of Things, Swarm
Intelligence, and so forth. All papers contained in this proceeding are peer-reviewed and
carefully chosen by members of the scientific committee and external reviewers.

The conference programme required the dedicated support and tireless effort of many people.
Firstly, we are pleased to thank the authors, for creating and submitting their work whose papers
are recorded here. Secondly, we are grateful to the programme committee members and the
external reviewers for their time, expert and prompt reviewing. Thirdly, we thank the invited
speakers for their participation and priceless contribution to the conference. Fourthly, we thank
the workshop participants, chairs and the special session chairs for their contribution to the
conference. Fifthly, special thanks to all the local and general organising committee, especially
the organising chairs. Finally, we would like to thank the BCS - The Chartered Institute for IT
and the LMS - The London Mathematical Society for their financial support.

We wish you all a pleasant stay in Kingston and enjoyable and exiting conference.

Souheil Khaddaj, Kingston University, United Kingdom
DCABES 2013 Conference Chair

Choi-Hong Lai, University of Greenwich, United Kingdom
DCABES 2013 Conference Chair
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[terative Splitting Methods for Multiscale Problems

Jiirgen Geiser
Ernst-Moritz-Arntz University of Greifswald
Institute of Physics
Felix-Hausdorff-Str. 6
D-17489 Greifswald, Germany
Email: juergen.geiser@uni-greifswald.de

Abstract—One motivation to solve multiscale problems arises
from dynamical problems in fluids and plasmas. For numerical
methods to be suitable for such problems it is important that
one consider the coupling involved in the multiscale problems.
We consider the coupling of two different scales, e.g., the micro-
and macro-scales, and accelerate the standard splitting schemes
via novel schemes based on the idea of embedding the micro-
scales into the macro-scale or by reconstructing the macro-scale
with partially micro-scale computations. We concentrate on a
recent modification of a standard iterative splitting scheme with
respect to the micro—-macro coupling (interpolation) and macro—
micro coupling (restriction) and the equilibration of the scales.
The convergence of the novel multiscale iterative splitting scheme
(MISS) is discussed, as well as its algorithmical implementation.
Applications of such splitting schemes in space and time are pre-
sented, at first for simple fluid dynamic problems and stochastic
problems. At the end of the paper, we summarize our results and
present some ideas for future research.

I. INTRODUCTION

In recent years, decomposition methods for multiphysics
and multiscale problems have begun to play an increasingly
important role in the numerical solution of spatial- and time-
dependent partial differential equations, see [4], [5]. Decom-
position strategies are particularly important for reducing the
amount of computation in large scale and multidimensional
problems. Based on the ideas of the conserved physical
quantities involved in the problems, the methods have taken
into account the numerical and physical errors of the problems.

Splitting schemes are important and, historically, were
developped to save computation time, see [7] and [8], by
decoupling the problem into simpler parts.

We will treat multiscale problems for which we can separate
the scales into two categories:

o Microscopic scale and an underlying microscopic equa-

tion,

« Macroscopic scale and an underlying macroscopic equa-

tion,
where both scales are coupled in the full equations. We
concentrate on an iterative splitting scheme that allows sep-
arating the overall system into microscopic and macroscopic
parts, which are coupled together via the iterative steps. The
important coupling operators are given by

« Interpolation: Micro—macro coupling,

¢ Restriction: Macro—micro coupling,
which are important for coupling the different scales. Often
one can also rescale the different parts of the system of

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.7

equations and a further operator, the equilibration operators
of the scales, is then used to balance the different scales, see
[2]. We analyse the convergence of such a novel multiscale
iterative splitting scheme (MISS) and its algorithmical imple-
mentation in different application cases. We obtain a higher
order scheme for linearized equations, in such a way that we
attain a convergence order one higher in one iterative step, see
[4].

The applications are given along with a benchmark example
and an application to a stochastic problem. A simple fluid
dynamics (CFD) problem is discussed.

The outline of the paper follows.

Section II presents the multiscale problem with two differ-
ent scales. Section III discusses the novel iterative splitting
schemes, and their convergence analysis is presented in Sec-
tion IV, where the iterative scheme is adapted to the multiscale
problems. The applications are presented in Section V and we
summarize our results in Section VL.

II. MATHEMATICAL MODEL OF THE PROBLEM

We are motivated to study spatially discretized differential
equations, e.g., convection—diffusion-reaction equations [5]
and stochastic differential equations, e.g., characteristics of the
transport equations in collision problems [1].

For the deterministic problems, we concentrate on spatially
discretized differential equations, given by

dc .
il A(c(t)) + Ble(t)), in (0,7T) ,

¢(0) = ¢o (Initial-Condition) .

The unknown ¢(t) = (c1,...,cm)t is a vector of dimension
m and we assume A and B are known linear or nonlinear
operators. They are given as matrices, for example as spatially-
discretized diffusion operators or as reaction operators of a
transport—reaction process, see [4].

For the stochastic problems, we concentrate on stochastic
differential equations, given by

de = Acdt+ BedW(t), in (0,T)
¢(0) = ¢ (Initial Condition) .
The unknown c(t) = (c1,...,cm)! is a vector of dimension

m and A and B are matrices. Furthermore, WW is a one-
dimensional Wiener process, see [6].

cps™
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III. MULTISCALE ITERATIVE SPLITTING SCHEME

The multiscale iterative splitting scheme is based on embed-
ding the multiscale methods of coupling the micro and macro
scales, see [4]. The iteration scheme is given with a coarse
time-step 7 and a fine time-step o7 < 7/M, while M is the
number of intermediate time-steps between the fine and coarse
scale, see the illustration of the scheme in Figure 1. On the
macroscopic time interval [t",¢"*!] we solve the following
two sub-problems, which are coupled by iterative steps:

o Initialisation: ¢ (t") = ¢, ¢_; = 0 and ¢" is the known
split approximation att = t". We apply ¢ = 0,2, ...,2/+
2 iterative steps in each cycle, over n = 1,..., N time-
steps.

o One time-step (7) in the macroscopic equation:

) Aet) + RBEa@), O
with ¢;(t") =", 7 =t" — "1 )

o M time-steps (07) in the microscopic equation:

801- t

gz( ) Z HA@(0) + Bles (1), 3)
with ¢;(t™™) = ¢;(t™™) , 01 = t™™ — grom=1,
m=1,..., M,

o Restriction: Coupling operator B to the macroscale

1]\/]

R(B(e;) (") = 57 D Blegat™™1), ()
k=1

where M is the number of the fine scale time-steps.
o Interpolation: Coupling operator A to the microscale

I(A(ci) () = Ale(t™))

(Al - Aery) A0 A

a1y = o)

We assume A is the macroscopic operator on the time-scale
7 and B is the microscopic operator on the time-scale §7.

Multiscale Iterative Splitting Scheme

| } At } } | Macroscale equation
t macro
Interpolation Restriction
Microscale equation
FHRHHHHRTRHH T ¢ micro

ot
(black microsteps are needed to reconstruct the macrostep
and red microsteps are not necessary for the reconstruction.)

Fig. 1. Tllustration of the Multiscale Scheme.
Remark III.1. For higher order schemes, we can also apply

higher order restriction operators or higher order interpola-
tion operators, e.g., spline interpolations, see [3] and [4].

IV. ERROR ANALYSIS FOR THE MULTISCALE ITERATIVE
SPLITTING METHOD

The following algorithm is based on embedding the multi-
scale problem into the splitting method. The iteration is with
a fixed splitting discretisation step-size 7 of the macroscopic
scale, while 97 < 7/M is the microscopic scale. We con-
centrate on the embedding into the macrosopic scale. The
microscopic scale will be similar, mutatis mutandis.

The time interval is [t",¢"T!] and we solve the following sub-
problems consecutively for ¢ = 0,2, ...2m, see [4].

8%515) = Aci(t) + RBCifl(t), (6)
with ¢;(t") ="
acigig(t) = IACz(t) + BCi+1 (t), (7)

with ciaq (t7) = ¢,

where ¢o(t") = ¢" , ¢-1 = 0, and ¢" is the known split

approximation at the time level ¢ = ¢"*. We assume A is the

macroscopic discretised operator on the time-step 7 and B is

the microscopic discretised operator on the time-step d7.
The coupling operators are given as

Amacro—)micro = T—>6TA7 (8)

Bmicro%macro = R6T~>TB; (9)

where [ is the interpoation and R the restriction operator.

Theorem IV.1. Given the linearized operator equation (1),
we treat the abstract Cauchy problem in a Banach space X

Oge(t) = Ac(t) + RBe(t),
c(0) = co

0<t<T
(10)

where A, RB, A+ RB : X — X are given linear operators
which are generators of a Cy-semigroup and ¢y € X is a given
element. Then the iteration process (7)—(8) is convergent and
the rate of convergence is of higher order.

Proof. The ideas are given in [4]. Assuming that the genera-
tors generate a uniformly continuous semi-group, the problem
(10) has a unique solution c(t) = exp((4 + RB)t)co.

We consider the macroscopic iteration (7)—(8) process on the
macroscopic sub-interval [t",#"*1]. For the local macroscopic
error function e;(t) = ¢(t) — ¢;(t), we have

Orei(t) = Aei(t) + RBe;_1(t), te (t",t"], a1
ei(t") = 0,
and
Oreir1(t) = TAei(t) + Beipa1(t), te€ (", ¢"T,
, (12)
eit1(t") =0,

for m = 0,2,4,..., with ¢g(0) = 0 and e_1(¢t) = c(t). We
employ the notation X2 to mean the product space with the
norm || (u, v)|| = max{[Jul|, [[v]|} (u,v € X).



We iteratively define vectors &;(t), Fi(t) € X? and the
linear operator A : X2 — X2 by

Eilt) = [ o } . R = [ RBei1(f) } (13)

€i+1 (t 0

A0
A= { IA B } . (14)
We rewrite in the Cauchy problem in the form
KEi(t) = AE(t) + Filt), te (", "], 15)

&ty = 0.

By assumption, A is a generator of the one-parameter Cj
semi-group (exp At);>o. We apply the variations of constants
formula and obtain

E(t) = / exp(A(t — 8))Fi(s)ds, ¢ e[t (16)

n

We estimate with the maximum norm
€illoc = supsepn emer) 1€ (D (17

and we have

J€0e) < 170 [ llexpate = s)lds

t
= || Bllllei-1ll / lexp(A(t — s))|lds, te€ [t", t"T].
' (18)

Because of our assumption that (A(t)):>0 is a semi-group, we
apply the growth estimation:

|| exp(At)|| < K exp(wt), t>0, (19)

holds for some numbers K > 0 and w € IR, see [4].
We assume that (A(t))¢>0 is a bounded or an exponentially

stable semi-group, and then we have the estimation:
[exp(At)[| < K, ¢>0, (20)

holds, and hence, on the basis of (18), we have the relation

I€:lI(t) < K[IRB||mnllei-all, ¢ €t t" . (@2D)
The estimation is given by
lesll = KIIRI|| Bliallei—1l + O(r), (22)

where we apply the notation of the ||&;]|o operator. In the
next step we obtain a resolution one higher, given by

leirill = Kimalleimall + O(7), (23)

and we are done.

V. APPLCIATION
A. First test example

In the first test example, we test the improvement due to
the use of a finer partition on the microscopic scale. We treat
a test example, see also [3].

du(t) A1 A

ot ( A=A )u @9
with initial condition up = (1,1) on the interval [0,1] and
the analytical solutions is given, see also [?]. We deal with
different scales:
Macroscale with A\ = 1 ~ % and
microscale with Ay = 10* ~ %, where the scaling factor is
104

The macro- and micro-operators are

-1 10% 0 0
A:(o 0>’B:<1 —1o4>’ (23)
104 —108

where the matrix norm of the commutator is given as
[|[A, B]|]2 = 108, so we obtain a delicately coupled problem
with scale differences.

We apply different partitions of M to resolve the microscale
into the macroscale. For a time-solver, we apply a third order
BDF (Backward differentiation formula), see [3].

(26)

TABLE 1
NUMERICAL RESULTS FOR THE MULTISCALE ITERATIVE SPLITTING WITH
TIME DISCRETIZATION BDF3 AND TIME-STEP SIZE 7 = 1072,

Iterative Number of err = [[uUnum — Uanall
Steps time partitions M
0T =1
5 1 8.0230e+002
5 10 1.5452¢+000
10 1 3.6515¢+001
10 10 7.6975e-004
20 1 1.1048e-003
20 5 1.9442¢-010
20 10 2.6675e-011

We obtain the optimal results with at least M = 10 time
partitions at the finer scale and 10 — 15 iterative steps. Here,
we could save computation time, while we did not resolve the
full M = 10* partitions. So higher order schemes and iterative
splitting can reduce the amount of computation.

B. Stochastic Differential Equation
The next problem is related to a stochastic problem, while
we deal with different deterministic and stochastic scales. The
differential equation is
dX = aXdt +bXdW, in [0, 1], 27
X(0)=Xg =1, (28)

where W is a Wiener process. We have the following scale
dependencies: we apply a = —1, b = 10.0, which means we



use M = 10.
The analytical solution is

X(t) :X(O)exp((afg)ter\/gZNi), (29)

where N; are independent Gaussian random numbers i =

1,...M, with (N;) = 0 and (N?) = 6t = At/M. The

different scales are

Macroscale with a = ﬁ and

microscale with b = 10 ~ %, where the scaling factor is 10*.
In the following, the Euler—-Maruyama scheme is used:

Xn+1 - Xn - XnAt + Xn(WtT,,Jrl - th)7 (30)

where (W;,,, —W;, ) = randn-vV/At, forn =0,1,...,N—1,
Xo = X4,. Furthermore, randn is a Gaussian random number.
The splitting approach is carried out by decoupling the
micro- and macro-scales and coupling via a first iteration. The
splitting method is
- b2
X, = nfloxp((a_ 5)(At))’ (31)

~ [At &
Xn = Xnexp(by| 37 ; W), (32)

where (W; = randn - /ét, i =1,..., M, and for the time-
steps n =0, 1,..., N —1 with the initial condition Xy = Xy,.

We apply the splitting scheme with the improved method
of interpolating the microscale time-steps. Based on the sum-
mative results of the smaller resolved time-partitions and their
embedding in the macroscale, we could improve the solutions,
see Figure 2.

mean(x,)

Fig. 2. The left figures present the results of the EM-scheme and the splitting
scheme. The right figures present the mean values (weak convergence) and
the variance of the schemes.

C. Diffusion equation with spatially and temporally dependent
reactions

Consider the following diffusion equation with space- and
time-dependent reactions:

ou(z,y,t) = Au+ f(x,y,t) (33)

A=y +0yy, f=—4(1+y2)e eV (34)

u(z,y,0) =" in Q= [-1,1] x [-1,1], (35)

u(z,y,t) = e 'e”" on 0Q. (36)

The exact solution can be given, see [3]. We apply central
finite difference schemes for the spatial discretization, with
Az = 1/10, see [3], and apply BDF3 for the time dis-
cretization. Based on the spatially and temporally dependent
reaction part, given by exp(z+y?)|ze(—1,0)ye[-1,1] < exp(a+
Y?)|wej0,1],ye[—1,1]» With the scaling factor M ~ 7.4, we have
different scales on the spatial domain and separate it into the
following operators:

Al:A|Ql +f‘917 AZ:A‘Qz +f‘Qza (37)

where Q1 = [—1,0] x [-1,1], Q2 = [0,1] x [-1,1].

We obtain more accurate results by carrying out more
iterative steps to embed the microscale of the right half-plane
to the macroscale of the left half-plane, see Figure 3.

Fig. 3. The upper figures present the results after three iteration steps (strong
differences between the micro- and macro-scale). The lower figures present
the results after ten iterative steps (small differences between the micro- and
macro-scale and the solution is nearly smooth.).

VI. CONCLUSION

We have presented an iterative splitting method to deal with
multiscale problems. The idea is to embed the micro-scale into
the macro-scale equation via a multiscale iterative splitting
scheme (MISS). We discussed its higher order results and
presented its algorithmic implementation in order to apply it
to test problems and to CFD problems. In the future, we will
generalize our scheme to nonlinear and multi-stochastic real
life problems.
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Abstract—In this paper we discuss a parallel hybrid de-
terministic/Monte Carlo (MC) method for the solution of the
neutron transport equation in two space dimensions. The
algorithm uses an NDA formulation of the transport equation,
with a MC solver for the high-order equation. The scalability
arises from the concentration of work in the MC phase of the
algorithm, while the overall run-time is a consequence of the
deterministic phase.

Keywords-Neutron Transport, Jacobian-Free Newton-Krylov,
NDA, Monte Carlo

I. INTRODUCTION

In this paper we report new scalability results for a hybrid
deterministic/MC algorithm for the multigroup k-eigenvalue
problem in neutron transport in two space dimensions. Our
hybrid deterministic/MC solver [1], [2] is based on the
Nonlinear Diffusion Acceleration (NDA) formulation of the
problem [3]. The new features of the solver, as described
in [1], [2] are faster and more accurate Jacobian-vector
products and the use of MC simulation for the transport
sweeps.

The equation is

QO Vg (Q,7) + Se gt (2, 7)
= L0 29,7 )
g G -
+47ricff Eg/zl Vi, g (),

with appropriate boundary conditions. This is a generalized
eigenvalue problem. We are interested in the dominant
(largest) eigenvalue k.r; and corresponding eigenfunction.

In (1), 7 € D C R3, 1, is the group angular flux and ¢, =
Jon wgdK/Z is the group scalar flux for groups g =1,---,G.
Yigs XY 9 and Yt are the total, inscattering and fission
cross-sections for group g. X4 is the fission spectrum, and
v is the mean number of neutrons emitted per fission event.

There has been much recent work on Jacobian-free
Newton-Krylov and hybrid deterministic/MC algorithms for
the k-eigenvalue problem [1]-[8]. This paper is part of that
activity.

Traditional methods for solving the neutron transport k-
eigenvalue problem have been either purely deterministic
or purely stochastic. Deterministic methods often suffer
from noticeable discretization error in the spatial, angular

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.8

and energy variables, but can be designed to converge in
relatively few iterations. Stochastic, or Monte Carlo (MC),
methods have the advantage that they are free troublesome
discretization error, but it can be prohibitively expensive to
reduce the variance (and subsequently, the error) in the sim-
ulation to the desired tolerance. For this reason, we consider
the intersection of these methods. Hybrid methods attempt to
attain the fast convergence of deterministic methods without
the discretization error.

In the remainder of the paper we briefly describe the
hybrid NDA formulation of the problem in § II. We refer
to [1]-[4], [6] for details and descriptions of discretizations
and boundary conditions. Our interest here is parallel per-
formance, and in § III we report on new scalablity for a
problem in two space dimensions.

II. ALGORITHMS

The Nonlinear Diffusion Acceleration (NDA) algorithm
reformulates the problem as a nonlinear equation for the
group scalar fluxes [9]. In NDA, as with other nonlinear
accelerators, [9]-[13], we express the fixed point problem for
the flux into a “low-order” nonlinear diffusion equation. The
low-order equation is coupled to the “high-order” transport
equation to enforce consistency. The high-order equation is
a fixed-source problem with no scattering, and is therefore
easier to solve with a MC approach than the original
transport equation [1], [2], [14]-[17].

As is standard, we will express (1) in operator notation
as
1
eff

In(2,L=Q-V+3, M=,S=1%,, and

sz[m J-'] o, P

F = xviy.

W is the vector of group angular fluxes, and @ is the vector
of group scalar fluxes. A simple power method iteration can
converge very slowly. The NDA formulation will converge
more rapidly.

NDA splits the transport problem into a “high-order”
transport problem with no scattering in the right side of
the equation and a “low-order” diffusion equation. The

cps’s
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resulting system of equations is nonlinear, but iterative
methods converge more rapidly for the NDA system than
for the original problem [3], [9]. We will express the NDA
formulation as a eigenvalue problem for the low-order flux
.

Given ® and k.;y, we compute a high-order angular flux
UHO scalar flux &7, and current J7© by

WHO — LM S + Lo o,
MO = [WHOGQ, and JHO = [QUHOLQ.
Define

THO 1 HO
o ‘]g + 3%t vd’g

g = 5710 . 3)

Note that D depends on @ through the high order flux and
current. The low-order eigenvalue problem is

V- _ﬁv‘ég + bg¢g + (Brg — {7y
| 4)
= 29/759 Zgl_)g(bg’ + kfﬁ 25':1 vifg Py
If the function ® and scalar k.¢s we used to solve the high-
order problem also solve the low-order problem, then we

have solved the k-eigenvalue problem.
We write (4) as

D@-S@-kle¢:m )

eff

where D is the differential operator and S the scattering
terms. The method proposed in [1]—-[3] formulates the eigen-
problem as nonlinear equation for ® by using

@”:i/f¢M/

to obtain the equation
xF o

0.

A. Hybrid NDA

In the results we report in § III, we use the hybrid
approach proposed in [1], where a MC simulation is used
to solve the scattering-free fixed source high order problem,
and thereby compute D. We motivate this approach in this
section.

Traditional methods for computing the dominant eigen-
value of neutron transport equation are deterministic; we
employ discretization in space, angle, and energy and solve
the eigenvalue problem in discrete space. The discretization
of each of these variables can lead to errors which may result
in non-physical solutions. Currently, we only concern our-
selves with addressing the spatial and angular discretization
errors.

The standard spatial discretizations, the diamond differ-
ence method or the step-characteristics method, can both

be insufficient at times. The diamond difference method is
second-order accurate, however, if the mesh is too coarse,
this differencing technique can lead to negative fluxes. The
step-characteristics method guarantees positive solutions ev-
erywhere in the domain, however is only first order accurate
[18] The S,, angular discretization can yield “ray effects” or
biasing along the discrete angles in our quadrature set [18],
[19]. These ray effects can only be remedied by increasing
the number of angles in the quadrature set, however this is
limited as beyond a certain point the .S,, quadrature contains
negative weights, leading to instability.

Each of these issues can be avoided entirely by opting to
use the MC method. The MC method allows for a continuous
treatment of both the spatial and angular variables (and
energy, too). While MC simulations have stochastic noise,
they have the potential to provide more physically accurate
solutions than deterministic methods. Furthermore, these
methods are highly parallelizable and their implementation
lends itself to emerging computing architectures.

In a pure MC k-eigenvalue calculation, one realizes the
power method by simulating a sequences of “batches” of
particles. The computation begins with an approximation
to the fission source, F¢. Each batch takes as an input a
fission source distribution and outputs a new fission source
distribution. Once the eigenvector has begun to converge, we
begin to average the fission source distributions from each
iteration to damp MC noise. The eigenvalue is the ratio of
the number of particles born out of fission events from one
neutron generation to the next.

In the hybrid method, in which the MC simulation only
takes place in order to approximate the inversion of £, we
only need to simulate the streaming of particles. All ab-
sorption, scattering and fission events are controlled through
the low-order system. This allows for a highly simplified
implementation of the MC algorithm. The logic is removed
almost entirely and particle histories are significantly shorter
than traditional MC particle histories.

III. RESULTS

We report results on the LRA-BWR test problem from [3],
[20], [21]. This is a two group, six region problem with five
different materials. The system is a 165cm square. We use
lcm square cells in both directions. Figure 1 illustrates the
grid and the material distribution. The LRA-BWR problem
is a standard benchmark in the field.

The lower-left corner of the domain has a reflective
boundary, whereas the remaining boundaries are all vacuum.
Our MC implementation uses Continuous Energy Deposition
(CED) tallies [22], which we found to be very efficient in our
previous studies [1], [14]. We solve the low-order equation
with at Newton iteration. This approach was refered to NDA-
NCA in [1], [3], [14].

The code has Matlab and C++ components. The Matlab
driver takes the material and domain data and creates the



Figure 1.
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NDA-NCA-MC initial iteration with enough power method
iterations to drive the eigen-residual for the lower-order
problem to 10~3 (no more than five). At each NDA-NCA-
MC iteration, the driver calls the C++ parallel MC code
to simulate particle histories. The C++ code tallies and
averages the scalar flux and current which are used to pro-
vide a closure for the LO problem. The Matlab driver then
reads the scalar flux and current from text files, computes
the boundary conditions and builds the discrete low-order
problem. At this point, the driver executes a single Newton
iteration to update the scalar flux for the next iteration.

The communication between the Matlab driver and the
C++ MC code is via file I/O. The driver builds the source
term for the MC code from its computed scalar flux and
writes it and the domain parameters to a file. The C++ code
reads the domain parameters and distributes these to each
node. On each node, the source term is read in from the
text file and the source, domain parameters and number of
histories per thread are distributed to each core via OpenMP.
Each core stores an entire copy of the domain configuration
and simulates its share of the neutron histories. Each core
tallies a copy of the scalar flux and current before collapsing
this data to a total, on-node scalar flux and current. We then
use a call to MPI_Reduce to compute an average scalar flux
and current across cores. Finally, the C++ code writes these
data to a file for the driver.

The computations were done on an HP DL585G7 Server
running CentOS 6.3 and gcc 4.7.2. Each node has four 1.9
GHZ AMD 6168 twelve-core processors per node with a
512KB cache and 64GB of memory.

In Table I we tabulate weak scaling results, where the
problem size increases proportionally to the number of
nodes, of a single transport sweep. This is an accurate
surrogate for the full eigensolve, for which the results with
fewer nodes require an excessive amount of time.

Table 1
WEAK SCALAING OF GROUP 1 TRANSPORT SWEEP

nodes time (secs) speedup
1 85.1665 100.0000

2 85.2150 99.9431

4 85.4985 99.6117

8  85.6725 99.4094

12 857175 99.3572

20  86.0830 98.9353

In Figure 2 we plot the results of a strong scaling study
for the entire eigensolve, using 10 nodes as the base case.
The plot clearly shows that the strong scaling is excellent.

Figure 2. Strong Scaling for Eigensolve
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10°
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Finally, we plot the results of the solve in Figure 3.

IV. CONCLUSION

In this paper we describe a parallel nonlinear solver for
the NDA formulation of the k-eigenvalue problem in neutron
transport. The solver is a hybrid deterministic/MC method.
We demonstrate the method’s good scalability properties for
a two-dimensional benchmark problem.
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Abstract—Because of the flexibility of Web Services and
dynamical network, QoS is difficult to be assured of reliability,
often causing the Web Service selected and invoked by users
are often not working properly, not result in high performance
Web service composition. In the composition of services for
service selection, in order to improve the reliability and
performance of composite services need to consider the
services of non-functional factors, the paper apply of
knowledge of probability and statistics predicting Web
service’s dynamic QoS property values, propose a objective
evaluation of the credibility of Web Service and a improved

K-MCSP QoS global optimization algorithm of service
composition for improving the reliability of service
composition.

Keywords: Global optimization method of QoS, QoS

prediction, Service composition.

I.  INTRODUCTION

With the significant increase of Web services on the net
work, inthe face ofthe same or similar functional
Web services, previously based on "functional properties"
service selection can not meet the needs of users, so
also take into account the "non-functional properties", QoS
(Quality of Service). However, some service providers for
their own benefit provide false QoS information, or because
of the aging hardware and the increasing number of user
requests than the server processing capacity, so that the
quality of servicescan not reachthe extent of his
previous release, therefore it is difficult to guarantee QoS
Information released is real and reliable.

At present, many researchers focus on predicting a
particular Web service QoS attributes, to predict the
performance of one aspect of service as the basis of service
selection, such as paper!'! predict the similarity of services,
paper? predict availability, paper’®! predict the credibility
of services, whilethere are some researchersin the
academic community using mathematical model to predict
QoS. However, due to too much service to predict in global
optimization service selection, service composition QoS
prediction algorithm is not efficientin performance and
execution time.

In order to improvethe performance of service
composition, this paper gives three prediction methods of
dynamic QoS information and a service credit evaluation
mechanism, and proposed the based-on MCSP Web service
composition QOS prediction algorithm K-MCSP, choose the

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
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high quality service, get the best combination of services for
solving path.

1L SINGLE WEB SERVICE QOS PREDICTION

Web service QoS attributes describe the different
performance aspects of Web service, so different types
of user groups have different needs, and focus on different
QoS attributes. To address different user preferences for
Web services, this article refers to the concept of key QoS
properties.

Concept 1 Key QoS Property (KQP) is the most
important QoS attributes focused by different user group in
the service composition for different user groups. The key
QoS properties in the different user groups are different.

This property presented by the user when the service
request is given, or automatically set in service composition
for special user group. The weight of KQP inall the
QoS properties should be the maximum, set by user or
automatically set the default value during the service
composition, so as to ensure KQP importance. For example,
the service WS, its failure rate is a key QoS property. Then
the weight of the failure rate set between 0.25 and 0.5.

Service QoS prediction before service selection is very
important. This paper predicts four basic services QoS
properties-- running time, transfer time, failure rate and
credibility.

A Running Time Prediction

As the impact of software and hardware, running time of
service is fluctuations and dramatic, can not be constant.
Exponential distribution has no memory, meaning that
some components worked fora period oftime, life
distribution is the same as the original life distribution when
it has been not working. So running time of service can be
described by Exponential distribution. This article before
the service composition predict the running time, distributed
by exponential continuous probability distribution, the
distribution density function:

—At
f(t):{ﬂe >0

O,t <o (1)
Use Maximum likelihood estimation method to estimate
the parameters, get A. Likelihood function is obtained:
n n 7ﬂil,
LA =[]re.H=]re" =2 =
i=1 i=l ®))

Logarithm on both sides of the equation (¢, as running
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time in the past, n as number of collection services in the
past), so the log-likelihood function is:

InL(A) = nlnA - /12": t, = n(InA— A1)
i=1

(3)
Make d 1 -
LAy =n(—=—1)=
i nL(A) n(}L H=0
So the maximum likelihood estimation of A is:
2 n
>
@)

Therefore, the execution time distribution function is:
F(t)=1-e*,t>0

time is running time released by service provider, then the
probability of the running time falling in the interval of
[time — x, time + x] (X is the acceptable range radius of running time)

is F(time+x)—F(time—x) -

B Transmission Time Prediction

Due to network status transmission speed is changing,
. . o« e . 4
affecting service request transmission time. Paper %31 shows

that service data transmission time can be predicted
according to the following formula:
pinglatency,, =0.4+0.3xdistance, " ws, ©)

Transtime,,, =(0.02x size™' +1)x pinglatency, ™

distancews_ is the distance of Web Service ws,, size 1is
the size of the packet.

C Failure Rate Prediction

Web services can use a Markov process to describe, and
can be based on Markov methods to determine the services
the state transition probability (Figure -1), forecasting
service availability.

1= AN
useable
A

Figure-1 Station Transition Probability Graph

N

LN

For Web services, on the one hand, if the current service
is available, after Ar time it will have A A¢ probability to
transfer to failure or have (1—4as) probability to transfer to
maintain available; In the other hand, if the current service
is failure, after A’ time it will have LAt probability to
transfer to be available or have (1—uAs) probability to
transfer to maintain failure!®.

So, Web service system for station transition matrix is:

Xir+Ary Status
0 1

1-AAt AAf
LAE 1= A

X
[

Status

Derivation of each component on the transition

probability matrix P can be drawn on the transfer rate,
written in matrix from:

-2 Y ‘
" —u (8)
The paper'®, through the different equations to be solved
on the availability of services, solve out the probability of
the two station at someone time. If the initial station is

available, the probability of availability at the moment of ¢
is:

A

/u + /1 ef(lﬂx)r

A+ u A+ u (9)
If the initial station is failure, the probability of

availability at the moment of 7 is:

A =F(n=

Ho_ A
A+u A+u

e*(/lﬂl)l

A =FR(n)=
(10)
To be able to predict the final state of the system, also
need to be steady-state distribution of availability, may
be on the Limit of two formulas:
lim A(¢) = lim 4 (1) = —2—
e e A+p i)
Steady-state availability of Web services is independent
of the initial state. According to historical data we can use
maximum likelihood estimation method to estimate the
parameters Aand £/ for the available time and the failure

time distribution function of service.

Because of limited processing capacity and server
request cache content of the services, under normal
conditions in the server, the user's request may not be
Egocessed, regﬂting ina service request to fail. In paper

, the user visits of server can be described as the number
of random events per unit time, in line with the Poisson
distribution parameter:

Are?

k!’ (11)

For different time to collect the data over each past
time period we predict parameter values A of the Poisson
distribution, the maximum likelihood estimator of A is
user’s average visit amount for the unit time. Server's
cache volume (5 ) and throughput (i) can be given when
the service providers register the service. When the service
visit amountis reached to b , the service cache is
full; again the service can not be processed. By the queuing
theory, we can draw the amount of saturated rate of service
access:

pIX=k}=

k=0,1,2,---

p =P AsuBoO<i<h
1-p
p: = 1
——, A=uB0<i<bh
1+ (12)
Assuming p= A, p, 1s the probability to have i requests in

u
the queue, when visit amount i reach tob , service cache is full,
again denied the request to pay. So the probability of saturation for
service visit is:

f%” :pb. (13)



Combination of the above analysis, we can predict the
overall failure rate out of service:

A
Pﬂnlw‘c = I_A(t)"’P/uu =——+P

A+ P Jull (14)

D Reputation Evaluation

Current evaluation of services istoo subjective, can
only feel the performance of services from view of the user.
Due to some network failure, and service composition in the
poor performance of individual services, as well as poor
performance service composition caused by fault of service
composition engine, not truly reflect the performance of
individual services, so performance of service composition
can not evaluate the reputation of a single Web service.

In one hand the paper compare the execution time and
the failure rate of each call-off services with the information
distributed by service providers, in the other hand the
performance of services response from a user perspective,
both should multiply the corresponding right to the final
reputation value, usually the right value to the former than
the latter in order to ensure the objectivity of reputation, for
example, 70% of the former, the user evaluation 30%.

By Standard & Poor's rating methodology, the reputation
level from low to high order:

1-T 1-T 1-T 1-T 1-T
[OJT],[T,T‘FT],“',[I— 7 —Fal—?],[l—?sl]

T is the threshold level of credibility, so the service
below a sign does not advocate calling; L is the reputation
level. Fall in different intervals, corresponding to different
levels of reputation. The reputation of this method reflects
the slow rise and rapid decline in reputation rating of poor
performance characteristics. The credibility of new service
had not previously called for isthe average ofthe total
reputation of service provider.

III.  SERVICE COMPOSITION QOS PREDICTION

Because the MCSP" algorithm is basedon the
information released by service providers in the UDDI , can
not guarantee the reliability of QoS information; Therefore,
the paper propose improved global optimization algorithm
of service composition QoS prediction-- K-MCSP, through
objective reputation computing the real QoS property values
of services, cycle operation select the maximum target
function of the path, and predict each QoS attribute values
for services in path, finally solve the optimal path of service
composition.

A.  Basic Ideas

In this paper, service composition QoS prediction
algorithm K-MCSP,is based on the MCSP service
selection algorithm to solve 01 multi-choice
multidimensional knapsack problem. Idea of the algorithm
is that the user selects a key QoS property, the selection
strategy is divided into two stages:

1) Inthe first stage of service composition, due to the
select service space is too much, this time predicting each
Web service lower the efficiency of the service composition.
Service QoS information is not reliable, but the reputation
of the service objectively reflects the performance of the

service performance though compare the performance of
services with released QoS information, it is truly and
reliable. Therefore, key QoS property selected by user and
reputation as the constraint of service selection, while using
the true quality of service calculate the service objective
function, apply MCSP algorithm, topological sort order to
traverse each node of the Web service composition graph, in
turn record the path ofthe maximum of the target utility
function meeting the user's constraints from the source to
each task node. if the task node reach the terminal node,
indicating that the algorithm successfully found a best path
of service composition, return the optimal path from the
source to the end with constraints, circularly execute to
generate the K best path of service composition;

2) In the second stage, as the first phase of the service
selection is based on information released by service
provider, the reliability of QoS calculated is not high. So the
screening of candidates down the predicted QoS services,
using upper prediction methods predict filtered candidate
service. All the proposed prediction method to predict QoS
attribute values of each web service in the k optimal path of
service composition, re-computing QoS property values and
objective utility function of path, and also meet the user's
QoS constraints, solve the optimal path of service
composition.

After user submits a request, QoS agent center of service
composition manager selects one or more task nodes to
compose scheme. Combination of all scheme together
form a functional graph, then selection manager correspond
all task nodes tothe respective service group, finally
connecting all possible candidate paths, and each path can
execute the user's request. In the graph only considering
the functional ~ properties of  each Web service, without
taking into account QoS requirements, as shown in
Figure -2, the arrows indicate the transfer process between
the two services.

Se

Figure-2 Web Service Composition Functional Graph

B. Date Structure

Web service composition functions graph G (S, E),
S means that all tasks set of nodes, E represents all edges of
two task node set, and each task node S, in S corresponds

to the service group. Eachnode 7, in the service group

represents a candidate service, with benefits value and
the QoS property values; if the service S, connectto the
other service g ,then the all candidate services y in
Jj 1
service group S, areconnected to all candidate v,

services in service group S adding a virtual source node



V. without linking in and a virtual end source v, without

linking out, their QoS attributes are always 0; C represents
the user's QoS constraints ; Q, said the service quality
vector of path; F is objective utility function of the path, the
corresponding comprehensive quality of service
composition path. In Figure -2, service selection problem of
QoS global optimization in dynamic Web service
composition can be converted to find the optimal path from
source node to the destination node with constraints.

C. Implementation

Based on QoS prediction the optimal path problem with
constraints can be formally described as: in the service
composition function graph finding a path P from the source
node to the end node, make the maximum utility objective
function F, and satisfies the user's QoS property constraints.

In the first phase, in addition to credibility and
transmission time, the main QoS information of Web
service is distributed from service provider, but the

service's QoS information is dynamic, QoS can not be
guaranteed the reliability of information, not accurate
know the  performance to  complete the requested
service. Except the key QoS property, the paper use
proposed method of the credibility evaluation, and use the
user's credit rating to calculate real QoS property value of
each candidate service. Type (4-4) is QoS property value

through information directly released by the service
provider:
L-L,+1
0, =d —T”) °0p
0, is real QoS property value of service. @, is QoS

property value of service released by service provider. L is the
highest lever of reputation. L, is reputation lever of someone
service.
Pseudo code of K-MCSP selection algorithm for global
optimization is:
K-MCSP(G=(V,E),Vs,Vd,C):
{L(k) 4_Kpath(G=(\]9E)’Vs’VdaC);
For (each P;EL(k))
{ for(each Vje P[i], V)
{Time=Time+ServiceTime(V;) +TransmissionTime(V);
F[i]=F[i] + Prediction(V; * Q):
Q=Q +Vje Qkor; }
If ( Q>C) then F[i]=0;
)
Retrun Max(F);
}
Kpath (G:(“E)’Vs’vdﬁc):
{ While (n<=k)
{ for(each S;ES)
for(each V;ES))
{ if(VE==V) then
{Q—Q(Vy;
F<F(V): }
else {Q<-Qp(V)+Q;
F<FD(Vi)+F; }

if (Q>Cgop) return;
else { if (F <F(S;)) return;

else remove P from P (S)); }
add V;to P (S));

i}f(Si ==V,
{ n++;
add p(S) toL;
P V=0; }
return L;
}
}

IV. EXPERIMENT AND ANALYSIS

Deployed in a lab environment Petium (R) 4 3.00GHz CPU,
1024M RMB's PC, the operating system using Windows
XP, use development  tools for the Eclipse3.2, java
(jdk1.6). Because currently there is no relevant standard
platforms and standard test data sets, experimental data
were generated using simulations, and Web service QoS
parameters within a certain range by random method, the

range of parameters is, 0< G price <100, 0s< g, <60s,

<1, <60, <10._

0< q‘/'ai/ure 0< qtmnstime 0< qrcputation

We compare the K-MCSP algorithm with prediction
algorithm based-on average QoS information into the
experiments, and global optimization of based-on average
QoS information prediction algorithm select ACO for
optimal path, the running time of two algorithms for solving
the optimal service composition are as follows:

350
00 ——K-MCSP
5
o2 —=—AVE 5
fo 200 A_
150 K-MCSP
100 15
, AVE 15
50 ————-
P
0 ‘ : : : :
1 2 3 4 5 6
Task number

Figure -3 Running time for K-MCSP and average prediction

Figure -3 shows compare of running time between the
algorithm of this paper and the average prediction algorithm.
When the number of candidate service is round 5, and the
task node is not much, running time of K-MCSP algorithm
and the average prediction algorithms do not differ
large, but the execution time with the task nodes increases,
the iteration time and space is too large, the running time of
K-MCSP is averagely superior to20% than average
prediction algorithm. In  summary, processing data
computation K-MCSP algorithm is more than average



prediction algorithm, but the running time of optimal path
using K-MCSP is far below the average forecast of the
ACO.

The purpose of the method predicts the service's ability.
According to forecasted execution time of composition
service and the actual measured value we assess the
accuracy of prediction algorithms, the error rate can be
predicted by the formula 77_\1/(, -v| . v, and y mean

v,
respectively the predicted execution time and the actual
measured value, then calculated the average prediction error
rate:

D

i=1
Mg =
avg n

If Mg is than 10%, the prediction is qualified.

Table-1 Comparison of Running time

o | K-MCSP | Average Actual Error Error rate
% predictio | predictio | value rate  of | of average
“ | nvalue n value K-MCSp | Prediction
1 5.0 4.9 4.3 16% 14%

2 3.5 3.2 4.1 14% 22%

3 4.2 34 4 5% 15%

4 2.0 2.1 2.5 20% 16%

5 3.1 3.8 32 3% 19%

6 1.6 2.5 2 20% 25%

7 3.8 3.7 3.5 8% 6%

8 4.5 6.0 5.2 13% 15%

9 4.5 4.9 4.3 4% 14%

10 | 2.9 2.5 32 9% 22%

Using K-MCSP, the average prediction error was 7.6%,
less than 10%, accurate prediction qualified, while the
average prediction error rate is 16.8% on average. And
based on actual data and a set of prediction data we can
get compared map, as shown in Figure -4:

7
—o— K-MCSP
6 -
o 5 ’\
5
‘;4 ”\ \ —8— Average
Sal A \‘ predict
=i .
E ./\/ ion
a2 \
2 Actual
1 value
0
1 2 3 4 5 6 7 8 9 10
case

Figure-4 the comparison between prediction time and actual time

Can be seen, our proposed service composition QoS
prediction algorithm can help to improve the performance
of composition service.

V. CONCLUSIONS

The K-MCSP algorithm is on the basis of global service
composition of services, within  satisfying the wuser's

QoS constraints, choose the highest reliability service to
compose service, predict the QoS of service composition
based on MCSP, and solve the optimal service composition
path. The first phase of the service composition we filter out
most web service don’t satisfy the constraint and haven’t
high credibility, leaving the k optimal service composition
path. Although not very precise, butvery effective
QoS global optimization Service selection algorithm for
reducing the burden and improve the efficiency of the entire
service composition in the second phase of service
composition. QoS of MCSP is released by service provider,
so the reliability of QoS is difficult to ensure. Compared
with  the MCSP, K-MCSP prediction algorithm can
accurately predict the QoS value of Web services, and QoS
information of service composition is also reliable and
effective, so the performance of service after composing is
much higher than the MCSP algorithm, and have objective
evaluation system of services, accurate evaluate Web
services. Compared  with  similar global  optimization
algorithms, such as ACO, PSO and so on, K-MCSP
algorithm computational efficiency and performance of
global optimization, there isa great advantage, because
K-MCSP before service selection have not a lot of Iteration
time and space consumption, can quickly find the best
service composition paths. Meanwhile we can accurately
predict QoS of Web service, can greatly improved the
reliability — of service  composition. Algorithm's  time
complexity can make use ofalgorithmsto analyze the
number of cycles, the algorithm calculated the total time
in O (n?) or less.
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Abstract—This paper presents the performance of linear
algebra operations together with their uses within iterative
Krylov methods for solving the gravity equations on Graphics
Processing Unit (GPU). Numerical experiments performed on
a set of real gravity matrices arising from the Chicxulub
crater are exposed, showing the performance, robustness and
efficiency of our algorithms, with a speed-up of up to thirty in
double precision arithmetics.

Keywords-1terative Krylov methods; SpMV; Parallel comput-
ing; GPU; CUDA; Gravity equations;

I. INTRODUCTION

Computers with high FLoating point Operations Per
Second (Flops), such as Graphics Processing Unit (GPU),
are now common in the computing market. Historicaly,
GPU, were used for calculations associated with graphic
display. After ten years from its apparition, General Purpose
GPU computing (GPGPU) has undergone a revolution in
computational science with the use of graphics hardware.
Over the past ten years, the high computing power has
significantly evolved, allowing modern graphics processing
units to become more attractive for science and engineering.
In order to allow researchers to exploit the computational
power of GPU device, NVIDIA has proposed Compute
Unified Device Architecture (CUDA) [26], which offers a
high level GPGPU-based programming language. In this
paper, we improve the implementation of Krylov methods
on GPU architecture. To evaluate the performance we use
Alinea [6], [5], our research group library, implemented
in C++. Alinea is intended as a scalable framework for
building efficient linear algebra operations, together with
more advanced operations like iterative Krylov on both CPU
and GPU clusters.

This paper is organized as follows. First, in Section II,
we give a brief presentation of the idea of gravity modeling.
Section III introduces briefly GPU computing for readers
not familar with GPU CUDA programming. Section IV
presents our algorithms and reports numerical results. De-
tails of linear algebra operations needed in iterative Krylov
methods such as dot-product, addition of vectors, element
wise product and sparse matrix-product multiplication are
analyzed. Section VI presents numerical results on iterative
Krylov methods which clearly confirm the robustness, com-
petitiveness and efficiency of the proposed implementation
on GPU for solving the gravity equations.

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.10

II. GRAVITY EQUATIONS

See beneath the Earth or gaz investigation require the
solution of the gravity equation which refines geophysical
exploration. Gravity problem can be used for instance as a
complementary method to seismic imaging in geophyscial
exploration. Gravity allows to more accurately define the
underground’s nature by determining density contrasts that
are then correlated with seismic speeds. By this way, we can
analyze for instance the gravity field in the Chicxulub crater
area located in between the Yucatan region and the Gulf
of Mexico which represents strong magnetic and gravity
magnetic anomalies, which allow an evaluation of the impact
of an asteroid 65 million years ago in the region. The
density of computation suits very well the huge computing
power of GPUs, making the parallel granularity of the
algorithm optimal. Unfortunately, to obtain high speed-up,
several tuning and optimizations of the algorithms should be
carrefully performed, such as data transferts between CPU
and GPU, and data structure. Gravity method is a potential
method that improves velocity-density correlations when
coupled with seismic tomography or ultrasounds acoustic
methods, and above all constrains the density distribution
of the geological structures under study. The composant of
the centrifugal force and the gravitational force describes
the gravity force. The gravitational potential of a spherical
density distribution is expressed as: ®(r) = Gm/r, with
m the mass of the object, r the distance to the object and
G the universal gravity constant equal to G = 6.672 X
107 "'m3kg—'s~2. When we consider an arbitrary density
distribution p, at a position x the gravitational potential
is equal to ®(z) = G [(p(z')/||x — 2'||)dz’ where 2’ is
one point position within the density distribution. Whether
the effects related to the centrifugal force are neglected,
only regional scale of the gravity equations is taken into
account. The gravitational potential ® of a density anomaly
distribution Jp is thus formulated as the solution of the
Poisson equation A® = —47wGdp.

III. GENERAL PURPOSE GPU COMPUTING

This section introduces an overview of GPU programming
model and gives the considered features of the numerical
experiments considered.

Before 2000, most of numerical simulations were per-
formed on Central processing Unit (CPU) cluster. In 2006

cps’s
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the migration of GPGPU faces the era of CUDA program-
ming that enables researchers to take advantages of high
computational power of GPU architectures. GPGPU enables
to use graphics card with CPU orchestra to accelerate
general-purpose scientific and engineering computing. More
precisely, GPGPU allows the use of the GPU to offload
the CPU during portions of heavy calculations. Sequential
blocks of the code run on the CPU while parallel parts run
on the GPU. The simplified architecture of a CPU processor
is composed of several memories with multiple levels of
cache memories associated, a basic unit of computation
and a more complex control unit. The idea behind the
architecture of GPU is to have many small floating point
processors exploited on a large amount of data in parallel.
Indeed, many GPU operations perform similar calculations
on a large amount of independent data (Single Instruction
Multiple Data); GPUs are in fact parallel devices of the
SIMD architecture.

In a GPU, multiple processing elements, threads, carry out
the same operations on multiple data simultaneously, which
results a gain in computing time. GPU architecture consists
of hundreds processor cores that work together to massively
perform parallel computing data. This architecture ranges
the GPU as an excellent candidate to perform fast algebra
operations. GPU Computing is much significantly effective
for large size problem compared to CPU. Manufacturers
have developed API such as NVIDIA CUDA that enables
researchers to easily make programs that could be run on
GPU. In order to fully take advantages of this language,
developers need to be close to the hardware, i.e. more
knowledge of the architecture of the GPU and its features.

Because a CPU accesses constantly the Random Access
Memory (RAM), it has a low latency at the detriment of
its raw throughput. On the other side, the memories have
very good rates and quick access to large amounts of data
on GPU. Unfortunately, their accesses are very slow. CUDA
have four main types of memory: global, local, constant and
shared. A thread can be seen as the smallest unit of process-
ing that can be scheduled by an operating system. Threads
are grouped into blocks and executed simultaneously in
parallel. A GPU is associated with a grid, i.e all running or
waiting blocks in the running queue, and a kernel that will
run on many cores. A warp is the smallest executing unit of
the GPU. Its number of threads are always executed together.
Distribution of threads is not an automated process, i.e. that
the developer chooses for each kernel the distribution of the
threads. The configuration of the GPU grid (gridification) is
pointed out as follows: (i) threads are grouped into blocks;
(ii) each block has three dimensions to classify threads; (iii)
blocks are grouped together in a grid of two dimensions.
The threads are then distributed to these levels and become
easily identifiable by their positions in the grid according
to the block they belongs to and their spatial dimensions.
CUDA processing flow. Reference [8] demonstrated that the

gridification, i.e. the grid features and organization, has a
strong impact on the performances of the kernels.

In this paper, the workstation used for the experiments
consists of an Intel Core i7 920 2.67GHz, which has 4
physical cores and 4 logical cores, 5.8 GB RAM and two
Nvidia GTX275 GPU equipped with 896 MB memory. The
workstation is compatible with CUDA 4.0 and supports
double precision arithmetics. Depending on whether the
calculation is carried out, on the host (CPU) or on the device
(GPU), the clock used is not the same. The native clock of
the graphics card has an accuracy of a few nanoseconds
while the host has an accuracy of a few milliseconds. To
overcome this problem, the proposed benchmark consists
in performing the same operation several times, at least 10
times and at least until the total measured time exceeds 100
times the clock accuracy. For the sake of accuracy, in this
paper, we run 100 times each operation and the given time
corresponds to the average time.

IV. BASIC LINEAR ALGEBRA OPERATIONS

In this section, we briefly describe our algorithms and
report the experiments we have performed to evaluate the
speed-up of the GPU version compared to the CPU version.

Table I gives the double precision execution time of our
implementation for the scale operation, where h corresponds
to the size of the vector.

Table 1
DOUBLE PRECISION SCALE OF VECTORS

h cpu time (ms) gpu time (ms) cpu (Gflops) gpu (Gflops) ratio

89056 0.364 0.058 0.244 1.5 6
181888 0.729 0.066 0.249 2.7 11
450528 1.886 0.096 0.238 4.6 19
848256 3.571 0.149 0.237 5.6 23
1587808 6.666 0.232 0.238 6.8 28

Double-precision real Alpha X Plus Y (Daxpy), i.e. y[i] =
a x x[i] +yli], is a level one (vector) operation between two
vectors in the Basic Linear Algebra Subprograms (BLAS)
package. The addition of the coefficients of each vector
is stored in a vector which overwrites the contents of the
second vector, by a simple GPU kernel of the form:
__global__ void Daxpy(double alpha, const doublex d_x,

doublex d_y, int size) {

unsigned int x = blockIdx.x * blockDim.x + threadldx.x;

unsigned int y = threadldx .y + blockldx.y * blockDim.y;

int pitch = blockDim.x * gridDim.x;

int idx = x +y * pitch;

if (idx <size) {

d_ylidx] = alphaxd_x[idx] + d_y[idx ];

}

}

Table II shows the double precision execution time of our
implementation for the Daxpy operation.

The scalar-vector multiplication or element wise product,
i.e. y[i] = x[i] x y[é], is inherently parallel making it an



Table IT
DOUBLE PRECISION ADDITION OF VECTORS (DAXPY)

Table IV
DOUBLE PRECISION DOT PRODUCT

h cpu time (ms) gpu time (ms) cpu (Gflops) gpu (Gflops) ratio

89056 0.735 0.058 0.363 45 12
181888 1.538 0.083 0.354 6.5 18
450528 3.846 0.119 0.351 11.3 32
848256 7.692 0.188 0.330 13.4 40
1587808 14.285 0.342 0.333 139 41

h cpu time (ms) gpu time (ms) cpu (Gflops) gpu (Gflops) ratio

89056 0.495 0.110 0.359 1.6 4
181888 1.041 0.124 0.349 2.9 8
450528 2.564 0.150 0.351 6.0 17
848256 5.263 0.204 0.322 8.3 25
1587808 9.090 0.335 0.349 9.4 27

excellent candidate for implementation on GPU. The mul-
tiplication result of the elements of both vectors overwrites
the contents of the first vector by a simple GPU kernel of
the form:

__global__ void ElementWiseProduct(double alpha, const doublex d_x,
doublex d_y, int size) {
unsigned int x = blockIdx.x * blockDim.x + threadldx.x;
unsigned int y = threadldx .y + blockldx.y * blockDim.y;
int pitch = blockDim.x * gridDim.x;
int idx = x +y = pitch;
if (idx <size) {
d_y[idx] = d_x[idx] * d_y[idx ];

}
}
Table III shows the double precision execution time of our
implementation for the Element wise product operation.

Table IIT
DOUBLE PRECISION ELEMENT WISE PRODUCT

h cpu time (ms) gpu time (ms) cpu (Gflops) gpu (Gflops) ratio

89056 0.680 0.060 0.130 1.4 11
181888 1.408 0.083 0.129 2.1 16
450528 3.571 0.123 0.126 3.6 28
848256 6.666 0.209 0.127 4.0 31
1587808 11.111 0.341 0.142 4.6 32

Dot product and norm evaluation can be very expensive on
CPU for large size vectors. The basic dot product algorithm
designed by a simple loop with simultaneous summation
is not effective on GPU. To improve the efficiency of dot
product algorithm, we compute it into two distinct tasks. The
first task consists in multiplying the elements of each vector
one by one and the second task consists in summing each
of these products to obtain the final result. On a sequential
processor, the summation operation would be implemented
by writing a simple loop with a single accumulator variable
to build the sum of all elements in the sequence. One element
of the input data is handled by a thread. The partial sum of
all elements of all threads of a block is stored into the first
thread (thread 0) of this block at the end of the reduction. At
the end, the dot product is computed as a sum of all partial
sums of all the blocks. In Table IV we compare the double
precision execution time of our implementation for the dot
product on both CPU and GPU.

V. ADVANCED LINEAR ALGEBRA OPERATIONS

Table V sums a set of matrices from the gravity model.
The density anomaly used are inherent from the Chicxulub

crater in the Yucatan Peninsula in Mexico. It consists of 10
km deep, 180 km diameter and was formed about 65 million
years ago. The properties of these matrices are summarized
in Table V and a pattern example is given in Table VI where
the quantity h, nz, density, bandwidth, max_row, nz/h
and nz/h stddev corresponds to the size of the matrix, the
number of nonzero elements, the density, i.e. the number of
nonzero elements divided by the total number of elements,
the upper bandwidth equals to the lower bandwidth for a
symmetric matrix, the maximum row density, the mean row
density and the standard deviation of nz/h. Table VI gives

Table V
SKETCHES OF THE MATRICES

h nz density bandwidth max_row nz/h nz/h stddev
89056 2010320 0.025 5675 27 22.573 8.805
181888 4268192  0.013 9239 27 23.466 8.051
450528 10972752 0.005 17099 27 24.355 7.119
848256 21073920 0.003 26225 27 24.844 6.504
1587808 40077872 0.002 40019 27 25.241 5.930

the sparse matrix pattern in the second column and the
distribution of the nonzero elements in the third column.

Table VI
EXAMPLE PATTERN OF GRAVITY MATRIX

gravi 1325848
h=1325848

nz = 33321792
density = 0.002
bandwidth = 33389
max row = 27
nz/h = 25.132

nz/h stddev =

One of the most time consuming operation in sparse
matrix computations is the Sparse matrix-vector product
(SpMV). Finite element analysis generally involves ex-
tremely large size sparse matrices, which consists of many
zero entries. Data structure, like the Compressed-Sparse
Row format (CSR) [4], [27], is a key point to store efficiently
the matrices on GPU memory. In addition, this paper uses
advanced gridification tuning techniques developped in [5],
[6]. Table VII gives the double precision execution time of
our implementation when using the CSR format.



Table VII
DOUBLE PRECISION CSR MATRIX-VECTOR MULTIPLICATION

h cpu time (ms) gpu time (ms) cpu (Gflops) gpu (Gflops) ratio

89056 13.750 0.523 0.292 7.6 26
181888 27.500 1.123 0.310 75 24
450528 70.000 2.857 0.313 7.6 24
848256 130.000 4.166 0.324 10.1 31
1587808 260.000 7.692 0.308 10.4 33

VI. KRYLOV METHODS

In order to solve gravity problems, iterative Krylov meth-
ods [30], [2] can be considered. Iterative Krylov methods
performance depends on the matrices conditioning, and
effective preconditioning techniques must be used to guar-
antee fast convergence such as ILU factorization [1], [13],
domain decomposition methods [31], [28], [20], hierarchical
preconditioner, etc. A particular attention should be paid on
domain decomposition methods. These methods consist to
split the global domain to solve into several sub-domains,
each sub-domain beeing solved independently by sharing
information along the interfaces between the neighboring
sub-systems. These interface conditions [16] can be tuned
for the performance of the algorithm either with a continuous
approach [9], [12], [7], [19], [10], [18], [17], [15] or with
a discrete approach [29], [24], [21], [11]. The condensed
problem on the interface is usually solved with an interative
method, each iteration involving the solution of independent
sub-problems in parallel [23], [22]. The solution of each
sub-problem is usually solved through a direct method or
an iterative method, typically through the iterative Krylov
methods now considered.

Following the work of [14], [25], [3], [32], we now present
the manner to implement iterative Krylov methods efficiently
on GPU device. The data transfer (sending and receiving)
between host (CPU) and device (GPU) is one of the most
expensive operations. In our Krylov algorithms, all input
data are sent once from host (CPU) to device (GPU) before
starting the iterative routine. Nevertheless, each iteration of
iterative Krylov algorithm requires more than one calculation
of dot product (or norm) that implies data copy from device
to host. The proposed iterative Krylov algorithm have been
performed on the host but all computing steps (dot, norm,
Daxpy, matrix-vector product) are performed on the device.
Both CPU and GPU implementations are exactly the same.
All experimental results of iterative Krylov methods pre-
sented here are obtained from a residual tolerance threshold
1x107% and an initial guess equals to zero. Table VIII repre-
sents the execution time in seconds of the preconditioned (by
the diagonal) Conjugate Gradient, Bi-Conjugate Gradient
Stabilized, Generalized Conjugate Residual for CSR format.
The results clearly outline the robustness, performance and
efficiency of GPU for double precision computation for
matrices arising from gravity equations.

Table VIII
CSR DOUBLE PRECISION

h #iter cpu time (s) gpu time (s) ratio

CONJUGATE GRADIENT

89056 194 3.200 0.241 13
181888 252 8.720 0.483 18
450528 351 30.990 1.366 22
848256 450 76.030 3.043 24
1587808 727 232.980 8.814 26

BICONJUGATE GRADIENT STABILIZED

89056 133 4.390 0.283 15
181888 163 11.290 0.565 19
544563 223 47.880 1.926 24
848256 305 105.390 3.951 26
1587808 465 297.970 11.013 27
BICONJUGATE GRADIENT CONJUGATE RESIDUAL

89056 179 3.270 0.235 13
181888 231 8.810 0.462 19
450528 319 30.970 1.288 24
848256 409 75.760 2.889 26
1587808 650 227.590 8.260 27

VII. CONCLUSION

This paper illustrates the performance evaluation and
analysis of our algorithms for linear algebra operations
performed on Graphics Processing Unit. Several matrices
arising from a gravity problem are used as a testbed. After
exhibiting and analyzing a comparison of CPU/GPU linear
algebra operations, we consolidate our analyze by using
them within iterative Krylov methods. The results clearly
show the interest of the use of GPU technology to solve the
gravity equations.
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Abstract—High content throughput imaging systems must
apply time consuming complex image processing algorithms to
multiple bio-medical image streams. These systems are
typically designed to use parallel resources in order to achieve
results in reasonable time scales. This paper presents the
design of a distributed framework that provides separation of
the largely orthogonal parallelisation from the domain image
processing algorithm development. This allows reuse and
pluggable extension of parallelising patterns, as well as
providing for extensibility of domain image processing.
(Abstract)
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L INTRODUCTION
High content throughput imaging systems apply

algorithms of ever increasing complexity and number to
streams of large 2D and 3D image datasets. These systems
are inherently parallel, typically applying similar complex
and time consuming algorithms to large numbers of images,
and so can benefit from parallel execution.

Parallel programming can be distinguished from it's
serial counterpart in at least three core areas: the creation and
support of parallel execution, an induced requirement for
communication and  synchronization amongst the
cooperating processes, and the handling of partial failures
[1]. If a computation can be partitioned into independent
subtasks, then these can be arranged to execute concurrently
on multiple processors, to achieve a reduction in the total
execution time of the computation, the essence of high
performance computing (HPC) This partitioning for
parallelism results in the need for communication to
distribute the work, collect results and implicitly or explicitly
manage dependencies between the subtasks. In the following
sections we give a brief review of models, patterns and
frameworks that can assist in managing the complexity of
parallel programming, then a description of our distributed
framework, test cases and results.

II. RELATED WORK: PARALLEL PROGRAMMING

MODELS, PATTERNS AND FRAMEWORKS

A.  Parallel programming models.

Parallel programming models range from low to high
level abstractions that commonly trade efficient execution
against productivity and portability. OpenMP is the defacto
standard low level model for shared memory explicit parallel
programming [2]. At a similar level, Intel Threading
Building Blocks [3] provides an Object Oriented template
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based approach to multi-core parallel programming (e.g. the
tbb:parallel for template function) and support for
composing pipelines and flow graphs. MPI is the assembly
language for writing portable and scaleable applications for
distributed memory systems [4]. At a higher level of
abstraction, message passing semantics can be imposed on
shared memory systems, a popular example being the Actors
model [5] and shared memory semantics can be implemented
across distributed memory systems as exemplified in the
Partitioned Global Address Space (PGAS) languages [6].
Functional programming provides an even higher level of
abstraction but has had limited success in HPC [7]. As well,
hybrid models are becoming increasingly common [8]. Our
core distributed framework is an SPMD variant built atop
MPI, targeting MIMD architectures. Hybrid models can be
easily introduced using the plugin functionality.

B.  Parallel programming patterns and frameworks.

A pattern encompasses the description of a recurring
problem in some domain, a context in which it is relevant,
and a known prototypical solution that has wide acceptance
amongst the domain experts, and various parallel
programming pattern languages [9], [10], [11] and
taxonomies [12] have been proposed. Software Frameworks
are an object oriented reuse technique that combines the
concept of components and patterns [13]. As such, they are
more concrete than patterns, providing code that realises the
core infrastructure of an application, usually as abstract
classes, and defining the intended interaction of these
classes, or control flow of a program that uses the
framework. Frameworks can be categorised according to
their level of abstraction. At a high level they can completely
shield the programmer from the complexities of parallel
programming, but by the same token can remove access to
potential low level machine or architecture specific tuning
efficiencies. Here we review a representative sample of

frameworks that separate parallel processing from
application domain code.
General methods  enabling  structured  parallel

programming include Algorithmic Skeleton Frameworks
(ASKF) [14]. Introduced by Cole [15], skeletons impose
additional constraints that guide the user to a suitable
solution, and deters inappropriate implementations. Other
general approaches include frameworks that auto-generate
applications from parameterized design pattern templates
[16], frameworks that expose different design patterns that
are then parameterized with plugin components [17], and
similar template based frameworks such as the 'Selective
Embedded, Just In Time specialization' (SEJIT) [10]. Other
frameworks implement a specific parallel programming
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pattern. Examples include MW [18], a C++ framework that
allows applications to parallelize computations using the
ubiquitous master-worker paradigm, and the Hadoop
framework [19], a popular open source java implementation
of the map reduce programming model [20].

Parallel programming frameworks can also be more
specific to a domain or application, providing optimised core
parallel processing infrastructure and support libraries. In
image processing, an interesting approach [21] introduces
the notion of parallelizable patterns in order to increase code
reuse, and improve maintainability. In this data parallel
image processing library, a single uniform api is provided
although the underlying implementation can be sequential or
parallelized. Moreover, in [22] data and task parallelism are
both exploited to yield better image processing performance.
Data parallelism uses algorithmic skeletons for image
operators, and task parallelism for composition into an image
application task graph.

In the next section, a variant lightweight framework is
described, whose architecture incorporates the extensible
plugin of parallel patterns and domain code, and allows for
simple extension of the framework itself. The impetus for
such a framework initially emerged from consideration of
image processing algorithms and applications, although the
framework can be otherwise generalised.

III. THE PROPOSED FRAMEWORK: DFRAME

The DFrame is designed primarily as a distributed image
processing framework. It's purpose is to separate the
orthogonal parallel processing from image processing, and
thus shield application developers from the parallelizing
aspect of development. This separation also allows parallel
programming experts to concentrate on the core parallel
programming element, being able to develop plugin models
implementing parallel patterns that application developers
can then utilize. As well, the DFrame design allows for the
composition of parallelized entities, such that an image
processing pipeline can be composed of individual entities
that are each parallelized using the DFrame. It is also
intended that the DFrame will be able to run these
parallelized entities concurrently (hierarchical parallelism).

The framework's parallel processing features include:

* A modular design that supports the plugin of models
implementing parallel patterns and for plugin imaging
libraries associated with the plugin models.

* Point to point and collective Master-Worker models are
supplied, that facilitate adaptive distribution of
processing entities based on efficient load balancing.

* Instrumentation to monitor the performance of parallel
programs, and provide feedback on operation and
efficiency.
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* Configurable debugging capabilities to help detect
deadlocks, synchronisation issues, memory leaks and
other programming errors.

As well, core features specific to imaging are provided:

* An image filtering library, representing dynamically
distributable entities within the framework.

* An image IO library for loading and storing tiff and stk
images.

* An imaging library specific to distributable ray tracing
algorithms and ancillary infrastructure.

The DFrame provides abstractions at various levels. At
the lower level the DFrame provides the infrastructure to
manage the plugin of models implementing parallel patterns
and application modules that use those models, and provides
MPI point to point and collective communication services,
with the deconstruction packing, sending, receiving,
unpacking and reconstruction of objects being performed
transparently by the framework. The DFrame also provides a
client interface enabling clients to interact with the DFrame.
Models are then implemented that plug into and use the
DFrame services to arrange for the distribution of data and
execution of application code to ensure that parallel
resources are being used efficiently.

# dframeUl File Edit View Runtime
8006 /Users/tonym/QtProjects/dframeUl/test_spec.xml

(ISEeERetony| Runtime Properties Editor 00

[5X<}

Tasks (plugins)

Figure 1. The DFrame UI prototype, built using QT4 (Trolltech)

An application code module communicates only with its
associated model, using an api defined by the model.
Separated from application code, a model then utilizes the
DFrame's communication infrastructure to effect parallel
execution and interaction. The DFrame processes
specifications that define which model or model group
should be run, together with information on the target
application code. A model is loaded and run, which in turn
uses the DFrame infrastructure to load and exercise the
appropriate application code. The module and dynamic
'plugin' design allows for extensibility and reuse of different
parallel programming models. A novel attribute is that the
DFrame can then automatically adjust a model's parameters
and also determine the most appropriate model from a model
group, to optimise efficient execution.



At the highest level, multiple task specifications can be
composed to create a pipeline of parallel entities. A priori
knowledge is intrinsically incorporated in the composition of
the pipeline by the user which automatically yields
dependencies, absolving the user from further intervention. A
core aspect is that the framework can create multiple
instances of the same processing entity on demand.
Concurrency is thus established and managed through
processing parallel instances of data streams or data
partitions. Data flow management is performed using
temporal and spacial partitioning strategies, temporal
partitioning to process multiple images simultaneously and
spacial partitioning to divide an individual image into sub-
volumes that can be processed concurrently. Figure 1 shows
the DFrameUI used to compose parallel tasks.

IV.  TEST CASES AND RESULTS

The following tests use custom benchmarking on non
standard 3D test images from cell data research, to align with
the intended prime use of the framework.

A.  Test on applying a 2D averaging filter to slices of one
3D image, with distribution of the image slices.

In this test a master process loads a 3D image from disk,
and distributes an image slice to each worker process. Each
worker then processes that image slice (in out tests we apply
a 9x9 kernel filter to each image slice), resulting in an
updated image slice that is then returned to the master. The
master recomposes the slices into a resultant 3D image and
stores to disk. The following graphs show performance in
terms of time and speed up, for an image containing 21 slices
(test image: 696x520x21 pixels; 16-bit; 14MB; file size
15214685 bytes).

One process, the master, does the reading and writing of
the 3D image (as would be the case on a single machine).
Additional overhead is incurred in distributing the
specification, and the subsequent distribution of the image
slices to workers and collection of the resultant image slices.
However, the resulting performance improvements are very
encouraging (see figure 2). In the master-worker model used
for this test, if only one process is used, the master does all
the work. Otherwise, when more than one process is defined,
the master only distributes the work and collects the results,
and does not process an image slice itself. Our sample image
contained 21 image slices, and so the following optimal
partition configurations were tested:

4 processes: 1 master + 3 workers having 7 tasks each.
8 processes: 1 master + 7 workers having 3 tasks each.
22 processes: 1 master + 21 workers having 1 task each.

We have also subsequently applied a 'scatter-gather' master
worker model variant to this test case, in which all
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processors engage in MPI scatter and gather collective
operations to distribute image slices and return results. In this
model variant the master also does work processing an image
slice. Broadly similar results were observed (using one less
processor in each test as the master also acted as a worker).
An orthogonal success was the ease with which one model
can be swapped for another (i.e. by simply updating a line in
the specification). The 'scatter-gather' variant of the model
works well if the computational effort on each processor is
identical, as each process receives work and returns results as
a collective operation across all processes (and thus take
advantage  of  efficient  collective  scatter-gather
implementations).
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Figure 2. Performance with each worker processing one image slice of a
3D image

B. Tests on applying a 3D averaging filter to many 3D
images, with distribution of image paths:

For this test case, we use the master-worker model to test
the degree of speedup attainable in a high content throughput
scenario. The master module code is implemented to
distribute file paths of a collection of 3D images, one to each



worker process. As the number of workers is increased, the
number of images processed is also increased so that each
worker executes a read-process-write workflow on one 3D
image (c.f. tests that process the same image on an
increasing number of processors). Each worker processes all
voxels of a distinct 3D image using a 3x3x3 averaging filter,
with all images being the same size (test image.: 696x520x21
pixels; 16-bit; 14MB; file size 15214685 bytes). 1deally, as
we add processors the total time to execute should remain
constant, as each additional processor will process it's own
distinct image. However, in practise we would expect to see
some impact on performance due to 10 contention as the
load on the storage system rises (system dependent), and also
increased interprocessor communication as the processor
count is increased. Since each worker processes only one
image in this test, the total time recorded to execute the
program will be 'worst case', with the total time reflecting the
'slowest' worker's read-process-write workflow. It is also
worst case in the sense that each worker will attempt to read
it's image at about the same time, and because processing is
the same for all workers, the writes will also be at around the
same time, with some increased variability. We inserted
further dframe timing metrics to capture some of this
variability of processing across the processors, recording
each worker's time to read, process and write it's image.

Note that when testing one process, one task is arranged
to be run locally by the master, which thus acts as it's own
worker. To calculate speed up, we divide the serial time it
would take to process n images, by the tested parallel time to
process n images (on n+1 processors).

The performance graphs (see figure 3) show timings and the
speedup mapped to the n+1 procs used. The associated
speed up graph presents a view of the attained performance.
Whilst not ideal, these preliminary results are again very
encouraging, showing considerable speed up in this 'worst
case' test. As anticipated, the 'worker execute time' does
increase with increased processor counts, being primarily
attributed to increased IO contention as more images are
read and written concurrently, although some increased
variability in the time to process an image once loaded was
also observed. More interestingly though, this accounts for
less than half the observed overhead evident in the 'total
time' graph. To investigate further, we linked in the MPE
analysis tool [23]. Perhaps unsurprisingly, the analysis
revealed that initialising MPI accounted for an increasing
fraction of the total overhead as processor counts increased.
Since this initialisation is a 'one off', it will be amortised
when it is arranged for each worker to process more than
one image, and we should see improved speedup.

As interesting, the analysis also revealed that significant
time was spent at barriers inserted into the program. Some
barriers were inserted to allow reasoning of program flow
and are otherwise redundant and will be removed to
improve speedup. However, it is still an area of continued
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investigation as to why processes can remain at a barrier for
a significant period after all processes have arrived at the
barrier (using openmpi 1.4.2). Else wise, the internode
(master-worker) comms is comparatively very small and did
not significantly impact performance.
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Figure 3. Performance with each worker processing one 3D image

V. CONCLUSIONS

The DFrame is designed to separate out parallel
infrastructure, models and patterns from application code, so
that proficient parallel programmers can concentrate on
developing parallelising code, whilst domain experts are
largely shielded from this aspect and can concentrate on
developing application code. The higher level abstractions
can impose a trade off with performance, but the presented
preliminary results are very positive. This separation of
concerns is also of benefit when improving the system,
where effort to improve the DFrame and models can be
shared across all associated module code, and the modular



design will encourage its use across many image processing
projects requiring parallel processing capabilities.

Performance analysis can help illuminate the characteristics
and bounds of system storage 10O, interprocess
communication, memory hierarchies and processors, and
their interrelation and effect on the performance of the
problem being solved, and must be considered in concert
with  the 'shape' of the problem being solved.
Instrumentation within the DFrame is made available across
models and modules, to aid performance analysis. The
assessment of results guides and drives improvements to
algorithms to maximise performance (and can even
highlight which hardware components can be improved).
Analysis of the tests has revealed where model
implementations can be improved (synchronisation and
intercomms, removing barriers etc.) and that it might be
worth further research into using parallel 10 (supported by
MPI-2) and perhaps dedicating a subset of processors to
storage 10 and then to use internode communication to
transfer data about the network. This must be balanced
against increased program complexity.
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Abstract—EXxisting analysis software, commonly used in
scientific, engineering and business, is not designed for today
and tomorrow’s model sizes. Most software has been
developed decades before multi-threads, multi-cores,
heterogeneous systems. In computer-aided engineering (CAE),
some of the codes date back to the 50s and 60s aimed at model
sizes of around 100 elements. They have been enhanced and
developed for each generation of computing systems. Today,
model sizes of million plus elements are common in business
such as manufacturing. The need for accuracy and detail are
driving model size from millions to billions to trillions and
beyond. Can these analysis codes and supporting tools keep up
with the progress or not? If not, what are the alternatives? In
this presentation we investigate this challenge for software
components as ‘Black-Box’ situation.

Keywords:  Monolithic Simulation  Process,
Computer-Aided Engineering

Software,

L INTRODUCTION

Today we are in the petascale computing (10") era and
soon we will enter the exascale era (10'*). The wealth and
discoveries in the last 50+ years follow the exponential
growth of computer processing power. This vast computing
power means for human society that we can expect further
advancements, from a better understanding of complex
systems such as climate and environment to medical and
brain studies, to social media and big data, and the inter-
relationships and interactions with planet Earth. Together
with mathematical modelling, simulation is used to study
phenomena otherwise too expensive or impossible to observe
in experiments. Current obstacles to continue the current
rate of progress in computational processing are energy and
the lack of software able to scale to future systems.

In the case of computer-aided engineering (CAE), some
of the analysis codes in production use date back to the 50s
and 60s, when model sizes were around 100 elements or
cells. Today, these codes (enhanced and developed for each
generation of computer systems), are addressing model sizes
in the millions of elements. With accessible petascale
computing, the need for accuracy and detailed models is
driving model sizes from millions to billions to trillions and
beyond. This begs the following question: can these analysis
codes and supporting tools still be used? Obviously the best
approach is to design and develop new software from scratch
with these new requirements in mind. Naturally, such a
development comes with challenges for instance accuracy,
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stability, scalability, etc. in the algorithmic space, not to
mention the software engineering complexity involved. This
in turn requires significant investment and validation time.
Such development frequently happens in academia, research
trusts and government laboratories with government funding.
For traditional matured applications this is usually not
practical with the simulation infrastructure and environment
that have taken years to develop as in manufacturing
industries. For example, in applications targeting electronics
design of products such as mobile phones and laptops, the
design and development system typically consists of multiple
software components from multiple vendors mixing with in-
house codes and scripts in a tightly integrated simulation
platform. These platforms cover multiple simulation
disciplines (i.e. thermal cooling, structure mechanics and
electromagnetic). While the key reason for using software
from multiple vendors was that no one vendor could cover
all the analysis fields — now some of the analysis tools have
become industry standard or ‘de facto’ standard. For
corporations, it was common to have separate departments
for each field using different technologies and methods, for
example finite-element for structure analysis and finite-
volume for computational fluid dynamics. Supporting tools
such as pre- and post-processing were frequently third party
products. Thus we arrived at the multiple vendors’ situation
where corporations have an integrated in-house CAE
platform for product design and development.

With this challenge in mind we are investigating possible
ways to address the model size question — can existing
software components continue to be used or not? If you
have access to the source code then can it be enhanced or
redesigned. The answer is ‘Yes’ in such case, provided one
can address the challenges highlighted above. However, the
question that we focus on answering is the following: can we
reuse existing components without modification?

In the sections below we present our preliminary concept
and an example case of how tetrahedral mesh generation
software, treated as a black-box, can generate anticipated
mesh sizes on existing computer systems and beyond.

IL.

Software in CAE is designed to solve or handle one
“Monolithic” model. In finite element analysis this means
one continuous mesh. Common models from computer-
aided design (CAD) are meshed by mesh generation
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software before the solver stage. In the solver, the mesh of
the model is partitioned into subdomain or sub-meshes for
parallel processing by domain decomposition methods [1].
Figure 1 shows a common CAE simulation process chain
where software components are commonly integrated.
Changes to any component will impact others in the chain.

i 4 Solving
= Ax=b
CAD Set Create Post-
boundary Solver "
model s mesh processing
conditions
Step 1 Step 2 Step 3 Step 4 Step 5
Figure 1. CAE simulation process chain.

On the other hand, CAD software handles entire models
such as electronic products and automobile by treating them
as assemblies of parts as shown in Figure 2. This
“Assembly” approach is naturally scalable to any model
sizes where each part can be processed independently.

©

Figure 2. An assewmbly of parts of a vehicle model.

The idea is to take the assembly approach to address the
model size challenge in analysis software and tools without
the need to access the source code. The strategy is a divide-
and-conquer approach [2][3] with domain decomposition
methods to bind the necessary elements [4][5]. In the next
section we take the mesh generation example as the first
feasibility case to assess the concept.
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Figure 3. Stages needed from CAD model to a mesh model.

The processing stages to mesh a CAD model are shown
in Figure 3. There are two levels of parallelism in the
proposed system: assembly-level and part-level. At part-
level, the part can be partitioned into smaller sub-parts for
decoupled parallel processing. The partition is achieved by
CAD cutting with Boolean operations. In meshing no
domain decomposition method is needed. Instead the cut
surface mesh needs to be consistent between the sub-parts
and a sub-assembly tree created for the partitioned part for
processing and mesh reassembly. A job scheduler is used to
manage the parallel processing tasks at various stages for
performance. Any full 3D tetrahedral mesh generation
software can be used, serial or parallel, for the part and sub-
part meshing. The proposed system is capable to generate
meshes of any size on any computer platforms; part partition
makes it possible to generate large meshes on small memory
platforms.

A full description of the meshing system and software
engineering can be found in a recent paper published by the
authors [6].

IV. RESULTS

The test case is a CAD assembly model of a laptop with
123 parts as shown in Figure 4. There is a large variation in
part size, shape and complexity, common in these kinds of
electronic products. Between the smallest and largest
dimension there is more than two orders of magnitude
difference.

ﬁ;@ 7R, 1)
O™ T °°%%oo
. 00000606
= ©000006
lof o O ©000©00)
ﬂ . o0 & C‘pc’o%"o%%"o%%

Back

Front

Figure 4. A laptop computer model.



Table I shows the timing of mesh generation results
between the original Monolithic approach (no CAD cutting)
and new proposed Assembly approach (last two rows). The
meshing was conducted on a two nodes Intel cluster system.
Each node with two Xeon X5670 CPUs at 2.93GHz, each
CPU has 6 cores, and 24GB of RAM. The performance
result attained for test model is modest, achieving a speedup
of 3.2 for 1 node and 3.7 for 2 nodes. The CAD model
disassembly is not included in the timing, at present this is a
serial task same for both approaches. Similarly, the mesh
reassembly is serial and included in the meshing time.
Obviously, when these tasks are parallelized the performance
would be better and increase scalability.

TABLE L TABLE TYPE STYLES
Nodes Cores CAD cutting Meshing time (sec)
1 1 No 598
1 12 No 408
2 24 No 347
1 12 Yes 188
2 24 Yes 162
V.  CONCLUSION

In the case of mesh generation, the preliminary result
clearly shows the potential of the assembly approach to
address the model size challenge. If we have one core per
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part then for the monolithic approach the best time possible
is the maximum time required for a part. Clearly, more
computing resources will not make any difference to the
time. The assembly approach on the other hand can utilize
more computing resources when available by the divide-and-
conquer strategy. From the study of these preliminary results
we have identified several areas of improvement to increase
scalability for mesh generation by assembly approach.
Based on this research result we are encouraged to look at
other software components in the simulation process chain.
We anticipate that the hardest challenge will be the solver
component. Based on previous research [4][5] domain
decomposition methods will have a key part to play.
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Abstract—The development of railway cyber physical
systems is a challenging process. Railway cyber physical
systems involve interactions between train controllers,
communication networks, and physical world. In railway cyber
physical systems, the behavior of the physical world such as the
velocity, flow and density are dynamic and continuous
changing with time while the process of communication and
calculation in railway cyber system is discrete. Non-functional
requirements address important issues of quality and
restrictions for railway cyber physical systems. The high need
for quality is beyond dispute as human life may be endangered
if a railway controller is malfunctioning. The struggle for high-
quality software development methods is of highest importance
in railway cyber physical area. Architecture Analysis and
Design Language (AADL) is a standard architecture
description language to design and evaluate software
architectures for embedded systems already in use by a
number of organizations around the world. In this paper we
present our current effort to extend AADL to include new
features for separation of concerns of railway cyber physical
systems, we extend AADL in spatial aspect, dynamic
continuous aspect, formal specification aspect. Finally, we
illustrate the proposed method via an example of railway cyber
physical system.

Keywords-Railway Cyber Physical Systems; Aspect-Oriented;
AADL; Dynamic continous; Non-Functional

L INTRODUCTION

The development of railway cyber physical systems
is a challenging process. On the one hand, the railway
domain experts have to make the requirement analysis
for the railway cyber physical systems in such a way
that they are implementable. On the other hand, the
software engineer has to understand these domain-
specific requirements to be able to implement them
correctly. The high need for product quality is beyond
dispute as human life may be endangered if a railway
controller is malfunctioning. The struggle for high-
quality software development methods is of highest
importance in railway cyber physical area. Railway
cyber physical systems aim to reduce avoidable crashes that
cause unnecessary deaths, injuries, and property damage.
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The complexity of Railway cyber physical systems is
expressing itself the issues of reliability, dependability and
safety, as well as overall system performance. Non-
functional requirements play very important role in railway
cyber physical design process, and they must be considered
during the system development whole life cycle.

Aspect-oriented programming (AOP) [1] is a new
software development technique, which is based on the
separation of concerns. Systems could be separated into
different crosscutting concerns and designed independently
by using AOP techniques. Every concern is called an
“aspect”.  Aspect-Oriented development method can
decrease the complexity of models by separating its
different concerns. In model-based development of railway
cyber physical systems this separation of concerns is more
important given the non-functional concerns addressed by
railway cyber physical Systems. These concerns can include
timeliness, safety, fault-tolerance, and security. AOP
techniques can s increase comprehensibility, adaptability,
and reusability of the system. AOSD model separates
systems into tow parts: the core component and aspects.

The Architecture Analysis and Design Language
(AADL) [2-3] is a standard architecture description
language to design and evaluate software architectures for
embedded systems. There are some works on the extension
of AADL using aspect-oriented methods to deal with non-
functional requirements [4-6].

In this paper, we propose an aspect-oriented modeling
method based on AADL. In this paper we present our
current effort to extend AADL to include new features for
separation of concerns, we extend AADL in spatial aspect,
dynamic continuous aspect, formal specification aspect.
Finally, we illustrate aspect-oriented modeling via an
example of railway cyber physical system.

II.  ASPECTED-ORIENTED MODELING METHOD

OF RAILWAY CYBER PHYSICAL SYSTEMS

AADL supports two main extension mechanisms:
property sets and annexes. Annexes and properties provide
the addition of complex annotations to AADL models that
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accommodate the needs of multiple concerns. Thus, we can
make the aspect-oriented extension base on AADL property
sets and annexes. We can extend AADL with an aspect
annex, aspects can be specified in a language other than
AADL, and then integrated in AADL models as annexes. In
this paper, we extend AADL by aspect-oriented method in
following aspect:

Dynamic Continuous dynamics Aspect: Railway cyber
physical systems are mixtures of continuous dynamic and
discrete events. These continuous and discrete dynamics not
only coexist, but interact and changes occur both in
response to discrete, instantaneous, events and in response
to dynamics as described differential or difference equations
in time.

Formal Specification Aspect of Data: A formal
specification aspect of data captures the static relation
between the object and data. formal data aspect emphasizes
the static structure of the system using objects, attributes,
operations and relationships based on formal techniques..

Formal Specification aspect of Real-Time constraint
aspect: In order to specify time constants strictly, we
introduce a formal specification aspect that allows for
formal specifications of timing constraints.

Spatial Aspect: The analysis and understanding of
railway cyber physical systems spatial behavior — such as
guiding, approaching, departing, or coordinating movements
is very important.

II. CASE STUDY: ASPECT ORIENTED
SPECIFICATION OF RAILWAY CYBER PHYSICAL
SYTEMS

It is known that railway cyber physical system can be
effectively split into four subsystems[7-10]: automatic train
supervision subsystem  (ATS), zone control subsystem,
vehicle on-board subsystem and data communication
subsystem. The ATS(ATP) subsystem, includes a series of
servers for different purposes, printers, displays, many
workstations and so on. Via the data communication
subsystem, the ATS(ATP) subsystem gets respectively the
information of databases, train position, wayside devices
and movement authority from the database storage unit in
data communication subsystem, vehicle on-board subsystem
and zone control subsystem. After handling them, they are
transferred to the correlated devices and subsystems. The
vehicle on-board subsystem includes the VOBC (vehicle on-
board controller), DMI (Driver Machine Interface) and so
on. The subsystems accepts many different types of data in
zone control subsystem and ATS(ATP) subsystem, then
calculates the train movement curve, measures the train
speed and movement distance associating with the guide
way databases to protect the safety of train movement. The
zone control subsystem contains zone controller, computer
interlocking(CI) devices, axle counter, signals, platform
doors, switches and other wayside devices. This subsystem

30

gets and handles the useful data and statue information from
other subsystems to generate the movement authority for the
trains in control zones and update persistently as required.
Then the subsystem transfers the movement authority to the
vehicle  on-board  subsystem through the data
communication subsystem in order to control the train
movement. It also controls the switches, signals, and
platform doors, and acknowledges the request of adjacent
zone controller. The data communication subsystem mainly
contains database storage unit, backbone fie-optical
network, wayside access points, on-board wireless units and
network switches. Data communication subsystem is the
other subsystems communication bridge making normal
communication between the subsystems and ensuring the
safety of train operation. As shown in Fig..1, the
communications between the subsystems are via the data
communication subsystem.

ATS Subsystem

Communication
Subsystem

Vehicle On
board Subsystem

Zone Control
Subsystem

Fig 1. the communication between the subsystems files structure

The above four subsystems can be expressed by the file
structure as shown in Fig. 2.

=) [=2 CBTCSs=tem
= [ aadl
= paclkagzes=s

ATSw=tem. aadl
DCSEx=stem. aadl
Tool=. aadl
VOESs=stem. aadl
ZECSy=tem. aadl

[ propertxs=t=

CETCSw=tem. aadl

Fig. 2. CBTC system's file structure

The components in the ATS (ATP) subsystem are shown
in Fig. 3.
DEVlEESEuE

ATSvs
£romDCS

CalculateProcessor
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P> TrainData ]

[ fromncs ||
X toncs

[ DisoDataInterface
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isplavInterfaceWorkstations

DolicalionServers Workstationshccess
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Displ
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Printer ExternalInterfaceServers
PrimtData Power
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Fig.3. the components in the ATS subsystem



Dynamic Continuous dynamics Aspect can be expressed
using the AADL extension on Device with differential
equation. The dynamic continuous features of the train are
specified by AADL annex as follows:

Device train
Features
In_data :in data port;
Out_data: out data port;
Properties
Equation => {
F =300-0.284v:
W,=A+Bv+Cv’;

W =1000tan @ ;

W= 600 :
R
W =0.00013L;
W=WAW AW,
WI1=WL,
B=M;
_F-W,-W,-B.
+yM

Q.

K

Const =>{M, v};

Const_value =>{M,y};

Var=>{vt,A,B,C,R,Ls,Lt, 0};
End Train;

The spatial aspect can be expressed using the AADL
extension on the behavior annex. We wuse Cellular
Automaton( CA) [11] to specify spatial aspect, we transform
CA into the behavior annex as follows:

subprogram space

features
dn: in parameter Types::float;
dmin: in parameter Types::float;
Itrain: in parameter Types::float;
at: in parameter Types::float;
bt: in parameter Types::float;
vmax: in parameter Types::float;
Xec: in parameter Types::float;
Dgap: in parameter Types::float;
vn: in parameter Types::float;
xn: in parameter Types::float;
vn: out parameter Types::float;
xn: out parameter Types::float;

end space;

subprogram implementation space.default
annex space_specification {**

states
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s1: initial state;
s2:return state;
transitions
normal: sl -[ on accelerate]-> s2 {
if(isTrain){
if(dn-ltrain>dmin) {
vn=min(vn+at,vmax);

}else if(dn-ltrain<dmin) {
vn=max(vn-bt,0);

telse{
vn=vn;

H

Xn=xn+vn;

telse{
if( Dgap>Xc){
vn=min(vn+at,vmax);

telse if( Dgap>Xc){
vn=max(vn-bt,0);

} else{
vn=vn;

}

Xn=xn+vn;

normal: sl -[on decelerate ]-> s2 {
if(isTrain){
vn=min(vn,dn-ltrain-1);
Xn=xn+vn,
telse{
vn=min(vn,Dgap);
Xn=xn+vn;

s

*};

end space.default;

In this paper, we use ZIMOO [12] to specify data aspect.
ZimOO is an extended subset of Object-Z allowing
descriptions of discrete and continuous features of a system
in a common formalism ZimOO supports three different
kinds of classes: discrete as in Object-Z, continuous and
hybrid classes. Thus, the system can be structured better and
the well-known suitable formalisms can be applied to
describe, analyze, and refine the different parts of the
system. The bridge between the continuous and the discrete
world is built by hybrid classes. We use clock theory to
specify real-time constraint aspect formally. e time aspect of
the system.

Clock theory [13] puts forward the possibility to
describe the event in physical world by using a clock, and
can analyze, records the event by clock. To use clock to
specify Cyber Physical Systems, the time description is
clearer to every event and can link continuous world with
discrete world better, the definition and linking mechanism
of clock theory is provided as below.



DEFINITION 1. A clock ¢ is an increasing
sequence of real numbers. We define its low and
high rates by

Ale) =g inf{(cli+ 1] —

cliDli  ENat} V(c) =4f

sup{(c[i + 1] -

cli))|i ENat}

The train controller is formally specified as shown in
Fig.4.

TrainController

position : [p ! Position] chan
speed : [s? - Speed) chan

t now: [t ?: Clock] local_chan
t out: [t?:Clock] chan
t wait : [t?: Clock] chan
¢ idle: [t7:Clock] chan

record: [ | - record |chan
state : st ? : State] chan

— Init
t now = Clockso,
speed = 0
t out =0
t wait =0
t idle = 0
— sendPosition — sendSpeed

pos | : Position speed | : Speed

updateCloc — crossControl

A(speed, position)
speed ?: Speed
position ?: Position

\(t out, t wait,t idle)
t out ? :Clock

t wait? :Clock
t_idle? :Clock

speed’ = speed |

0=speed ~max speed
Position

t out'=t_out
t wait'= (_wait

t_idle'= t_idle

position"

— log

\(record)

record' = record

Fig. 4. Formal specification of train controller

Real-time aspect is specified as shown in Fig.5.

— ClockController[X]

T (Clock, s Clockyy ,Clock,,q. ,Clock,a. , Init, updateClock)

Train
Train

train,
train,
¢ pos b : Track_Position
1 pos d : Track_Position
t_now : Clock
out : Clock
t_wait : Clock
t_idle : Clock

Init

now = Clockpow
out = Cloc:
wait = Clock,
idle =Clock,q.

updateClock
At _out, t wait 1 _idle)
train; ? : Train

train;? : Train

1 pos_b ? : Track_Position
1 pos_d ? : Track_Position

1 out’ : =Clockyon + Clockypyw- Clockeommon

U ¢, U C
1 idle’ : = Clock.., 10K U C¥ s pursiiear U C¥n meen
1 wait': = Fun_Track(i,Track Position).CIock,.Clocka.,
Clockia.
l MU CP

Fig.5 Real-time aspect

Rail crossing control is modeled as shown in Fig.6
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CrossCe

X7

1 (count, Init, Leave, Enter)

Train

track_number : Track_number
count : N

switch : Switch

train :

— Init

count = 0
switch = down

— Leaving
A(count , switch )
train ? : Train

Scount' : {count =0 A switch = up} = count -1

— Leave
A(switch )
train ? : Train

switch = up

— Entering

A(count , switch )
train ? : Train

Seount' : {count < track number n switch = up} = count +1

— Enter
A switch )
train ? : Train

switch = up

Main = Leave || Enter || Leaving || Entering

Fig.6 Model of Railway Crossing Control

End to End flow latency analysis requires the
specifications of End to End flows. An End to End flow
represents a logical flow of information from a source to
destination passing through various system components. It
is defined in the component implementation (typically in the
top level component in the system hierarchy) and refers to
the specifications of other flows in the system. The End to
End flow specification consists of the flow specification of
the contributing components connected through the AADL
connector.

In ATS, the end to end data flow that is received from
display interface workstations, are processed and then
transferred to display output is specified as follows:

device Displaylnterface Workstations
features
DispDatalnterface: out data port;

flows
flow1:flow source DispDatalnterface {
Latency => 20 Ms;
} .

end DisplayInterfaceWorkstations;
process DisplayProcess
features
inInterface: in data port;
outlnterface: out data port;
flows
disp flow:flow path inInterface->outInterface {
Latency => 20 Ms;
}
end DisplayProcess;
device Displayer
features
DispDatalnterface: in data port;
Power: requires bus access Tools::PowerSupply.Power;



flows
flow2:flow sink DispDatalnterface {
Latency => 20 Ms;
15
end Displayer;
system implementation ATSys.Impl
subcomponents
DispWorkstations: device DisplayInterfaceWorkstations;
Disp: device Displayer;
DispProcess: process DisplayProcess;

connections
DataPortAccessConnl: data port
DispWorkstations.DispDatalnterface ->
DispProcess.inInterface;
DataPortAccessConn2: data port
DispProcess.outlnterface ->
Disp.DispDatalnterface;

flows

e2eflow:end to end flow DispWorkstations.flow1-

>DataPortAccessConnl->DispProcess.disp_flow

->DataPortAccessConn2->Disp.flow2 {

Latency => 100 Ms;
¥
The end to end flow delay is predefined as 100ms, we

make a flow analysis by the tool OSATE, and we obtained
the delay 60 ms which is less than the delay 100ms. The test
result is shown as Fig.7.

(W AADL. - CBICSysten/aaxl/packages/ATSysten. aarl ~ OSATE

Hile Bit Boigte Sewdd Iojest 0500 dnadyses B bl Bbitw Yiador Fip
S0 FEEERDE B0 % IBE 200 B¢ ai0baf WU LY B EEE &
V ek
ML Bogelr £ SO Mystmeald DMemed S Dseedl DNl 30 il
5| B sletfon: s (B0l ks Kt .
A st Al B 4 dadl Spee Mipsten
EBud 5 el Facags Higion
5 kg = utlic
) Mepsten. el # s Type MlSpsten: Devisshos
Westen, el £ 0 Brecessr Type Avsten Clenlatelroesses
Toels sl 0 Bevi e "ype Systen gL ctionServers
Wisten sell 0 Devize e WESston: Estemallntefusiorrars
0 Ipsten el 0 i “ype KTyt M mmesbrstations
[ prpurtysets 20 Bevze ype Systen: D nterneborkstecions
CHSpsten. el 07 Beeces Tpe Mopan Diplagteccs
Bl 0 Devie "ype HTSysten Dispatehorhorks-ations
B (2 puges 2 0 Desis “ype MSysten: Brimr
0 Devis Type KSpsten: Disglager
£ Mistan aal 50 Syster e MlSsten: AT
o Msten sl 50 Syster gl Wysten: Ay Il
B Megsten sl
& Mistn, sl 2 Buopersien ML Broperty Vies [ 2oklens 0
Findsanl 0 emrs 2 surnings, 2 infis
o s i Deseriation
[ Mo ] B I Yaings 2 il
o MESrten arld [ 1 Tnfos 0 itene)
[yt sl 1 Enirtorend flov eflow oo eulated Jeny OSpnctonons)3. D i Less than enpected Luterey 1000 ns
i Msten sl 1 Bai-torend flov 2eflon oo elited lacency (ymehrcnonsiB)0 vs is Tess than expected latency 1001 ns
(& propertysets
L catsysten. s
Oyt i
3 (5 raports

Fig.7. End to end flow analysis for ATS
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IV. CONCLUSION

In this paper we present our current effort to extend
AADL to include new features for separation of concerns of
railway cyber physical systems, we extend AADL in spatial
aspect, dynamic continuous aspect, formal specification
aspect. Finally, we illustrate the proposed method via an
example of railway cyber physical system.

Future works will focus the on integrating formal
specification and verification techniques with AADL
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Abstract—Automatic generation of code from Petri-Nets is an
important topic. This paper presents a new approach to
automatically translate Petri nets into concurrent program. In
the proposed approach, place in Petri net is viewed as variable
and transition as operating statement which change place
marking according to enable and firing semantics. In order to
conveniently translate Petri net to CC++ program code, sequence
block and independent transition is defined and a graph called
virtual Petri net is constructed. The translation rules of sequence
structure, concurrent structure, select structure and loop
structure of Petri nets are developed. According to these
presented translation rules, an algorithm of concurrent program
code generated automatically for Petri net was proposed. Finally,
through case study, the effectiveness of the developed approach is
illustrated.

Keywords- Petri nets; automatic; concurrent programming;
CC++

L INTRODUCTION

Petri net is well known as a formalism for description and
modeling systems, but their use is largely limited to the earlier
activities of software sys development. To extend the use Petri
nets to the whole software development process, several
researchers explored the code generation techniques for Petri
nets, the selected target languages include XL/1 [1], Ada83 [2],
OCCAM [3] and C++ [4]. Weili Yao and Xudong He present a
new approach to translate Petri nets into CC++ (a general
purpose concurrent object-oriented programming language)
program skeletons [4]. However, reference [4] only focuses on
the synchronization through share place, and programming
code can’t generate automatically. Reference [5] presents an
approach to translate hierarchical predicate transition nets into
CC++ program skeletons. The approach consists of an overall
translation architecture and a set of translation rules based on
the syntax and semantics of hierarchical predicate transition
nets, But automatic code generation from HPrTNs cannot be
realized easily due to the general nature and complexity of
constraints associated with transitions. E.4. Golenkov presents
first steps in creating intellectual translator from Petri Net
notation to C++, but could not provide how do translate in
detail [6]. Stephan Philippi gives an overview of different
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978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.14

34

Wenjing LI
College of Computer and Information Engineering
Guangxi Teachers Education University
Nanning, China
e-mail:liwj@gxtc.edu.cn

strategies to generate code from high-level Petri-Nets. One of
these strategies is due to its characteristics investigated in
more detail. Several improvements of the basic idea are
introduced and also the impact of these enhancements in terms
of efficient execution of generated code is illustrated with a

benchmark [7]. Recently, Dianxiang Xu presents a tool, ISTA

(Integration and System Test Automation), for automated test
generation and execution by using high-level Petri nets as
finite state test models. ISTA has several unique features. It
allows executable test code to be generated automatically from
a MID (Model-Implementation Description) specification -
including a high-level Petri net as the test model and a
mapping from the Petri net elements to implementation
constructs [8].

In this paper, we present a new approach to automatically
translate Petri nets into CC++. In our approach, place in Petri
net is viewed as variable and transition as operating statement
which change place marking according to enable and firing
semantics. In order to conveniently convert Petri net to CC++
programming code, sequence block and independent transition
is defined and a graph called virtual Petri net is constructed.
The conversion rules of sequence structure, concurrent
structure, select structure and loop structure of Petri nets are
developed. According to these presented conversion rules, an
algorithm of concurrent programming code generated
automatically for Petri net was proposed. Finally, we
demonstrate our automatic generation approach with an
example.

II.  PETRINET AND PAR CONSTRUCT OF CC++*

A. Petrinet

Definition 1 A Petri net is a five-tuple PN = (P, T, F, W,
My) where
e P is a finite set of places;
e T'is a finite set of transitions;
® PNT= and PUT#J,
o F'c(PxT)U(TXP) is a set of arcs;
o IV:F—{1,2,3,...} is a weight function;
o My: P—{0,1,2,3, . . .} is the initial marking. Markings are
visually represented by black dots called tokens in
corresponding places.
The dynamic behavior, caused by marking changes, of a Petri
net is defined as follows:

cps’s
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o A transition t is said to be enabled under marking M if there
is at least W(p,f) tokens for each place p in the pre-set of # (the
pre-set as 1 of 7 is denoted 7).

e An enabled transition ¢ in marking M can fire and result in a
new marking M* according to the following formula:

if pe *rut”, then

M*(p)=M(p) )]
@if pe *t+, then

M*(p)=M(p)-W(p,1) (2)
®if pe '~"t, then

M*(p)=M(p)+W(1.p) 3)
@if pe 't then

M*(p)=M(p)+W(1,p)-W(p,1) ©)

where 7* denotes the post-set of 7.

Two enabled transitions can fire concurrently as long as
they are not in conflict (the firing of one of them disables the
other).

B.  Par Construct of CC++

CC++ is an extension to C++ for concurrent programming
which includes any valid C or C++ program. The detailed
discussion of CC++ can be found in [9] and visited at
http://www.compbio.caltech.edu/ccpp/. CC++ provides three
concurrent constructs to model concurrency and logical
parallelism, which are par, par for , and, spawn. In this section,
we briefly introduce the par concurrent construct of C++,
which will be used in our automatic translation. The par
construct has the following general structure:

S1;
par{
S2;
Sm;
}
Sm+1;;
Where the statement S1, par{::-}, and Sm+1 are executed
sequentially, but statement S2,::*, Sm in the par block are

executed concurrently. The execution of the par block finishes
when all statements in the par block finish their executions.
Synchronization at the end of bar block is implicit.

III. AUTOMATIC CC++ PROGRAM GENERATION FROM
PETRINETS

A.  Sequence Block and Independent Transition

In this section, firstly, a sequence block and an
independent transition are defined, which will be used in our
automatic conversion. Secondly, the algorithm of computing
sequence block and independent transition is presented.

Definition 2 A sequence block SB is a subnet of Petri net,
which satisfy the follows condition:

e The place set of SB is not null.

e Vte SB, |'7|=¢°|-1.
Especially, the first place in SB is denoted by SB[f p], and the
last place in SB is denoted by SB[/ p].
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Definition 3 If transition ¢ is not belong to any sequence
structure of Petri net then transition 4 is called an independent
transition.

Algorithm 1 Computing sequence block and independent
transition of Petri net

Input: Petri net

Output: The set of sequence block (SBS) and the set of
independent transition (ITS)

Stepl Initialization:
SBS—NULL.

Step2 1f SSP=( then go to Step6 else go to Step3.

Step3 Get a place p; from SSP.

Step4 Construct sequence block S, with p; as follows:

Insert place p;and its subsequent transition and place into
S¢ until there exit its subsequent transition ¢ satisfy
|t,"le {0,2},or there exit its subsequent place p;satisfy |p;">2 or
[pjl22.

Step5 ITS—{t},SSP—{t"} U {p;, p:},SBS—SBS U
{Si},and go to Step2.

Step6 end.

In order to conveniently translate Petri net to CC++
programming code, we construct a graph called virtual Petri
net, which conclude all sequence blocks and independent
transitions of Petri net. The constructing method as follows:

e The node set of virtual Petri net are consisted of sequence
block and independent transition.

e For any sequence block S;: if S/(/_p)°eITS then construct
a arc from S; to Si(/_p)° in virtual Petri net.

e For any independent transition #: if £=S,(f p) then
construct a arc from ¢ to S;.

B.

SSP«{in};ITS—NULL;

translation rule from Petri net to CC++

®  Sequence Sstructure

If a subnet of Petri net is a sequence block, the structure
of the subnet is called sequence structure. The translation rule
of a sequence structure as follows:

if there is no any transition in sequence structure, the
program code of the sequence structure is a null statement( i.e.
7).

for any transition ¢ in a sequence structure, the
program code of ¢ is: “if(p1>=W(p.f)) {pl1=pl-W(p,t);
p2=p2+W(t,p,);}”,where p1 is a marking variable for input
place of 7 (i.e. p;) and p2 is a marking variable for output place
of «(i.e. py).

in out

S

Figure 1 sequence structure

According to the definition 2, the subnet presented in Figure
1 is a sequence block. Thus, the structure of the subnet is



sequence structure, and the program code of the
block can be obtained as Table 1.

sequence

Table 1 code for Figure 1
if(in>=1) 6) if{p1>=1)

)4
8) pl—;
9) out++;
1

0)}

(1) (
@)1 (
() in— (
(1) (
5) (

14+

-

e parallel structure

A parallel structure consists of two or more than enabled
transitions can fire concurrently as long as they are not in
conflict. The structure presented in Figure 2 is a typical
parallel structure. There are four sequence block(i.e. S1, S2,
S3 ,S4) and two independent transitions(i.e. 71,/2) in this
parallel structure. The conversion rule of parallel structure as
follows:

S1;
tl;
par{

S2;

S3;

}
t2;
S4;
Where the statement S1, tl, par, t2 and S4 are executed
sequentially, but statement S2, S3 in the par block are
executed concurrently. The program code of sequence block
S1, S2, S3 and S4 can be obtained according to the translation
rule of sequence structure.

Sy

Figure 2 parallel structure

For independent transition 7 in a parallel structure, if
‘={p1} and £'={p;,pi,....pic} then the translation rule of ¢ as
follows:

if(p1>=W(p,1))
{
pl=p1-W(p.?);
pil=pil+W(t, pi);
pig=pi2+W(t, p»);

pik=pik+W(¢, py);
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According to the translation rule, the program code of 71
in Figure 2 can be obtained (Table 2).

Table 2 code for t1 in Figure 2
(1) if(in>=1) (4) p1++;
(2) { (5) p1++

(8) in— (6)

Where ine 1 and pl,p2etl”.

If an independent transition ¢ has two or more places,
the translation technique of MSPMRT(Multiple Shared
Places with Multiple Required Tokens) in [4] will be used in
our translation rule. Thus, the program code of independent
transition 72 in Figure 2 can be obtained as follows: (p3,
pie’r2)

atomic void MP(int *K; int label, in *wt)

{
If(*K>=label)

{
*K=*K—label,
*wt=0;

}

else *wt=1
}
atomic void MV(int *K, int label, in *wt, int sync

*smph)

*K=*K+label;
if(*wt==1)
{
*wWt=0;
smph=new int;

}
}
class MPV

public:
atomic void MP(int K, int label, int *wt);
atomic void MV(int *K, int label, in *wt, int sync
*smph);
b

void fire_t2()

MP(&p3, 1, &wtl);
iflwt1==1)

delete smph1;
fire_t2();

else

MP(&p4, 1, &wt2);
iflwte==1)

MV(&p3, 1, &wtl, &smph1);
delete smph;
fire_t2();
}
}
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o select structure

In a Petri net, there is an actual conflict among transitions
in a set {#;, tp,***,ti}, if at least one of them can’t be fired due
to the other transitions in this set. The conflict resolution
consists of choosing the transition which is fired when both
are enabled. The way to tackle conflict resolution in this paper
is priority rule, i.e., the higher priority of transition would be
fired first. Thus, the program code of the higher priority of
transition must be run first. According to the priority rule, the
program code of Petri net presented in Figure 3 is described in
Table 3 (Given the priority of tl is higher than 72, and the
output place of ¢1,22,/3, and #4 is plp2,p3, and
p4 respectively.) .

Figure 3 select structure

Table 3 code for Figure 3

(1) if(in>=1)  (11)iflin>=1)  (21) if(p2>=1)
(2)4 (12) { (22) {

(3) in—; (18) in—; (23) p2—

(4) pl++; (14) p2++; (24) pat++;
(8) 3 (1) 3 (25) }
(6)if(p1>=1) (16)if(ps>=1) (26)if(p4>=1)
(M4 (17) £ (27) {

(8) p1— (18) p3—; (28) p4—;

(9) ps++; (19) out++ (29) out++;
(10) } (20) } (30) }

o loop structure

Let {S;;, Si,***,Si} is the set of sequence block, it is said
that there exits a loop structure in Petri net if
Su(l_p)=Sn(f_p)=Si(l_p)= =Su(l_p)=Sa(f_p).  The
translation rule for a loop structure as follows:

Generate statement label “L;;” for the first statement
of the program code for S;;;

The program code for S;;, Sj,**,S; are generated
sequentially by the translation rule for sequence structure;

Insert the statement “go to L;;” into the last statement
of program code for Sj.

According to the translation rule for a loop structure, we
can obtain the program code of Petri net presented in Figure
4 as Table 4 (Given the priority of 71 is higher than 3, and
the output place of 22 is p1) .

C. automatic generation algorithm

An algorithm designed to generate the concurrent
program for Petri net will be presented in this section. Firstly,
algorithm 1 was applied to compute SBS and ITS. Secondly,

37

the virtual Petri net is constructed based on SBS and ITS.
Finally, all nodes of the virtual Petri net are visited and were
translated to CC++ program code with the translation rule of
sequence structure, parallel structure, select structure and loop
structure, respectively.

Algorithm 2 Automatic generation algorithm from Petri
net to CC++ program

Input: Petri net

QOutput: The program code of Petri net

Stepl According to the algorithm 1, compute SBS, ITS.
Construct the virtual Petri net.

Step2 Visit every nodes of the virtual Petri net from the
root node Sy and inserting it into the queue of SEQUENC. Let
REFLECT_SET=(.

Step3 for any place p;, generating the program code: {int
pi=k;}. /*where k is initial marking of place p; */

Step4 if the queue of SEQUENC is NULL then go to
Step6; else get the first element (node) of SEQUENC , and
the following steps are operated:

Step4.1 if node has only one child node (¢_node), then
generating the program code for ¢_node by the translation rule
as mentioned. If the child node of ¢ node (c_c node) is
belong to REFLECT_SET then insert label “L” into the first
statement of the program code for ¢_c_node, and insert the
statement of “go to L” into the last statement of program code
for ¢_node . Let
REFLECT SET=REFLECT SETuU{c node}.

in ty

Figure 4 loop structure

Table 4 code for Figure 4

(1)Lt @ if(in>=1) (9) int+;

(2) { 10) }

(8) ine—s (11) goto L1
(4) pl+y+ﬂ (12) if(p1>=1)
& 3 Gt
(f:') iflp1>=1) E15§ Eu;+
I (16) }

Step4.2 if node is a sequence block then sequentially
generate program code for all child nodes of node based on the
firing priority of the first transition in child node. If the ith
child node of ¢_node(c_nodei) is belong to REFLECT SET
then insert label “Li” into the first statement of program code
for ¢_nodei, and insert the statement of “go to Li” into the last
statement of program code for ¢_node. Let REFLECT SET=
REFLECT _SETuU{c_nodei}.



Step4.3: if node is an independent transition then
generate program code for all child nodes of node according to
the translation rule for parallel structure. If the ith child node
of ¢_node(c_nodei) is belong to REFLECT_SET then insert
label “Li” into the first statement of programming code for
¢_nodei, and insert the statement of “go to Li” into the last
statement of programming code for ¢ _node. Let
REFLECT SET=REFLECT SETU{c nodei}.

Step5: delete the element which has been translated from
SEQUENC, go to Step4.

Step6:end.

IV. CASE STUDY

In this section, an example was presented to show the
applicability of the proposed ways to generate concurrent
program from Petri nets. The Petri net model presented in
Figure 5 is considered. According to algorithm 1, there are 12
sequence blocks, where:

S1: in—t;—py;

S2: py—tz—ps;

S3: ps—ty—ps;

S4: py—ts—out;

S5: ps—t1—p7;

S6: pg—t9—po;

S7: pii—tio—piz;

S8: pi3;

S9: pis;

S10: pis—ti3—pis;

S11: pi7;

S12: out;

The set of independent transition is equal to
{tr,ts,t3,111,t12,114,115} and the virtual Petri net is illustrated in
Figure 6.

Finally, we can apply automatic generation algorithm to
obtain the main concurrent program code for Petri net as
follows:
int in=1;
int p1=0;
int p2=0;
int p3=0;
int p4=0;
int p5=0;
int p6=0;
int p7=0;
int p8=0;
int p9=0;
int p10=0;
int p11=0;
int p12=0;
int p13=0;
int p14=0;
int p15=0;
int p16=0;
int p17=0;
int out=0;
if(in>=1){in--p1++;}
if{p1>=1) { pl—;p2++; p3++;}
par {

{if{p2>=1){p2--p4+-+;}};
§if(p3>: 1){p3-=p5++;}};
void fire_t5()

MP(&p4, 1, &wtl);
iffwt1==1)

Figure 6 a virtual Petri net

delete smph;
fire_t5();

}
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else

MP(&p5, 1, &wt2);
if{wte==1)

MV (&p4, 1, &wtl, &smphl);
delete smphg;
fire_t5();
}
}

H
par{
{if(p10>=1){ p10—0ut++;} };
{if{(p6>=1){p6—p7++;}};

if{p7>=1) { p7T—;pS++; pl1++;}
par{
{if(p8>=1){p8—p9++;} };
S7: {if(p11>=1){p11-—=pl2++;}};

if(p12>=1) { p12—;p18++; pld++;}
void fire_t15()

MP(&p9, 1, &wt1);
iflwt1==1)

delete smph1;
fire_t15();

}

else

MP(&p17, 1, &wt2);
iffwte==1)

{
MV(&p9, 1, &wtl, &smphl);
delete smphg;

fire_t15();
}

}

H

par{

’

}
3

)

o

if(p14>=1) { pl4—pl1++; p15++;}

par{
{ goto S7;};
{if(p15>=1){ p15—p16++;};}

void fire_t14()

MP(&p13, 1, &wt1);
iflwt1==1)

delete smph1;
fire_t14();

else

{
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MP(&p16, 1, &wt2);

iflwte==1)

{

MV(&p13, 1, &wt1, &smph1);
delete smphg;

fire_t14();
}
}
}
V.  CONCLUSIONS
In this paper, automated concurrent program code

generation from Petri net has been investigated. The concept of
sequence block and independent transition were defined and a
graph called virtual Petri net is constructed. The translation
rules of sequence structure, concurrent structure, select
structure and loop structure of Petri nets are developed too.
Code generation from Petri net can be realized easily under the
proposed methods. Another major advantage of our translation
approach is its generality.

As demonstrated by case study, the translation approach has
been successfully adapted to generate CC++ programs from
Petri net. We can point out some directions for further work:

e Developing a translation system under the PC windows
XP environment to implement the translation approach.

e Application of existed idea to continuous Petri net [10]
and hybrid Petri net [11].
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Abstract— Electric field Assisted Capillarity (EFAC) is a novel
method for the fabrication of hollow microstructures in
polymers. It involves both electrostatic and multiphase fluid
dynamics modelling with special attention paid to surface
tension due to the large capillary forces involved. This presents
several challenges in the modelling, firstly due to the small
scale involved (Domain sizes of 10-300 micron) and secondly
due to the large electrostatic and dielectric forces involved in
the process. In addition the small scale creates large curvatures
resulting in modelling stability which can be difficult to handle
numerically. This paper considers the phase field technique
for modelling the free surface flows involved in the process and
why the proposed micro-scale technique is numerically more
stable than other commonly used level set techniques.

Keywords-microscale modeling, freesurface flow, phase-field
methods, electrostatics, dielectrics, microstructures

I. INTRODUCTION

Electric Field Assisted Capillarity (EFAC) is a novel
method for the fabrication of hollow polymer
microstructures[1]. It in itself is an extension of
Electrohydrodynamic Induced Patterning (EHDIP), which is
known in most literature as Lithographically Induced Self-
Assembly (LISA)[2] though as it is neither a lithographic or
self-assembly process this term will not be used here.

EFAC is driven by both dielectric and capillary forces to
create fully enclosed polymer microstructures. The process
works with a molten polymer placed between two electrodes.
(Fig. 1) The two driving forces are concentrated at the
interface between the polymer and the other fluid, usually air
but any dielectric fluid should work, and are balanced
primarily by the pressure caused by encapsulating this fluid
within the polymer.

The process starts out with a bottom electrode spin
coated with a thin film of a molten polymer and a shaped top
electrode (a) when a potential is applied between these two
electrodes the dielectric forces on the surface of the polymer
cause the surface to grow up towards the top electrode under
the lower parts of this electrode (b) Eventually the polymer
reaches the top electrode (c) at this point due to the heavily
wetted top surface, with a contact angle in the range of
approximately ten to thirty degrees causes the polymer to

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.57
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completely coat the top mask forming a fully enclosed
microstructure. The process has been shown to work on a
scale of a few microns to a few hundred microns, however

Top Electrode

(a)

Bottom Electrode

Top Electrode

(b)

Bottom Electrode

Top Electrode

(c)

E

Bottom Electrode

Top Electrode

(d)

Bottom Electrode

Figure 1. Schematic of the Electric Field Assisted
Capillarity (EFAC) process. The red (darker) region is
the polymer.
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theoretically it should also work on a nanoscale provided that : i , . ,

suitable masks can be produced. 100 f
II.  GOVERNING EQUATIONS 90 |
The initial driving force on the polymer is the dielectric 80

force at the interface between the two fluid. This force,
which is concentrated at the interface between the two fluids,
can be calculated from the equation for the force on a
dielectric[3]:

70

60 -

F=pr—%E-EVE+V(%E-EZ—:p) (1) 50 mmmsans
The first term in this equation is the electrostatic force 40
due to a charge density p—~f. The second term is due to

30} I 1 1 1 1 NN i

inhomogeneities in the dielectric constant, as both fluids are

considered to have a uniform dielectric constant this only has 20l NN ERRR R 1
a value at the interface. The final term is the electrostriction NN RN A

force density this comes from changes in the materials mass 0 ¢ R EEEEEEEENSSEEEEESEESEESEEESEN 1
density as both fluids are assumed to be incompressible this

only has a value at the interface. I
The polymer is assumed to be a perfect dielectric it 10k T H | 1

therefore has zero free charge in the bulk material however ' ' !
there will be a charge at the interface due to the change in the

dielectric, this can be calculated as[4]: . 4 .
o0=(e6,—1eE-N 2) 100 r I
This equation is a surface charge density and is therefore ool
an area density; pf is however a volume density and so to /
obtain this the gradient of the free surface variable can be 80 - /
used in place of the unit normal at the interface. ;2 17
pr= (e — 1) E- Vo 3) or !
This gives the overall equation for the dielectric force 60 - f
density at the interface as: ‘

F=((6; — 1&g E- V$)E — S E - EVe + VGE- EZ—:p) (4)
The remainder of the governing equations are the 40 -

defaults used in Comsol. Maxwell’s first equation is solved
assuming zero charge to obtain the electric field, Lamina

50 |-

30

Navier-Stokes is solved for the motion of the fluid and a 20
Phase field free surface method is used for the multiphase
flow. 10

III. MODELING DIFICULTIES

Comsol Multiphysics 4.2 has been used for all results 10 - 2
presented here. The model is two dimensional representing 0 20 40 60 80
an infinitely long micro channel, the symmetry of the
problem has also been exploited. Flow Electric Field

The Electrostatics and Incompressible Phase Field 1 Slip Wall Symmetry
modules were used to model the physics. These were 2 No-Slip Wall ov
coupled together using the governing equation for the force 3 Slip wall Symmetry
at the interface listed previously. However there was an 5 Slip wall 300V
issue with implementing this equation directly as for some 6 Wetted Wall N/A
reason when used in a variable the components of the 7 Wetted Wall N/A
electric field evaluated to zero, therefore the spatial gradient 12 Wetted Wall 300V
of the voltage was used in its place. 13 Wetted Wall 300V

The electrostatics module was used with zero free 15 Symmetry Symmetry
charge as both the air and the polymer were assumed to be 16 Symmetry Symmetry
perfect dielectrics. The Boundary conditions were a high 17 Symmetry Symmetry
voltage on the top mask, ground on the bottom mask and 18 N/A 300V

Figure 2. Mesh, Geometry and Boundary Conditions
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symmetry (zero charge) at the sides of the mask these can be
seen in Fig. 2.

Modelling two fluids on a microscale can be difficult
this is due to the large curvatures caused by the small scales,
this can cause conventional level set methods to become
unstable. Often this leads to moving mesh being used in
similar cases as they tend to be more stable, however this
does not allow fluids to recombine which is required in this
case. Therefore in this case it was decided to use a phase
field method to track the polymer interface. The reason for
this is that due to their nature phase field methods are more
stable than level set methods for surface tension
calculations. This is due to the fact that rather than using an
artificial smoothing function such as those used in level set
methods to smooth the interface a function is used that is
based on the surface energy of the fluid. This surface
energy therefore has a direct correlation to the surface
tension in the material so the curvature of the material does
not have to be calculated separately. This gives the phase
field method a more stable calculation method for the
surface tension.

In addition to this the electrostatic forces induced cause
high velocities for the size of the problem this means that
due to the CFL conditions there needs to be a small time
step in order to achieve convergence. This can cause some
issues as though increasing the viscosity decreases these
velocities due to greater viscous drag the timescales
involved increase to a greater degree making simulation
times very long.

The boundary conditions here were a heavily wetted
wall on the top mask, a no slip wall on the bottom mask and
symmetry at the sides these can again be seen in Fig. 2.

A mapped mesh was used for the two Lower regions of
the mask and a free triangular mesh used for the top part of
the mask, this mesh can be seen in Fig. 2. This is the mesh
for the geometry of the results presented here; other meshes
have also been used to simulate different geometries of
different shaped microchannels.

The material properties were that of
Polydimethylsiloxane (PDMS) with the exception of the
viscosity where an artificially lower viscosity was used to
enable the simulation to run in a lower timescale. This was
necessary as discussed earlier the CFL conditions mean the
time step needed is very small thus the simulation time is
too great with a larger viscosity. The properties used can be
seen in Fig. 3.

Simulation Specific Dielectric Surface
Dynamic Gravity | Constant(100 | Tension
Viscosity (25°C) Hz) (mN/m)
(Centipoise)
1000 1.03 2.72 20

Figure 3. Material Properties of PDMS

The material properties used for air were the properties
from the COMSOL materials library.

(a) f (b)

(c) i (d) i

Figure 4. Evolution of the polymer surface over
@ 300

@ @ 0

Figure 5 Evolution of the Electric field over time
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IV. RESULTS

The results for the geometry in Fig. 2 can be seen in Fig.
4. These is for a contact angle of 20 degrees on the wetted
top mask. The force on the fluid is greater under the
profusion of the mask due to the increased electric field, this
causes the polymer to flow upwards at these points (a).
When the polymer reaches the top mask (b) the surface
tension becomes dominant, about an order of magnitude
greater than the dielectric forces, this causes the fluid to
flow up the mask reaching the corner (c) this continues
reaching the middle of the channel and a steady state thus
coating the mask (d). This is the general evolution of the
flow for complete cases.

The evolution of the voltage (colour) and electric field
(streamlines) for the same timesteps as Fig. 4 can be seen in
Fig. 5. The higher electric field at the surface under the
protrusion in the mask can be seen in these images. Also of
note is the changing electric field

The surface is thinner in certain places and this could
potentially cause problems. The electron micrograph image
of the square capsules in Fig. 6 show similar thin areas
though this is for a capsule rather than a channel these areas
of thinness are where these capsules have ‘failed’ and have
holes in them, both at the top and on the side.

V. CONCLUSIONS

As discussed here there have been several modelling
challenges which needed to be overcome in order to produce
a working model of the process. The first was the surface
tension forces which in this case are very important as part
of the process is driven by surface tension in the form of the
capillary force. In addition the large electrostatic forces and
the corresponding velocities mean that the CFL conditions
caused problems with choosing a suitable time step for the
problem.

Currently the model ignores the viscoelastic properties
of the material involved however it is thought that this will
not have a too great an effect on the final solutions. In
addition the model as presented here is only two
dimensional as the run time for the simulations is already
large so a three dimensional version of the model would be
very time consuming. It may be possible to develop this

43

further and include a viscoelastic model and three
dimensional model to test whether this is the case.

The model appears to have an agreement with
experiment, however there is currently a lack of quantitive
experimental data available to compare with, though this is
something that is being worked on in order to validate the
model against experiments.

200HM

Figure 6 Electron Micrograph Image of a
circular array of angled microchannels and
square capsules
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Abstract—So far, Continuous Petri nets (CPNs) have been a

useful tool not only for approximating discrete-event system but  transition’s enabling and firing were presented [6,7]. All these

also for modeling continuous processes. In applications there continuous Petri nets can be used to model situations where

exist many continuous dynamic systems which have to deal with the underlying physical processes are continuous nature.

probabilistic behavior. However many CPNs as described in the In order to model and analvsis svstem with uncertaint

literature are not able to model probabilistic continuous systems.. . . 4 b ertaimnty
behavior, related Petri nets were presented. Stochastic timed

In this paper, the CPN is augmented with firing probability, and . . .. . L
a noel continuous Petri net, i.e., the probabilistic continuous Petri  Ttri nets associate to each transition, a probability distribution

nets (PCPNs) is defined. The enabling and firing semantics of which represents the delay between the enabling and firing of
transitions of the PCPN are investigated, and the calculation of  the transition[8]. Fuzzy Petri nets are used to represent fuzzy
IFSs and its firing probability are developed. Some polices and rules between propositions [9]. Probabilistic Petri net is
algorithms to undertake PCPN behavioral analysis are proposed. proposed to model and analysis vision-based systems which
Also, a chemical process is illustrated. have to deal with ambiguities and inaccuracies in the lower-
level detection and tracking systems [10]. However, the
aforementioned versions of Petri nets are not suited to deal
with those continuous dynamic systems with probabilistic
behavior.

I.  INTRODUCTION Owing to the fact that many continuous dynamic systems
which have to deal with probabilistic behavior, the
probabilistic continuous Perti net (PCPN) is proposed here. In
a PCPN, the enabled transition would be fired with
probability. Due to constraints on firing probability, the PCPN
require more subtle and complicated semantics for firing
transition. In order to analyze the dynamic behavior of PCPNss,
the computation of IFSs and its firing probability are
developed. In addition to that, as a novel tool for modeling and
analyzing continuous systems, several illustrative examples
are given.

The remainder of the paper is organized as follows: In
Section 2, the formalism of PCPNs is presented and the
semantics of enabling and firing are discussed. Section 3 deals
with the computation of IFSs and its firing probability, conflict
resolution policies, and related algorithms to undertake PCPN
behavioral analysis are developed. The demonstrated example
of a chemical process is given in Section 4. The paper
concludes in Section 5.

Keywords- Continuous Petri nets; continuous dynamic
systems; probability; instantaneous firing speed

Petri nets, as a graphical and mathematical tool, provides a
powerful and uniform environment for modeling, analysis, and
design of discrete event systems [1]. One of the major
advantages of using Petri nets is that the same methodology
can be used for the modeling, qualitative and quantitative
analysis, supervisory and coordinative control, planning and
scheduling, and system design in system. In order to
efficiently handle discrete event systems in which there exists
considerable states and events, David and Halla defined a
continuous Petri net(CPN)[2,3]. The main differences between
the CPN and the classic Petri nets are nonnegative real number
markings of places and continuous firing of transitions at some
speed. Instantaneous firing speeds (IFSs) of transitions play an
important role in the evolution of a CPN, which is specified
uniquely by either a maximal constant speed or a maximal
variable speed. Due to different ways of calculating IFS of
transitions, various continuous Petri net models, such as the
CCPNJ3], the VCPN[4], and the ACPN[5] were developed.
To approximate continuously the dynamics of time Perti nets,
Interval speed CPN’s (ICPN’s) which constraints of maximal
and minimal firing speed was defined and the semantics for

II.  FORMALISM OF PROBABILISTIC CONTINUOUS PETRI NET

In this section , we define a probabilistic continuous Petri
net as the tuple PCPN=(P, T, W, V, Fprob), where the
common formalism and notion of CPNs and ICPNs are
adopted.

" Supported by the National Natural Science Foundation of China
(61163012), Guangxi Natural Science Foundation (2012GXNSFAA053218)
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Definition 1 A Probabilistic Continuous Petri Net is a 5-
tuple: PCPN=(P, T, W, V, Fprob), where

e P={ p;, P2, P3,---, P } 18 a set of continuous places;

o T={1,, 1 1;,..., 1, } is a set of continuous transitions;

o PNT=; i.c. the sets P and T are disjointed;

o W: (Px Ty (Ty xP) —Z" is the weight mapping for
arc;

e 7: T—R" is the maximum firing speed mapping. The
speed V(#)=V; corresponds to the maximum firing speed of
transition #;.

e Fprob: T—[0,1] is the firing probability mapping. The
probability Fprob(t;)=f; corresponds to the firing probability of
enabled transition ;.

The enabling of continuous transitions in PCPNs depends
not only on the current marking, but also on the feeding flow of
all its input place

Definition 2 A place p;e P is supplied or fed if and only if
there is at least one of its input transitions #€ p; which is being
fired at a positive speed v(#,)>0.

Property 1 Given 'p[:{tj el } and the marking of
1

place p; is zero, then the supplied probability of place p;

(denoted by  Supplied Prob(p;)) is equal to 1-—

Tl

[T (1- Fprob(t, )) ,where Fprob(t; ) ..., Fprob(tjn ) is

d=j, 1

the firing probability of transition tj ,...»1;  respectively.
1

Jny

Definition 3 A transition €T is enabled at time 7 if all
input places p;e *t; satisfy that either m7)>0, or p; is supplied,
otherwise, the transition is disabled.

Definition 4 A enabled transition #,€ T is called as strongly
enabled at time 7if all input places p;e °t; satisfy m,(7)>0.

Definition 5 A enabled transition #,e T is called as weakly
enabled at time 7if at least one of its input places p;e °t; doesn’t
satisfy m(7)>0.

Property 2 Strongly enabled transition #,€ T can be fired at
the instantaneous firing speed w(¢)=V; with the probability
Fprob(t).

Property 3 Weakly enabled transition #€ T can be fired at
the instantaneous firing speed v(7) with the probability

“hy
I1 Supplied _Prob(P;)
d=k

m

Fprob(t)-: , where

.t': eee V,- seees
J {pkls spkhlapknl 5 9pkh2 }s ple{pkl pkhl}

satisfy m;|(9>0, and Vpie { p ..., Pk, } satisfy m,(7)=0..
1 2
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III. BEHAVIORAL ANALYSIS OF PCPNSs

A.  conflict resolution

Definition 6 A conflict occurs when p;e P has at least two
transitions. We denote a conflict by K=<p,#| tep,”>. A conflict

is effective with the probability IIFprob(t;) (tep/) if the
J
following conditions are met:

(1) m{(9=0;
(2) For any transition %€ °p,, it satisfy that 7, has the firing speed
vi(D;

BW<EW (11, p; ) Vi (V)<EZW(pp.t; V;.
k J

Property 4 An effective conflict K=<p,i| tep;> can be
resolved by one of the following policies:

(1) Priority of policy:
v(ormin(V, (SW(ty.p;)-vi(T) — SW(pit, V), here r>j
k r>j

corresponds to all transitions that are in p;” and have priority
over .

(2)Proportional policy:
v(@=min(V, (7 S (11, p;)-vi () SW( pioty V).
k r

(3) Average policy:
v(=min(V, ZW(1;,p;)- vy (t)/d), here is d equal to | p;’|.
k

Proposition 1 If there exist feasible IFSs for an effective
K=<p,tle p;"> by the priority policy, then

SW(pit, Vp (DSZW (1, p;)-vi (1), Viep, Vi,ep)
r k

Proposition 2 1If there exist feasible IFSs for an effective
K=<p,tle p;"> by the proportional policy, then

0<ZW(pi’tr)Vr (ﬂSZW(pi,f,,)Vr > vrke .pi) VtrEPi.
r r

Proof. According to the proportional policy, any feasible
instantaneous firing speeds v,(7) for every f,.€ p;” must satisfy

VADSIW 1y, p; ) vi (DI EW( pi.t, V,
k r
Thus
SW(pit, Ve SEW(pint; Vi x XW (g, p;)-vi(T)/
r J k
ZW(pi’tr)Vr
p

=XW(ty.p;) vi(T)
k

By Definition 6, we have



0<XW(t}.p;)vi(T)
k

Hence

W (pit v (DSZW (1, p;) Vi (T)

r k
If

Vr' ZW(tk:pl) vk(T) /ZW(pthr)V}" >0
k r
Then
v(9>0

Thus

ZW(pi’tr)Vr >0
”

Let us consider the PCPN presented in Figure 1. A conflict
situation can arise because place p; have two output transitions
ie. 1 and #. If m;>0, there is no effective conflict since
transition #, can be fired maximal speeds with the probability
Fprob(t;), and t; can be fired maximal speeds with the
probability Fprob(t;). If m=0, transition #; supplies the place p;
with a quantity vidt during dt (0<v; <V}) with the probability
Fprob(t)). If v; is such that 0<v;<V,+V;, there is an effective
conflict with the probability Fprob(t,)-Fprob(t;) since
transitions #, and # can not be fired with its maximal speed at
same time. The behavior of the PCPN is such that v,<V,, v;<V3
and vy+vs= v;. According to the proposed solution policies, the
firing speed is determined as follows:

(M

Priority of policy: Given the priority of transition #, is
higher than #; , we have vy=min(V?, v), vs= vi—min(V5, v).

(2) Proportional policy: In this we have v,=

Vi Vol (Vo V3), vi= v V3l(Va+ V3).

case,

(3) Average policy: Since | p;"[=2, thus v,=vs=v,/2.

Fig.1. A conflict situation

B. Enabled Transition and Their IFS

We could not know whether or not a transition is enabled from
Definition 5. A feasible method to determine the set of
enabled transitions would be considered in this section first.
We use a; to denote whether or not a place p; is marked or
supplied and e; to denote whether or not a transition # is
enabled. If a place p; is marked or supplied, a=1, 0therw1se
a=0. If a transition ¢ is enabled, e=1, 0therw15e e~0. We
finish up with a system of equations of the fixed pomt a; is
equal tol if p; is supplied or marked, otherwise
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a~max{elt,c’p;}; e is equal to 1 if 4=, otherwise
e~min{ap,€t;}. In order to calculate the set of enabled
transitions, an algorithm is proposed as follows:

Algorithm 1 Calculation of the enabled transitions for PCPN

Stepl Initialization: r=0,(a;’,..., a,), (e{’,..., e,).

Step2 If p; is marked, then a; 1:l, else o=
max {e/|t;€ p;}.

Step3 If *1=0, then ¢/ '=1, else ¢, —min{a"”|p,-e ‘4.

Step4 If (a{“,..., a ’”) (a1 .. a,,) and (e/",..., e,/ )=

(er',..., e,), then r=r+1 and go to Step2.
Step5 End.

Given the number v,(f) is the value of speed v, obtained

at the iteration step number r. At each step, the following
calculation is performed, where W,; is an element of the
incidence matrix:

() IfVpe's (r+l) _

t;, there satisfy m>0, then Vi 5
(@) If p"={t;} and m=0, then transition ¢; obtains the speed

from place p, at step r+1 is denoted by vJ1 U and vJl (e

=min{V; Z Wi - vk } where p={t,1,"*, tus}
—ll

(3) If p/={t;1,***,tis} and m=0, then transition # obtains the
speed from place p; at step r+1 is calculated as following:

(a) If ZVVk V) S=V 4+ Vi +.. .+ Vi, then

k=ul
i+ _

i+ _
i = Vi Vi =

i+ _
j2’ cee -

Vid jd

(b) If 0< ZW v(r) <Vji + Vo +...+ Vjq with the average
k=ul
policy, then

us
lei D =min{V;;, ZVVIG 'VIEF) /d}

k=ul

us
iji b =min{Vj2, Z VVki . V]Er) /d}

k=ul

us
dei r+D =min{V, ZVsz 'V,EV) /d}
k=ul
us
(C) If 0< ZWki -v,((r) <Vj1 + ij +...+ Vd with the
k=ul
proportional policy, then

, v
vt T =min{V, . Z Wk v( )’—d AT
=
; . us Vs
Vi2 o =mln{V;’25 z Wki : V]ir) : d / }
k=ul Z V
il



. us V
via T =min{Vq, R kai v -%}
- X Vik
k=1

() IF0< D W, - v\ <V} + Vip +...+ Viq with the priority
k=ul
policy, then

. . us
vii' D =min{V},, kZ Wi .vlir)}
=ul

i D . us i(r+1
v T =min{ ¥y, AL vy
=u -

. us d-1 .
del (r+D :min{de, s W, 'Vlir) 'y Vé(r+l)}
k=ul c=1

Wherej1>j2>. . ->jd-

us

©1If D W, -v{” =0, then
k=ul
v_liiﬁl):v_zi a+D _ _ 'di (r+1>:O
j ) e V)
Thus, we have
. L]
V(r+1): V] gfv’pie lj,m,» >0
/ min{v}l(rﬂ),v}z(r”{ ! otherwise

Where m;=0_m;;=0 -+, my=0 respectively.

Algorithm 2 Calculation of the IFS of enabled transitions
Step! Initialization v=0 and »=0.

Step2 Calculation of v by formula (1).

Step3 If "', then r=r+1 and go to Step2.

Step4 End.

C. Behavioral Analysis

The marking of a place in probabilistic continuous Petri net is
a time continuous function. A characteristics quantity of the
dynamic evolution of PCPNs is instantaneous firing speeds
vector with probability, which remains constant in a invariant
behavior (IB) state.

Definition 7 An invariant behavior state is defined as (M,
V, prob, [1,75]), where M is the marking vector of all places, V'
is the instantaneous firing speeds vector of all transitions and
prob is the firing probability with 7, which remain unchanged
in time interval [t},7,].

Similarly to CPNs and ICPNs, the behavioral evolution of
probabilistic continuous Petri net is driven by discrete events
which a continuous place becomes empty. Thus the duration
of time interval [7),7;] in an invariant behavior state is
determined by the first place whose marking become zero, i.e.,
Ak=t;—1;.1 is given by

Ak=min (m (.
1

VNZW (L5, pi) ATy )= ZW (it )-v(Ty1)|)
j J

Since an enabled transition in PCPNs has the probabilistic
behavior, there are many possible firing speed vectors at the
same marking vector. In Algorithm 3, a method to calculate all
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possible firing speed vectors and its firing probability were

developed.

Algorithm 3. (Behavioral Analysis of PCPN)

Stepl. Initialization: k=1, 7,=0, M,.

Step2. If WM(z1)=V(7) then go to Step6. Otherwise, using
Algorithm 1 and Algorithm 2, calculate enabled
transition set £ and IFS vector V" based on vector M,.

Step3. Given E=(ey,..., e,) and V=(vy,..., Vi1, Vi2,- .-, V), Where

Vi,e.r, V>0 and vp=...=v,=0. Calculate all possible
firing speed vectors and its firing probability based on
M, (denoted by IBS):

IBS(x;,, xp FLO v Vi eV N(prob)]

Where  SW(t;,p;)-v;—=SW(pt;)-v; 20 if m=0, and
j J

x; € {0,1},1<7<kl, v'= Xp VI, e Vi = XK1 Vil
vk2*=. . .vm*=0, and prob is calculated as following:

Initialization: prob=1;

For j=1 to m do

If e=2 and x~=1 then prob= probxFprob(t));

If e/~2 and x~0 then prob= probx(1-Fprob(t));

If e~1 and v; can be obtained from (x;;'v;1, ..., Xjy'vjy) then
If x=1 then prob= probxFprob(t));
If x;=0 then prob= probx(1-Fprob(t)));

Where the value of v; is determined by vy, ..., vjy.

Step4. Select the IBS which has the maximal firing probability
from all possible firing speed vectors and Calculate
time interval based on the IBS

Ak= min (m(z;.
1

VIEW (L, pi) V(T )=ZW(pit;) V(T )])
j j

StepS. Calculate the marking vector at time 7.1 (Mj+):
my(t+Ak)=

m{OHZW (1, pi) V(T )=ZW(pist; ) -v(T—y ) )A
J J

k,
k=k+1 and go to Step2.
Step6. End.

Let us consider the PCPN of Fig.2(a), there are two
places i.e. pj, p, and two transitions i.e. #;, t,, where m;=2,
my=1, V=1, Vi=1/3, Fprob(t;)=0.9 and Fprob(t,)=0.8.At
initial time i.e. 7,=0, since m;=2>0, m,=1>0(the initial marking
vector of place is denoted by My=(2,1)), thus transition #, can
be fired at maximal speed (i.e. 1) with probability 0.9, and #,
can be fired at maximal speed (i.e. 1/3) with probability 0.8.
So #, and #, can be fired with maximal speed at the same time
(15=0) with probability 0.9x0.8, i.e. 0.72 under M,, denoted by
IBS;1=[(1,1/3)(0.72)]. Also, we have the others firing vectors
including  IBS¢=[(0,0)(0.02)], IBS;,=[(1,0)(0.18)] and
IBS¢=[(0,1/3)(0.08)] under the marking vector M. In these
firing vectors, we could find

1
that ¥ prob(IBS;)=0.72+0.02+0.18+0.08=1 and IBS,, has
i,j=0
the maximal firing probability. Thus, the initial firing vectors
[(1,1/3)(0.72)] is selected to be driven ,the evolution of the



markings of the two places is governed by the following
equation system in time interval [0, 7;):

my(t+de)=m(t)— (V] =V, )dr
my(t+dr)y=my(t)+ (V) =V, )de

If m()>0 and my(7)>0, the two equations remain true. At time
71=m(0)/(1-1/3)=3, place p; becomes empty i.e. m;(3)=0. At
time 7,=3, we have M;=(0,3), since m,=3>0, ¢, can be fired at
maximal speed (i.e. 1/3) with probability 0.8. However, since
m=0, #; can’t be fired at maximal speed (i.e. 1) with
probability 0.9. In fact, #, and #, can be fired with the speed of
1/3 at the same time (7;=3) with probability 0.9x0.8, i.e. 0.72
under M, denoted by IBS;;=[(1/3,1/3)(0.72)]. Also, we have
the others firing vectors including IBSy= [(0,0)(0.2)] and
IBS¢1=[(0,1/3)(0.08)] based on M. Since IBS;; has the
maximal firing probability. Thus, the second firing vectors
[(1/3,1/3)(0.72)] is driven, the evolution of the markings of the
two places is governed by the following equation system in
time interval [3, 1,):

my(t+dr)=m(t)—(1/3-1/3)dr = my(z)
my(t+dr)=my(v)+(1/3-1/3)dr =my(7)

Epsob(1,)=0.8

ty Y V=1/3

P mi=
Fprob(t,)=0.9

tl V1=1

p2 my=y

Fig.2(a). A PCPN

M=(2,1) =0

N

(1,1/3) (0.72)

(0,0) (0.02)

(1,0) (0.18)

(0,1/3) (0.08)

M=(0,3)
/ \

\ 4
(1/3,1/3) (0.72)

(0,1/3) (0.08)

(0,0)(0.2)

Fig.2(b). evolution tree

According to these equations, from time 7;=3, we have v;=
v,=1/3 and m(7)=0 and my(r)=3. The dynamic marking
balance of any place is equal to 0. A steady state of the PCPNs
is found to have been reached. Similarly to CPNs, the behavior
of the PCPN can be represented by an evolution tree, given in
Fig.2(b). In this tree, described in the form of PN, each node
represents a constant instantaneous firing speeds vector (v;, v;)
and firing probability of (v, v,). Each transition is associated
the marking whose occurrence produces a changeover from
one instantaneous firing speeds vector to another. Thus the IFS
vector (1,1/3) and firing probability (0.72) is associated with
the initial marking. When marking vector M, is reached, the
IFS vector becomes (1/3,1/3) and firing probability becomes
(0.72). The terminal node represents the steady IFS vector.
According to the evolution tree, we can compute the
probability of the steady IFS vector (1/3,1/3) which is reached.
The probability is equal to 0.72x0.72, i.e. 0.5184.

IV. CHEMICAL PROCESS EXAMPLE

A chemical process with 4 units and 4 machines is shown in
Figure 3(a). Two kinds of materials are processed in unit 1 and
unit 2 respectively, and then fed to units 3. The feed flow from
unit 1 to unit 3 through machine M1 (Operation with
probability 0.9) is limited within [0,3], and the feed from unit
2 to unit 3 through machine M2 (Operation with probability
0.85) within [0,5]. Intermediate product is fed from unit 3 to
unit 4 through machine M3 (Operation with probability 0.9) at
a flow of [0,6]. There are two output flows of unit 4, one is the
final product flow at speed of [0,4] through machine M4
(Operation with probability 1.0), and the other is the recycled
flow to wunit 3 through machine MS5 (Operation with
probability 0.8) at speed of [0,2]. The capacity of unit 3 is
limited by 30, and its initial volume is 10. We assume that unit
1 and unit 2 have the sufficient materials for machine M1 and
machine M2.

This process can be modeled as the PCPN shown in
Fig.3(b). From the PCPN model, we can analyze the dynamic
as follows:

At initial time, we have M;=(10,20,0), .i.e, m(0)=10,
my(0)=20, m3(0)=0. Thus transition ¢, #, and #; are strongly
enabled transition, and #4, #s are weakly enabled transition. All
possible firing speed vectors and its firing probability based on
M, as follows:

1BS40000=[(0,0,0,0,0)(0.0015)],
IBS0110=[(0,0,6,4,0)(0.0027)],
IBS¢011:1=[(0,0,6,4,2)(0.0108)],
1BS1000=[(0,5,0,0,0)(0.0085)],
IBSo1110=[(0,5,6,4,0)(0.0153)],
IBS¢1111=[(0,5,6,4,2)(0.0612)],
IBS0000=[(3,0,0,0,0)(0.0135)],
IBS/0110=[(3,0,6,4,0)(0.0243)],
IBS;0111=[(3,0,6,4,2)(0.0972)],
IBS1000=[(3,5,0,0,0)(0.0765)],
IBS1110=[(3,5,6,4,0)(0.1377)],
IBS““1:[(3,5,6,4,2)(0.5508)].



Since the firing probability of IBS;;;;; is maximal, the PCPNs
would be fired with the firing speed vector (3,5,6,4,2). In this
case, from time =0, the PCPN’s behavior is governed by the
following equations

my(r)=10+47

my(1)=20-41

ms(t)=0

At time =5 we have M;=(30,0,0), i.e. m(5)=30, my(5)=0,
m3(5)=0. Transition # is still strongly enabled, and the others
transitions are weakly enabled. There exits an effective
conflict K={p,, t,, t, , ts}. In this example, the conflict solution
is proportionally policy. All possible firing speed vectors and
its firing probability based on M, as follows:
[BS0000=[(0,0,0,0,0)(0.1)],

1BS¢0110=[(0,0,6,4,0)(0.0027)],
1BSg011:=[(0,0,6,4,1.2)(0.0108)],
1BS1110=[(0,3,6,4,0)(0.0153)],
IBS¢111:1=[(0,3,6,4,1.2)(0.0612)],
IBS0110=[(1.8,0,6,4,0)(0.0243)],
1BS,011:=[(1.8,0,6,4,1.2)(0.0972)],
IBS1110=[(1.8,3,6,4,0)(0.1377)],
IBS,111:=[(1.8,3,6,4,1.2)(0.5508)].

Since the firing probability of IBS,;;;; is maximal, the PCPNs
would be fired with the firing speed vector (1.8,3,6,4,1.2). In
this case, from time =5, the PCPN’s behavior is governed by
the following equations

my(t) =30
my(t)=0
m3(t)=0

[0.3]

Fpro(t;)=0.85 = Fpro(t;)=0.8

V5=2 ts

Fig.3 (b) The PCPN of chemical process

49

It means that the dynamic marking balance of any place is
equal to 0 and the steady state of process is reached, and we
have an important conclusion that the probability of steady
state (V=(1.8,3,6,4,1.2),M=(30,0,0)) which the chemical
process reached is 0.3034.

V.  CONCLUSION

There has been extensive work in continuous Petri nets (CPNs)
on the problem of modeling and analyzing discrete and
continuous dynamic systems. Numerous CPNs have been
developed. However, the proposed versions of Petri nets are
not suited to deal with those continuous dynamic systems with
probabilistic behavior. In this paper, the concept of a
probabilistic continuous Petri nets is developed. Also, the
behavioral analysis of PCPNs is investigated. As demonstrated
by case study, the continuous dynamic system with
probabilistic behavior has been efficiently modeled and
analyzed by PCPNGs.

Future work may focus on two important problems. First,
more theoretical foundation regarding net dynamics and
structural properties of PCPNs are needed to be established.
Second, the control and optimization of continuous and hybrid
processes with probability behavior via PCPNs is under way.

REFERENCES

(1

Murata, T. Petri nets: properties, analysis and applications. Proceedings
of the IEEE, 77, pp.541-580, 1987.

R.David, H.Alla. Continuous Petri Nets. Proceedings of the 8" Europeab
Workshop on Application and Theory of Petri Nets(Saragossa, Spain),
1987, 275-294.

H. Alla, R. David,A Modeling and Analysis Tool for Discrete Event
Systems: Continuous Petri Nets, Performance Evaluation, (33),pp.175-
199, 1998.

R.David, H. Alla, Autonomous and Timed Continuous Petri Nets,
Advances in Petri Nets 1993, G. Rozenberg Ed., Springer-Verlag,
Berlin, 1993, pp. 71-90.

J. LE Ball, H. Alla, R. David. Asymptotic Continuous Petri Nets.
Discrete Event Dynamic Systems: Theory and Applications.1993,
(2):235-263.

Tianlong Gu, Rongsheng Dong, Yu-Chu Tian,Continuous Petri Nets
Augmented with Maximal and Minimal Firing Speeds, International
Conference on Systems ,Man and Cybernetics SMC2003,Vol.2,pp.1493-
1498.

Tianlong Gu, Rongsheng Dong.  Novel Continuous Model to
Approximate Time Petri Nets: Modeling And Analysis. Journal of
Application Mathematic and Computer Science, 2005,15(1): 141-150.

M. A.Marsan, G.Balbo, G.Chiola. An Introduction to Generalized
Stochastic Nets. Microelectronics and Reliability,1991,31(4): 699-725.
S.-M. Chen, J.-S. Ke, J.-F. Chang. Knowledge Using Fuzzy Petri Nets.
IEEE Trans. Inf. Theory, 1990,2(3):311-319.

M.Albance, R.Chellappa,V.S.Subrahmanian. A Constrained
Probabilistic Petri Net Framework For Human Activity Detection Video.
IEEE Transition on Multmedia, 2008,10(8):1429-1443.

(2]

(3]

(4]

(3]

(6]

(71

(8]
[

[10]



2013 12th International Symposium on Distributed Computing and Applications to Business, Engineering & Science

Research on Petri nets parallelization the functional divided conditions

Wenjing LI, Shuang LI, Zhong-ming Lin
College of Computer and Information Engineering
Guangxi Teachers Education University
Nanning, China

e-mail:liwjgood@126.com

Abstract— In order to solve the parallel algorithm for Petri
nets system with concurrent function, to realize the parallel
control and execution of the Petri nets, the Petri nets parallel
subnets conditions were proposed, that provides the theory
basis for judging P- invariant whether was the parallel subnet.
Firstly, we according to the concurrent character of Petri net
model, to analyze the parallelism of Petri net system, P-
invariants the solving process and it's subnet division were
given; Secondly, the Petri nets parallel subnets conditions were
proposed, gives P- invariant constituted of Petri net parallel
subnets decision theorem , and the theoretical proof and
example verification; Finally, A Petri net parallel subnet
division algorithm based on P- invariants were given.
Theoretical validate and experimental result shows that Petri
nets parallel subnets conditions set and divided algorithm were
correct and effective.

Keywords-Petri nets; P-invariant; parallel subnet; divided
condition; division algorithm

I INTRODUCTION

At present, different application areas established a
high-level Petri net, time Petri net, fuzzy and complicated
with hybrid Petri net model in various forms, and the static
analysis and the research on its structure, behavior, function
etc. However, through the simulation, animation or parallel
operation way for the realization of Petri net system
behavior, function, dynamic performance test results lack.
Therefore, research on the parallelization of the Petri net, has
a very important significance. While the in Petri nets parallel
process, division the parallel subnets conditions setting and
determination P-invariants meets the parallelization
condition is the key. When searching Petri nets parallel and
its subnets division problem, the reference [1] provides a
centralized method in P/T network, the method to scan each
transition model, to check the transitions’ trigger, but it can't
keep parallel model; reference [2] proposed decentralized
approach in colored Petri nets. The method fully focus on the
distributed execution, through the process to achieve each
place and change, It maintains parallel models, but when the
network scale becomes large, a large number of color sets of
elements, its efficiency is very low, reference [3] proposed
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place invariant parallel technology, which applies to the
subnet there is a positive place, but there are two
deficiencies:

Not given the subnets were all empty place parallelization
conditions; and not give a solution to solve parallel problem
when the Petri nets doesn’t exist place invariants. So, we
search the parallel subnets division condition in process of
parallelization Petri nets model, provide efficient partitioning
strategy for design and implementation of parallel algorithms
in Petri network.

II.  PETRINETS AND P-INVARIANTS PARALLEL ANALYSIS

A. The Petri nets concurrent analysis

Petri nets model can be represented graphically, also
use algebra measures, the basic concept can reference
literature [4 -5].

Used Petri nets model to system set up its model, can
clearly be seen that the initial distribution and movement of
system resources, and seen the various operations internal
logic relationship within system. The behavior of the net
system directly reflects the sequential relationship between
the system transition and concurrent relationships,
network’s elements (transition and place elements)
constitute a partial order set, when in partial order set not
two elements of sequential relationship is concurrently. Petri
nets system concurrency including :( 1) Independent
occurrence of P/T net transitional. If any transitional 7 in the
net meet |t|=|t-|=1, that is when the transition has only one
input and one output place. The transitional is a local
behavior or local action, it can occur independently.(2)
Concurrent execution of P/T net transition. If any two
translations of net tjand t,, There is a mark M, let
M[t1>M1—>M1[t2> and M[t2>M2—>M2[t1>, The two
transitional of t; and t, are concurrent, they do not influence
each other.(3) Conflict place of P/T net. If the place of the
net [pe[>2, that is more than two output transitions, so, that
place is a conflict place. Conflict place is a shared resource
of output transitional.(4) Conflict transition of P/T net. If
any two translations of net t; and t,, There is a mark M let
M[t>M;—M[t,> and M[t,>M,—M,[t;>, the transition of
tiand t, in conflict the mark M. While two transitions have
the conflict in one occurs, another transition will lose

cps’s
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concession. The converse is also true. we can by applying
an external control to solve the conflict problem, add the
place p, and p,, Let patlpbt to form a control loop, the
conflict of t;and t, would be eliminated[é]m.(S) Confusion
transition of P/T net. If there is a transition occur in the
network, it will make other two transition conflict, it is
called P/T net confusion that the concurrency and conflict
interaction.

B. P-invariants and Petri nets division

P-invariant and its branch set of definitions and the
theorems of solving the P-invariants are as follows:

Definition 1" Let N= (P, T:F) is a nets, |Pl=m, |T|=n, D

is a associated matrix of N. If exist a non-trivial m-

dimensional non-negative integer vector X satisfies DX=0,
then X is an invariant place of the N net.

Definition 2"' Take X is an invariant place of net
N=(P,T;F),then || X]||={p; € P|X(i)>0} is invariable place of
branches set.

Theorem 1 If m-homogeneous linear equations DX = 0
have the zero solutions necessary and sufficient condition is
rank r (D) <m.

Theorem 2 m-homogeneous linear equations DX = 0
only the zero solutions necessary and sufficient conditions is
rank r (D) = m.

According to definitionl, theoreml and theorem2 the
manually calculate P-invariants to steps as follows:

(1) According to the Petri net model get the initial
output matrix D+:[dij+] and input matrix D™ =[dj];

(2) According the formula D=D" -D~ to get the
associated matrix of Petri nets model;

(3) Solution the homogeneous linear equations DX=0;

(4) Calculate P-invariant and its branch sets.

Example 1, Petri nets model X show in Figure 1,
solving P-invariant and its invariant branch sets.

pi p4
@ O
v 3w
[ | 11 [ - ] [ TI

Fig.1 Petri net model X
Petri nets 2 incidence matrix D;:

-11 0 0
1 -1 1 -1
Dl =
0 0 -1 1
0 0 -1 1
Solution the homogeneous linear equations D X=0,
X=[11,00"  X=[00111" ,  X=[LLLITT

X4=[0,O,O,O]T, their are conform the definitionl,is P-
invariant of X network; By definition2 known

XilI={pnp23 Xl =psp s IXslI={prpapspsy  all is P-

invariant branch sets of 2 network.
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Subnets divided of Petri nets models. From the P-
invariant defined and Example 1 have known four P-
invariants, but only the P-invariant branch set X; and X, can
divided Petri nets model into two subnets. Being subnet
{IIXill, T1, M} contains the places and transitions {p,, p2, ¢1,
t2}, subnet {||X3||, T, M} contains the places and
transitions { p;pastants,ts}, t; 1S two subnets sharing
transition. As a result, we can get the Petri nets system is
divided into several subnets, subnets method which is based
on the P-invariant Petri nets. Between subnet is divided
them can execute concurrently, and can also be executed in
parallel. Between the subnet different transition there is

order, concurrency, conflict, parallelism, and other
circumstances.
III. PETRINET PARALLEL SUBNETS DIVISION CONDITION

From the solving place invariants results can be seen
that maybe have several N net place invariants, and the net
can constitute a collection /. But the basic division
conditions which I set elements of P-invariant maybe
constitute to a Petri nets model, otherwise, will not become
subnet. Otherwise, P-invariant will not become the subnet of
Petri nets. Likes: ||X/|[=¢. While the P-invariant branch set
whether constitute the individual functions process (subnet)
of Petri nets, to solving the problem key is division
conditions and principles, below we will discuss how
divided the parallel subnets conditions of Petri nets.

A.  The condition of P-invariant branch set transition into
subnet

Assuming Petri net N= (P, T, F,K, W, M), where |P|=m,
|T)=n, its P-invariants set is =I={ X;» X,, ..., X,,},» the
branch set is I,={ X;, X, ..., X,}, then the condition of P-
invariant branch set transition into Petri nets subnet as
follows:

(1) For any element X;in branch set I, of P-invariant
set, if ||Xi||#D or ||X)|#P, then maybe is parallel subnets of
Petri nets. That V.X; €7, ,have |X|||#J or || X|#P, then
maybe is parallel subnets;

(2) For any element X;in branch set I, of P-invariant
set, and [|X|[42 or ||Xi{|#P, it place p; €|\Xi{|={p; € PIX(i)>0}
must have the input and output transition, and the input and
output arcs weights are equal to 1. Expressed as: VX;E1,,
Vp; €|XIL3tEp;" N “p; and wip, t)= w(t’, p)=1;

(3) For any element X; in branch set I, of P-invariant
set, its subnet all place contains at least one token,
otherwise, the Petri nets can’t run. That ﬁx H M(p)2l ;

Pi€|4;

(4) If I', is a subnet division which from branch set I,
elements of Petri nets I, then I, only contains all transition
of the prototype network. Expressed as:

.
Ucu @ upn=r
s Y



(5) In the sub division branch net not exist sharing place,
that: VX, XL, || X{IN]| X{=2)

B.  The judgment theorem of Petri nets parallel subnet

Based on the above analysis, the branch set of P-
invariant divided parallel subnet conditions can be obtained
by theorem 3.

Theorem 3 If I, is a place invariant set in Petri net N=
(P, T; F, K, W, M), o, in I, corresponding element of the
subnet meet the following conditions, follow these subnets
get the having individual functions parallel processes with
Petri nets.

VX;El,, such that|| X|[#J or || X||[#P, then X; maybe

the parallel subnet 2.1

VX:ET,, Vp; EIX[AtEP:" N 'pi and w(p;t)= w(t’,

p=1 (2.2)
M(p)=l1 (2.3)

pelxi|
VX, XE€LL, || XN X|=2 2.4
I
Uy (ptup)=T (2.5)
= el

Proof:

(DIf P- invariant branch only one element of net N. and
it satisfy the condition of (3.1) - (3.4), the corresponding
element of the subnet can set a process;

(2)If P- invariant branch set /I, of net N have n
(limited) elements. Known that have #n-1 elements
corresponding subnet network is N's process, this n-1
elements meets the condition (2.1) - (2.4) , but it does
not satisfy the condition (2.4). The N element also the
satisfy the condition(3.1) - (3.3), by the condition (2.5)
shows, n-1 elements and n elements constitute the P-
invariant set I, of net N. They satisfy the condition (2.5).

Example 2: shows in Figure 2, according to theorem 3
divided Petri net model )’ parallel subnet (process).
Solution: By the input matrix D", and output matrix D", can
get the incidence matrix D, of Petri nets } :

1 -1 1 -1 0
D =
2 0O 0 -1 0 1
0O 0 0 1 -1
Obtained four P-invariants:
X,=[1,1,0,0,0]" ,  X,=[0,0,1,1,11" , X;=[1,1,1,1,1]",

X,=[0,0,0,0,0]";

According to definition 2, X;, X,, Xjis a P-invariant
branch set. By theorem 3 formula (2.1) known, |X;||=P
can’t divide subnets. Therefore, only the| Xi||={p.p:},ll
Xo|I={psp4» ps} will the parallel network of ) network. ||
Xj|| and || X>|| satisfied the conditions (2.2) - (2.5) of theorem
3. So can be according to X;, X, subnet to corresponding
divided and create two parallel processes.
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IV. BASED P-INVARIANT OF PETRI NETS PARALLEL
SUBNETS DIVISION ALGORITHM

A. Solving the P-invariant

According If Petri nets structure is relatively simple
and contain places and transitions less, use manual
calculations linear equations DX=0 are relatively easy.
However, if the Petri net model is more complex, the places
and transitions number very large, it is difficult and error-
prone when use the manually calculate and verify their meet
to create a parallel process conditions. The following is
through computer to solve P-invariant and several issues,
the steps as follows:

(1) Input the initial data. The initial data includes
output matrix D'=[d;'], input matrix D" =[d;] and initial
marking M=(M(p,),M(p,),...,M(p,,)) of the Petri nets
model. After output matrix D= [d;'] and the input
matrix D= [d;] was determined, the incidence matrix
D=D" -D of the Petri net model can be automatically
generated by a computer.

(2) Solving homogeneous linear equations group
DX=0 and calculate the P-invariants of Petri nets.
According to the structural characteristics of the Petri net
model, it is assumed that | P | = m, | T | = n, then the
associated matrix D is an n rows and m columns matrix.
n and m denote the number of places and transitions of
Petri nets; X is an m-dimensional vector, the required is
solution the P-invariant, to indicate the state of the places
in the network. There are three cases Petri net P-invariant
homogeneous linear equations as follows:

The first case: When m>n, the number of Petri net
place than translation, the number of uncertain variable than
homogeneous linear equations;

The second case: When m=n, the number of place and
translation is equation, the number of uncertain variable
equation the homogeneous linear equations;

The third case: When m<n, the number of Petri net
place less than translation, the number of uncertain variable
less than the homogeneous linear equations;

From the theorem 1-2 we can know when before to
solve equations DX=0, first obtained the rank r of incidence
matrix D. When r<m, then for elementary transformation of
matrix of homogeneous linear equations using basic
solutions iterative method and orthogonal column action
method to solved the non-zero solution of DX=0, these non-
zero deconstruction became Petri nets P-invariant set. Then
according definition 2.2 to judgment each vector in the set
of P-invariant, solve and get the P-invariant branch set.
When the rank » = m, DX = 0 only have the zero solution.
By definition 1, DX = 0 there is no P-invariant. In this case,
whether the Petri nets existence concurrent processes, need
specific trips the Petri net model to determine.



(3) Judgment the P — invariant branch set collection
elements whether meet the theorem 3 of parallel processes
create conditions.

(a) One by one judgment branch set whether satisfy the
condition of (2.2)-(2.3), as long as meet the conditions, that
consider the branch set corresponding subnet may constitute
a parallel process, otherwise, check the next branch set.
When implementation it, first search for the input matrix (p,?)
and the output matrix (¢,p) corresponding to the value of the
element is equal to 1, if they are equal, then note precursor
and successor translation of the place p, to generate a
translation set 7, of branch set nonzero place (if the same
translation take only one); If not equal, terminate the
execution, return to check the next branch set. Based on the
element values are equal to 1, if in the initial marking M=
M (p)), M (p,),..., M (p,)) computing the corresponding
place marks and sum value than or equal to 1, then the
branch set satisfy the first condition; Otherwise, search all
the translation of branch set corresponding to the subnet, the
initial sign of its subsequent place is greater than zero. If
greater than zero, the branch set corresponding to subnet
and successor place constitute the expansion of subnet
possible to establish a parallel process; otherwise, go back
check the next branch set. Search all branch set with
corresponding subnet translation need two-step: stepl, set
T, of translations for search the element value is equal 1
from the input matrix D= [djj’], but not belong to the place
of non-zero place; step2, verify of these place flag initial
value.

(®)In all branch set which satisfy the condition of
formula (2.2) - (2.3), and pair wise comparisons according
to the conditions of the formula (2.4). Specific relatively
easy to achieve, as long as it is determined that the two
branch set no common element, that is not shared place.

(c)The all branch set which haven been satisfy the
condition of formula (2.2) - (2.3), their non-zero place
precursor and subsequent translation (if the same translation
takes just one) consisting of a collection of 7, if 7,,, =T,
corresponding to the set of these branched subnet can create
a parallel process, output these P-invariant set branch
vector; If 7,,#7, then output information of P-invariant will
not meet the conditions.

B.  Petri nets divided to parallel subnets algorithm

According to the given Petri nets parallel sub netting
divided conditions and the process of solving P-invariant,
we get Petri nets parallel sub netting divided algorithm
based on the P-invariant. The steps are as follows:

Stepl: Let non-P / T model of Petri nets converted
into P / T net model, and let place to translation or
translation to the place have arc weights of 1, not the vector
arc weights is 0;

Step2: Input Petri net model output matrix D+:[dij+],
input matrix D=[dj] and the initial identification M= (M
@), M (py),..., M (p,)) and other initial data;
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Step3: By the formula D=D" - D solving correlation
matrix D,

Step4: Solution the homogeneous linear equations DX
= 0 and P-invariant set of Petri nets;

Step5: Each element of the P-invariant set, find the
satisfy definition 2 P-invariant branch set collection;

Step6: Divided P/T network in accordance with the P-
invariant set of branch set elements, get the corresponding
subnet;

Step7: Verify all of elements in the P-invariant branch
set collection corresponding to the subnet satisfy the
conditions of Theorem 3 in (2.2) - (2.5). If the condition is
true, then will obtained parallel processes and its subnet.

According to the specific application system with Petri
net, determined by the algorithm to each of the parallel
programming process can be simulated or running Petri net
application system is to give the user satisfaction result.

V.

Taking into account the actual Petri nets larger contains
places, transitions and complexity of the structure, it is quite
difficult to manual calculate and parallelization. So, we
write parallel C program base on P-invariant of Petri nets,
the program consists of data input, P-invariant, verification
of three functions. Where in the data input function is
responsible for the output matrix D'=[d;;'], input matrix D"
=[d;] and the initial identification M= (M (p,), M (p,),..., M
(pm)), etc. P-invariant function responsible for the solution
of homogeneous linear equations, find the P-invariant and
branch set; validation function is responsible for verifying
the P-invariant branch set collection satisfy the conditions of
theorem 3 in (2.1) - (2.5).

For example Petri net models in figures 3, experiment
in VC++6.0 environment. The output of the input matrix is:
D[5]1[8] {{0,0,1,0,0,0,0,0} , {0,1,0,0,1,0,0,0} ,
{0,0,0,1,0,0,0,1}, {0,0,0,1,0,1,0,0},{0,0,0,0,0,0,1,0} };Input
matrices D™ [5][8]={{1,1,0,0,0,0,0,0}, {0,0,1,1,0,0,0,0},
{0,0,0,0,0,1,1,0} )
{0,0,0,0,1,0,0,0},{0,0,0,0,0,0,0,1} } ,initial marking vector is:
My=(3,0,0,0,2,0,1,0). The experimental results are: P-
invariant, respectively X';= ( 0,1,1,0,0,0,00 ) ,
X",=(0,0,0,1,1,0,0,0), X'5=(0,0,0,0,0,0,1,1); X;» Xon X5
is branch set; X;+ X,. Xj; satisfy the conditions of theorem
3, are parallel processes.

The same as the experimental results with theoretical
analysis in section 2.So, we proposed a Petri net system
parallel subnets division based on P - invariant is feasible
and effective, it is suitable for distributed parallel
processing, specific discrete event, such as flexible
manufacturing complex parallelization of Petri net system.
According to this algorithm, divided into Petri net system of
parallel process and its corresponding subnet, then each
process is mapped to a different processor parallel platform,
and behavior of each process, function and programming
operation[g][g], Petri net system can run.

EXPERIMENTAL RESULTS AND ANALYSIS



VI. CONCLUSIONS

In this paper given the Petri parallel subnet division
condition, proposing a Petri nets parallel subnet division
algorithm based on P - invariant, determine the Petri nets
parallel subnet division and create the number of parallel
processes. By theory and example to proof and verified
parallel subnet divided condition and algorithm. Theoretical
and experimental result shows that the algorithm is an
effective method of Petri nets realize parallelization,
however, the completeness of division conditions still
insufficient, therefore, Petri nets parallel subnets division
condition of completeness is us next step research work.
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Swarm intelligence algorithms for Circles Packing Problem with

equilibrium Constraints

Peng Wang
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E-mail: wangpeng305@nwpu.edu.cn
Abstract—-Circles packing problem with
equilibrium constraints is difficult to solve due to
its NP-hard nature. Aiming at this NP-hard
problem, three swarm intelligence algorithms are
employed to solve this problem. Particle Swarm
Optimization and Ant Colony Optimization has
been used for the circular packing problem with
equilibrium constraints. In this paper, Artificial
Bee Colony Algorithm (ABC) for equilibrium
constraints circular packing problem is presented.
Then we compare the performances of well-known
swarm intelligence algorithms (PSO, ACO, ABC)
for this problem. The results of experiment show
that ABC is comparatively satisfying because of its
stability and applicability.
Keywords- Circles Packing; Swarm Intelligence
Algorithms; Equilibrium Constraints

[ . INTRODUCTION

The packing problem is an optimized
arrangement of N arbitrary objects inside a
limited spacing container (e.g., a rectangle or a
circle) such that no two objects overlap [1]. Its
objective is to increase the space utilization ratio
of the container as much as possible. It is
encountered in a variety of real world
applications including the automobile industry,
transportation, electronic modules, aerospace,
etc. Solving this problem can economize on
resources, and reduce the cost of produce and the
fee of transportation [2-4].

The packing problem has a long history in the
literature [5-7]. But most published research [8-9]
mainly focused on the packing problem without
additional behavioral constraints (for instance,

equilibrium, inertia, stability, ezc.). In this paper,

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
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we study the circular packing problem with
the
packing system satisfying with constraints of the
the

requirement of non-overlapping and high space

equilibrium constraints, which requires

static non-equilibrium, in addition to

utility as the general circular packing problem

[10].
The

equilibrium constraints is a very interesting

circular  packing problem  with
NP-hard combinatorial optimization problems;
that is, not exist an algorithm that is both
rigorous and fast. Hence, in recent years, some
authors turn to swarm intelligence algorithms, a
particular variety of heuristic algorithms, to
generate approximate solutions, such as Li et al.
[11] proposed a so-called mutation particle
swarm optimization (PSO) algorithm, which
adds a mutation operator to the PSO algorithm.
By proposing a constraint handing strategy
suitable for PSO, and combining direct local
search and the PSO algorithm, Zhou et al. [12]
gave a hybrid algorithm. Lei and Qiu [13] gave a
novel adaptive particle swarm optimizer by
modifying on the traditional PSO algorithm. Xu
and Xiao[14] combined heuristic strategies with
Ant Colony Optimization (ACO) algorithm to
solve circles packing problems.

As mentioned above, PSO and ACO has been
used for the circular packing problem with
equilibrium constraints, unfortunately, Artificial
Bee Colony Algorithm (ABC),
algorithm, is not yet in-depth study by scholars.

as a new

In addition, there is currently no paper to
compare the performance and their relative

efficiency of the different algorithms. In this
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work, we overcome these drawbacks by a
the

performances of well-known swarm intelligence

comprehensive comparative study on
algorithms for equilibrium constraints circular
packing problem.
II. MATHEMATICAL FORMULATION OF
THE PROBLEM
The packing

equilibrium

circular problem  with
based the

background of the man-made satellite module

constraints, on
layout design, is in fact a layout optimization for
the dishes installed on a rotating table. There is a
rotating circular table with radius R, and angle
velocity @ and » circular objects C; (i € N={1,
2, ..

table such that all n circular objects tend to the

, n}), which are installed on the circular

center of the table as much as possible and
satisfy the following constraints:

1) There is no interference (i.e., overlap)
between any two different circular objects;

2) Each circular object does not extend outside
the table;

3) The static non-equilibrium value of the
packing system should not exceed a permissible
value J, (>0).

x,y)

O

Figure 1 The schematic diagram of packing of the
circular objects

Cartesian coordinate system is built as Fig. 1.
Given n circular objects C; with radii »; and
masses m; (i € N={1, 2,. . ., n}). Let the
coordinates of the center of C;be (x;, y;). We call
X=(x;, Y15 X2, Y25 - - » Xu, V) @ solution of layout,
i.e., a configuration. The circular packing

problem with equilibrium constraints is in fact
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how to pack all n circular objects into the
circular container C, without overlapping so that
the radius of Cj is as small as possible. It is also

the following constrained optimization problem:

min R, = max{wlxiz +y,2 +r,}
ieN

\/(xf—x/)2+(yf—y/)2 2747,

)c,2+y,2 <R,-r, ieN

i

2 2
Jz\/(Zm[x,j +[Zm,.y[J <J,
P =]

where J denotes the static non-equilibrium value

i#j,i,je N

s.t.

of the packing system. The physical implication
of the static non-equilibrium constraints, i.e., J<
dy , is that the static non-equilibrium value J (or
magnitude of non-equilibrium centrifugal force)
induced by the masses of all circular objects that
deviate from the center of the circular container
(i.e., the spinning clapboard of satellite module)
is within a permissible value. The smaller J is,
the better the packing system satisfies the static
equilibrium constraint. When J=0, the whole
system is at a static balance.
[II. SWARM INTELLIGENCE ALGORITHMS
A. Particle swarm optimization

Particle swarm optimization (PSO) is an
algorithm that follows a collaborative
population  based Each
individual of the population, called a ‘particle’,

search model.

flies around in a multidimensional search

space looking for the optimal solution.
Particles, then, may adjust their position
according to their own and their neighboring
particles experience, moving toward their best
position or their neighbor’s best position. In
a particle

order to achieve this, keeps

previously reached ‘best’ positions in a
cognitive memory. PSO performance is
measured according to a predefined fitness

function (cost function of a problem).

Balancing  between global and local

exploration abilities of the flying particles
could be achieved through wuser defined

parameters. PSO has many advantages over



TABLE 1

PSO ALGORITHM STEPS FOR CIRCLES PACKING PROBLEM WITH EQUILIBRIUM CONSTRAINTS

Step1(Initialization): For each particle i in the population:

Stepl.1: Initialize PSO[i] randomly.
Stepl.2: Initialize v[i] randomly.

Step1.3: Evaluate fitness[if.

Step1.4: Initialize Gpeq with the index of the particle with the best fitness among the population.

Step 1.5: Initialize Py, [i] with a copy of PSOi].

Step 2: Repeat until a stopping criterion is satisfied :

Step 2.1: Find such Gy that fithess|Gpes|>Phes_fitnessfi.

Step 2.2: For each particle i: Pyfi] = PSO[i]
Step 2.3: For each particle i: update v[i] and PSO[i].

Step 2.4: Evaluate fitness[i].

if  fitness[i] >Py.q_fitness[i].

other heuristic techniques such that it can be
implemented in a few lines of computer code,
it requires only primitive mathematical operators,
and it has great capability of escaping local
optima. The flow chart of PSO algorithms for
circles Packing Problem with equilibrium
Constraints is shown in Table 1.
B. Ant colony optimization

Ant which

belongs to heuristic and bionic algorithm based

colony optimization (ACO),

on population, is presented by Italian scholar
named Dorigo.M in the 1990s. It solves complex
problems by simulating the behavior of ants
searching for food together in the nature. The
specialty of its probabilistic and random search
the

opportunities to get the global optimal solution.

enables algorithm to acquire more
In addition, it possesses three main advantages:
(1) no requirements of the continuity, the
differentiability and convexity of the objective
function; (2) inherent parallelity of algorithm (its
searching process is not starting from one point
but multiple points, and its collaboration
procedure is asynchronous and parallel); (3)
making use of the positive feedback principle to
accelerate the evolutionary procedure and search
the best solution. Numerous research results
indicate that ACO has stronger ability to find a
optimal solution of problem. ACO algorithm
Steps for Circles Packing Problem with
equilibrium Constraints is shown in Table 2.

C. Artificial bee colony
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In Artificial bee colony (ABC) algorithm, the
position of a food source represents a possible
solution to the optimization problem and the
nectar amount of a food source corresponds to
the quality (fitness) of the associated solution.
The number of the employed bees or the
onlooker bees is equal to the number of solutions
in the population. At the first step, the ABC
generates a randomly distributed initial
population P(C=0) of SN solutions (food source
positions), where SN denotes the size of
employed bees or onlooker bees. Each solution
x;(1i=1,2,3+-:SN) is a D-dimensional vector. Here,
D is the number of optimization parameters.
After
positions (solutions) is subject to repeated cycles,
C=1,2,3+*MCN of the search processes of the

employed bees, the onlooker bees and the scout

initialization, the population of the

bees. An employed bee produces a modification
on the position (solution) in her memory
depending on the local information (visual
information) and tests the nectar amount (fitness
value) of the new source (new solution). If the
nectar amount of the new one is higher than that
of the previous one, the bee memorizes the new
position and forgets the old one. Otherwise she
keeps the position of the previous one in her
memory. After all employed bees complete the
search process, they share the nectar information
of the food their

information with the onlooker bees. An onlooker

sources and position

bee evaluates the nectar information taken from



TABLE 2 ACO ALGORITHM STEPS FOR CIRCLES PACKING PROBLEM WITH EQUILIBRIUM CONSTRAINTS

stepl. Initialize Population Size m, Positive Integer renewal, Maximum Iterative Times Nona; Initial search step of n circles are

Zo; Sett=0, N~0, i=1, k=0;

lize the trail i ity T=[T il uxms

step2. Initi
Step3. N=N+1;

Step4. The number of ants k=k+1;

Step5. Each ant compute selection probabilistic, and chooses solution element j;

Step6. i=i+1, the new decision point;
Step7. If i = n, then Step8; Otherwise go to Step5;
Step8. If k< m, then Step4; Otherwise go to Step9;

Step9. Updating pheromone of each road;

Step10. If N>Nemax, the iteration stops. Otherwise, go to Step2;

Step1l1. Output the layout scheme of the best ant, and then algorithm terminates.

TABLE 3 ABC ALGORITHM STEPS FOR CIRCLES PACKING PROBLEM WITH EQUILIBRIUM CONSTRAINTS

Stepl. Initialize the population of solutions x;, i=1, 2+** SN; Evaluate the population;

Step2. Cycle=Cycle+1;

Step3. Produce new solutions v; for the employed bees and evaluate them;

Step4. Calculate the probability values Pi for the solutions x;;

Step5. Produce the new solutions v; for the onlook

's from the

1,

x; selected depending on Pi and evaluate them;

Step6. Determine the abandoned solution for the scout, if exists, and replace it with a new randomly produced solution x;;

Step7. Memorize the best solution achieved so far;

Step8. If Cycle ZMCN, then Step9; Otherwise, go to Step2;

Step9. Output the layout scheme of the best solution, and then algorithm terminates.

all employed bees and chooses a food source
with a probability related to its nectar amount.
As in the case of the employed bee, she produces
a modification on the position in her memory
and checks the nectar amount of the candidate
source. If the nectar is higher than that of the
previous one, the bee memorizes the new
position and forgets the old one. ABC algorithm
Steps for Circles Packing Problem with
equilibrium Constraints is shown in Table 3.
IV. EXPERIMENT

We test three examples which are usually used
as benchmark for the circular packing problem
with equilibrium behavioral constraints by the
current literatures. Example 1 is a further
simplified version of the recoverable satellite,
(14 design

variables). The size of the example is relatively

including 7 cylinder objects
small and the optimal solutions are known. In
example 2 the theoretical optimal solutions are

known, including 9 cylinder objects (18 design
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variables). The size of the example 3 is relatively
large, and its objective function and constraints
are more complex and contain more objects (40
cylinders, about 80 design variables). It is
studied for verifying whether and how well
deal the

engineering problems. The radii and masses of

algorithms  can with complex
circular objects in examples are listed in Table 4.
We implement the ABC algorithm in Matlab
language and run it on a PC with Intel Core 2
Duo, 3.33 GHz processor and 2.0 GB of RAM.
The comparison of the results obtained by
three different algorithms for three test examples
is shown in Table 5. ACO finds optimal radii of
the circular container for example 1. For
example 2, PSO finds smaller radii (which are
shown in boldface) of the circular container than
ACO and ABC. For example 3 with relatively
large size, ABC finds optimal radii (which are
shown in boldface) of the circular container. In

addition, for each of the resulting configurations



TABLE 4 THE RADII AND MASSES OF THE CIRCULAR OBJECTS OF EXAMPLE 3
EXAMPLE DATA
EXAMPLEI r={10,11,12,11.5,9.5,8.5,10.5}
n=7 m={100,121,144,132.25,90.25,72.25,110.25}
EXAMPLE2 r={12.4264,12.4264,12.4264,12.4264,12.4264,30,30,30,30 }
n=9 m={12.4264,12.4264,12.4264,12.4264,12.4264,30,30,30,30}
={106,112,98,105,93,103,82,93,117,81,89,92,109,104,115,110,114,89,82,120,108,86,93,100,102,106,111,107,
EXAMPLE3
109,91,111,91,101,91,108,114,118,85,87,98}
0 m={11,12,9,11,8,10,6,8,13,6,7,8,11,10,13,12,12,7,6,14,11,7,8,10,10,11,12,11,11,8,12,8,10,8,11,12,13,7,7,9}
TABLE 5 THE COMPARISON OF THREE ALGORITHMS PERFORMANCE
Radius of the out wrap Static equilibrium Interference
Example Algorithm
circle (mm) error (g.mm) (mm)
PSO 32.308 8.95E-05 0
1 ACO 32.230 7.04E-05 0
ABC 32.264 0.02 0
PSO 72.688 0 0
2 ACO 72.861 0 0
ABC 72.993 0 0
PSO 812.311 0.005 0
3 ACO 811.806 0.002 0
ABC 810.935 0.02 0

(a) example 1

(b) example 2

(c) example 3

Figure 2 Geometric configurations of the optimal solutions obtained by ABC for three examples

of all three examples, the values of interference
by three algorithms are zero. As for static
PSO finds

value(which are shown in boldface) for example

equilibrium  error, optimal
1, ACO for example 3. Conclusively, swarm
intelligence algorithms are effective, realistic
and practical for circles packing problem with
equilibrium constraints.
Fig. 2 illustrates the optimal layouts of the
three test examples found by ABC.
V. CONCLUSIONS
The layout problem of circles is a class of

layout optimization problems with behavior
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Swarm Intelligence (SI) is a

that

constraints.
relatively new technology takes its
inspiration from the behavior of social insects
and flocking animals. In this paper, we focus on
three main SI algorithms: Particle Swarm
Optimization (PSO), Ant Colony Optimization
(ACO) and Artificial Bee Colony Algorithm
(ABC), and their applications for circles packing
problem with equilibrium constraints. In order to
compare the performances of SI algorithms for
equilibrium constraints circular packing problem,
three experiment examples are presented. The

results show that swarm intelligence algorithms



are effective, realistic and practical for circles
packing problem with equilibrium constraints,

especially ABC because of its stability and

applicability.
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Abstract—In this paper, an original beam-tracing domain
decomposition method is proposed for church acoustics. This
new method allows to analyze large-scale acoustics problems
in a reasonnable time on parallel architectures. Numerical
experiments, for sound holography within the church of the
Royaumont abbey, illustrate the performance of the proposed
beam-tracing domain decomposition method on multi-cores
and multi-processors architectures.
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I. INTRODUCTION

Church acoustics is generally what manages the sound
inside a church (the room itself, and objects within the
room). Church acoustics investigates what happens to the
sound after it has been issued from the clergyman or the
monks, to ensure that the people in the room (who are
supposed to hear the sound) actually get to hear it. Church
acoustics is the purpose to build space, dedicated to getting
the right sound to the right person, from the right direction
and at the right time, by removing echoes and additional
noise. Despite it was not an easy task in middle age, i.e.
without any simulation software, church acoustics was of
major importance, and we can surprisingly note the high
quality acoustics propagation in middle age church. This is
quite impressive indeed, because opposite to architectural
project, church acoustics is not like most projects: it is done
once in the life of the church, and can uneasily be changed.

Over the years, several churches have been destroyed in
Europe, and it is not possible anymore to benefit from the
feeling of the song propagating within these churchs. In
order to come up with effective solutions and virtual reality
rendering, one must be able to simulate and to assess the
effect of architectural configurations. To do this, fast noise
simulation is an invaluable tool. However sound propagates
everywhere and is very sensitive to small scale details of
the architecture, so simulations must be done with accurate
architectural models, and well design methods are a key
point to obtain fast simulations. Numerical methods, like
Finite Difference Methods (FDM) [5], [33], Finite Element
Methods (FEM) [13], [37], [12], Infinite Element Methods
(IFEM) [6], [17], [4], [3], [2], and Boundary Element Meth-
ods (BEM) [41], approximate the mathematical equations
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of the acoustic problems. These very accurate methods re-
quiere a lot of computational power and memory. Opposite,
geometrical methods, like image-source methods [1], [31],
ray-tracing methods [40] and beam-tracing methods [9],
[16], assume that the sound propagates in straight lines.
These methods, valid only for high frequencies relatively
to the size of the problem, requiere less memory and
less computational resources. In this paper, a new domain
decomposition method based on beam-tracing is proposed
for fast church acoustics analysis.

The plan of this paper is the following. The motivation of
this work is presented in Section II. In Section III, an original
method similar to domain decomposition techniques [36],
[32], [38], [14], [24] is introduced to parallelize the beam-
tracing method and allows us to solve large-scale acoustic
problems. In Section IV, numerical experiments performed
on Royaumont abbey illustrate the performance of this new
parallel domain decomposition method for church acoustics.
Finally, Section V concludes this paper.

II. ROYAUMONT ABBEY DIGITAL MODELLING

As already mentioned, the goal of this paper is to
design an efficient methodology for sound holography in
church acoustics; the experiments beeing conducted in the
Royaumont abbey. The Royaumont abbey is located about
35 kilometers north of Paris. This is a royal church and
its construction was ordered by King Saint Louis and his
mother, Blanche de Castille, in 1228 and accomplished in
1235. During the reign of Saint Louis, the Royaumont abbey
was one of the most important Cistercian place in Europe,
inhabited by a maximum of a 140 monks. After the death
of Saint Louis, the abbey lost its royal status and began
its progressive decline. Only a few douzen of monks still
lived in Royaumont at the end of the XVIIIth century.
We do not know exactly the evolution of the architecture
of the church during this period. Anyway, according to
the eighteenth-century naturalist Aubert-Louis Millin, many
restorations have been done on the church to repair some
damages. For instance, the roof was restored a first time in
1473 and 1761 after having been damaged by fires. Millin
also described a Gothic portal built around 1650. The last
abbot, M. de Balivire, ordered the construction of an abbey
palace in 1785, just before the French Revolution. After the
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Figure 1. Illustration of the CAD model of the Royaumont church (exterior
view of the architecture)

French Revolution, in 1792 the church was sold to industry
who transformed the abbey in a cotton manufacture. The
church was destroyed and its stones were reused to build
new buildings ... Other parts of the abbey were dramatically
modified until 1869, where the site is returned to sisters of
“Sainte-Famille de Bordeaux”. During the XXth the Goiiin
family restored some parts of the abbey after buying the site
in 1905, but no restoration concerned the church itself.

This is the reason why only a few elements of the original
building of the church are still visible today, mainly the
basements, some columns, the northern wall of the aisle
closed to the cloister and a tower marking the end of the
southern transept. With so few element, to build a virtual
reality model of the church of Royaumont is not an easy
task. Points cloud acquisition techniques [15], traditionally
used in cultural heritage cannot be considered in our case.
Therefore, our modeling process required the correlation
between two types of data: (i) results of the works of
archeologists who can estimate the general aspect of the
church from its remaining parts; (ii) results of the works
of historians who found several descriptions of the church
made during past centuries in historical archives. The most
complete description of Royaumont abbey is described by
Millin in [29] where a visit inside the church in late 1791
is described; this book serves as the main source for today’s
historians, together with some engravings of the church and
the abbey. Based on these data and with close connections
with historians and archeologists, we have created a three-
dimensional model of the church of Royaumont abbey.
Tlustration of our CAD model is shown in Figure 1 with
an exterior view of the architecture and in Figure 2 with an
interior view of the architecture.
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Figure 2. TIllustration of the CAD model of the Royaumont church (interior
view of the architecture)

IIT. PARALLEL GEOMETRICAL DOMAIN DECOMPOSITION
METHODS

A. Geometrical acoustics methods

Geometrical acoustics methods, like the image-source
method, the ray-tracing method, and the beam-tracing
method, are commonly used to design three-dimensional
architectural environments. These methods mainly consist
to compute the multiple paths of the sound from sources to
receivers, and then to collect the acoustic pressure at virtual
microphones placed in the model at the points where the
noise level must be evaluated.

Within these methods, the image-source methods [1],
[31] creates virtual sources for each reflection of a source
by a surface of the model. For each virtual microphone,
the image-source method computes the contribution of the
sources by checking that the path between the source and
the virtual microphone is not blocked by an obstacle. The
ray-tracing method [39], [30] divides the energy of each
source between a huge numbers of elementary particles.
Those particles propagate in straight lines and gradually



loose energy due to the damping of the air. The beam-tracing
method [9], [35], instead of splitting the energy between
particles, splits the energy between beams. The energy is
distributed to a beam according to the power of the source
in the direction of the beam. In this paper the beam-tracing
method, because of its accuracy and its wide implementation
in industrial acoustics software, is used.

B. Parallel computing

In order to simulate acoustics in a church in a reasonnable
time, parallel computing techniques could be applied to
the beam-tracing method. Several algorithms exist and have
been efficiently used for beam-tracing methods in image
processing for video games for instance. Within these algo-
rithms, we can mention work-sharing algorithms. The sim-
plest idea, static partitioning algorithms, consists to statically
assign some beams to some processes at the beginning of the
program; each process receiving the same number of beams.
A more complex idea, dynamic partitioning algorithms,
consists to have a central process dispatching packets of
beams on demand when the worker processes ask them.
Another way to assign the work is to use work-stealing
algorithms. All beams are assigned at the beginning, but
when a process has nearly finished its assigned beams, it
can steal some beams from other processes. Despite all these
algorithms are parallel, the input, output and result gathering
are not. To be able to use a lot of processes efficiently, the
input, output and result gathering need to be made parallel.

C. Domain decomposition methods

Domain decomposition methods consist to split a global
domain into several small sub-domains, allowing the load-
ing, output and result gathering to be done in parallel; each
sub-domain beeing allocated to a different processor.

A basic idea, microphones partitioning, consists of simply
splitting the set of virtual microphones into multiple sets, one
per sub-domain. In each sub-domain the beams are shot in
the complete geometry. Each sub-domain is totally indepen-
dent so the program can be run in parallel. If this method is
used with traditional parallelism, some load balancing issues
must be considered since the processing time of each sub-
domain can vary a lot. Another idea, on demand geometry
and microphones loading, consists to load sub-domains on
demand, i.e. that some hierarchical acceleration structure is
recomputed and only the first levels are loaded at the start.

The original method considered here [22], geometry and
microphones partitioning, matches more closely domain
decomposition techniques [36], [32], [38], [14], [24]. These
methods consist to split the global domain to solve into
several sub-domains, each sub-domain beeing solved inde-
pendently by sharing information along interface between
neighboring sub-systems. These interface conditions [19]
can be tuned for the performance of the algorithm either
with a continuous approach [8], [11], [7], [23], [10] or with a
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discrete approach [34], [28], [25]. In this paper, the geometry
of the model and the microphones are split into multiple
sub-domains and the domain decomposition method [27],
[26], [18], [21], [20] is considered, where the interface
conditions simply consists of the continuity of the beam
characteristics (i.e. direction, amplitude, angle, etc.) from
each side of the interface, see [22]. Only the analysis of the
beams going through the interface between the sub-domains
is performed. For efficiency purpose, the beams are shot in a
modified model where all the sub-domains except the current
one are replaced by a simplified version of themselve. One
difference with a classical domain decomposition method
is that there is not a one to one correspondence between
the processes and the sub-domains. Indeed, if each process
was associated to one and only one sub-domain, the load
balancing would be very bad. For instance, in the case
where there is only one source. The sub-domain containing
the source would have the most work and the others a lot
less, which would reduce the efficiency. This is why a more
complex load-balancing scheme has to be used. The idea is
that each process starts with one sub-domain, but when it has
few remaining beams to handle; it starts to load one or more
sub-domains having a lot of beams remaining. Complete
details of efficient implementation can be found in [22].

IV. NUMERICAL EXPERIMENTS

The numerical experiments are conducted in order to sim-
ulate the sound holography in the church of the Royaumont
abbey. A total number of 60 sources are considered; each
source located at 1,60 meters high at each monk’ chair. Each
source is modelled with 1 million beams. The Computer
Aided Design (CAD) model consists of 1.413.602 points
and 2.632.344 polygons, and is shown in Figure 1 with
an exterior view of the architecture and in Figure 2 with
an interior view of the architecture. A total number of 20
millions virtual microphones are placed in a regular grid
in all the volume of the abbey, which corresponds to a
microphone every 10 centimeters in each of the three spatial
directions. The numerical experiments are run on a PCs
cluster composed of 20 nodes; each node is composed of two
quadricore processors, leading to a total number of cores of
160. Figure 3 illustrates the noise level distribution obtained
from the simulation.

Table I collects the speedups obtained with our implemen-
tation. Using the proposed domain decomposition method
allows a significant improvment of the performance. This is
particularly true for a large number of threads. With more
than 32 threads, the speedup becomes quite important. Be-
sides, increasing the number of sub-domains still accelerates
the execution of the method. As the first line represents the
standard case where the algorithm is applied without domain
decomposition method, but only with an MPI parallelization
approach, we note that the equivalent performances with



Figure 3. Tllustration of the sound holography in the church of Royaumont
abbey (interior view)

16 32 64 128
threads | threads | threads | threads
1 sub-domain 14.5 22.8 27.4 21.0
4 sub-domains 14.6 26.6 46.1 49.2
8 sub-domains 14.7 26.4 47.9 75.9
Table 1

SPEED-UP OF THE WHOLE DDM PROGRAM (ETHERNET) WITH RESPECT
TO THE NUMBER OF THREADS AND SUB-DOMAINS.

eight sub-domains can be multiplied by a factor closed to
four in our tests.

V. CONCLUSION

In this paper, an original beam-tracing domain decom-
position method has been proposed for church acoustics on
parallel computers. This new method is based on domain de-
composition method principles, where interface constraints
consist to match the beam characteristics. A realistic test
case, namely the sound holography within the church of
the Royaumont abbey has been presented which outlines
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the performance and efficiency of the proposed method on
multi-cores architectures.
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Attributes

Khaled Kh. S. Kh. Allangawi
Faculty of Science, Engineering and
Computing, Kingston University, London
k0961606@kingston.ac.uk

Abstract—This research proposes an approach for
assessing the impacts of SOA design defects on
SOA quality attributes. Eleven items were selected
to measure SOA Design Defects; fourteen items
were selected to measure SOA Design Attributes;
seventeen items were selected to measure SOA
Quality Attributes and eleven items were selected
to measure SOA Quality Metrics. This work is an
integrated part to previous studies in the field.

Index Terms— SOA Design Defects, SOA Design
Attributes, SOA Design Attributes; SOA Quality
Attributes, SOA Quality Metrics

I. INTRODUCTION

It is difficult to define what a Service
Oriented Architecture (SOA) is. The term is
being used in an increasing number of contexts
with conflicting understandings of implicit
terminology and components. For SOA services
to be successful and reusable, it is important that
the data they expose is of acceptable quality for
all the consumers. Exposing quality data is
necessary in any SOA initiative. Whether it is
application services being exposed or a simple
generated data query service, the resulting data
must be accurate and appropriate to the business
context to be of any value. The main objective of
this research is to propose an approach that can
be used to assess SOA design defects and its
impact on quality attributes.

II. QUALITY OF SERVICE ORIENTED
ARCHITECTURE

Quality is currently considered one of the
main assets with which a firm can enhance its
competitive global position. This is one reason
"why quality has become essential for ensuring
that a company’s products and processes meet
customers’ needs" [1]. One of the most
challenging aspects of building SOA applications
is quality assurance. Developers must analyze
every flow path, every condition, and every fault
to ensure that processes are bullet-proof. A
software quality attribute of a software system is
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a characteristic, feature or property that describes
part of the software system. Internal software
quality attributes reflect structural properties of a
software system [2].

A. Quality Attributes of SOA

One of the most important quality models is
the quality model presented by Jim McCall et al.,
1977 [3]. They presented a quality model
focusing on a number of software quality factor
that reflect both the users’ views and the
developers’ priorities. The main quality factors
were correctness, reliability, efficiency and
integrity.

The second basic quality model is the quality
model presented by Boehm et al. 1978 [4].
Boehm's model is similar to the McCall quality
model in that it also presents a hierarchical
quality model consisted of 7 quality factors
portability, reliability, efficiency, usability,
testability, understandability and flexibility.

In 1998, The International Organization for
Standardization (ISO) had defined a set of ISO
and ISO/IEC standards related to software
quality. The ISO/IEC 9126 is currently one of the
most widespread quality standards. ISO 9126
indicated that component of the software quality
must be described in terms of one or more of six
characteristics defined as a set of attributes [5]:
functionality, reliability, usability, efficiency,
maintainability and portability.

Recently, Ortega et al. [1] designed a model
prototype that reflects the essential attributes of
quality. This model pinpointed three working
areas based on McCall’s Quality model as
follows: Product Operation, Product Revision
and Product Transition. Pettersson [6] created a
SOA Quality Evaluation Model that was
applicable to SOA implementations. The model
was based on two perspectives: Technical
Perspective and Business Perspective. In 2007,
O’Brien et al. [7] listed nine SOA quality
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attributes in their article: interoperability,
performance, security, reliability, availability,
modifiability,  testability,  usability, and

scalability. Peng [8] studied the relationship
between quality attributes and SOA and analyzed
SOA impact on six quality attributes:
availability, modifiability, performance, security,
testability and usability. Erl [9] presented some
SOA design patterns that can be used to satisfy

the following quality attributes: reusability,
performance, security, flexibility and
modifiability.

More recently, in 2012 Montagud et al. [10]
classified quality attributes and measures for
assessing the quality of software product lines.
These quality attributes were reusability and
efficiency. Galster et al. [11] suggested a
framework for reference architecture design for
variability-intensive service-based systems using
the following quality attributes: variability,
scalability, interoperability, performance,
reliability, privacy and security. Marko [12]
suggested a SOA prototype to evaluate the
quality of the architecture resulting from the
combination of EBI and SOA patterns. The
quality is evaluated with respect to: efficiency,
functionality, maintainability, portability,
reliability and usability.

III. DESIGN DEFECTS

Design defects are bad solutions to recurring
design problems in object-oriented programming.
Most defect prediction studies are based on size
and complexity metrics.

A. OA Design Attributes

Perepletchikov et al. [13] provided a
comparative study on the impact of object
orientation and service orientation on the
structural attributes of size, complexity, coupling
and cohesion. Whereas Shaik et al. [14] studied
design components that were exclusive and
defined the architecture of an object oriented
design and listed the key terms in object oriented
development environment: class, object, method,
message instantiation, inheritance,
polymorphism, encapsulation, cohesion,
coupling, design size, hierarchies, abstraction and
complexity. In 2011, Yaser and Suleiman [2]
assessed software quality attributes of Service-
Oriented Software Development Paradigms using
four SOA design attribute: size, complexity,
coupling and cohesion.

B. SOA Design Defects

Developing code free of defects is a major
concern for the object-oriented software
community. Basili et al. [15] classified design
defects according User Interface (UI) to:
omission, incorrect  fact, inconsistency,
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ambiguity and extraneous information. Whereas,
Gueheneuc [16] classified design defects as:
intra-class, inter-classes and behavioural defects.
Tian [17] classified design defects as: interface
capability, interface specification, interface
description and missing design defects.

IV. QUALITY METRICS

A Software Metric is an algorithm which
computes a numeric value from source code to
measure properties of a software system. The
purpose of software metrics is to make
assessments throughout the software life cycle as
to whether the software quality requirements are
being met [5]. Software metrics are often used to
assess the ability of software to achieve a
predefined goal [18]. Many different metrics
have been proposed for object-oriented systems.
Several prior studies had used metrics to identify
defects' impact on quality attributes, these
metrics are [2], [14], [19 - 27].

o Size Metrics: they are used to evaluate the
ease of wunderstanding of code by
developers and maintainers. Size metrics is
often measured wusing: Lines-Of-Code
metric (LOC) and Weighted Methods per
Class (WMC).

e Coupling Metrics: they are measure the
relationships between entities. They are
often measured using Depth of Inheritance
Tree (DIT), Response set For a Class (RFC)
and Coupling Between Object -classes
(CBO).

e Complexity Metrics: they are measure
complexity in terms of control constructs
and lexical tokens, respectively. They are
often measured using Source Line of Code
(SLOC), Weighted Methods per Class
(WMC), Number Of Children (NOC),
Cyclomatic Complexity (CC), Halstead’s
Complexity (HC), Maintainability Index
(MI) and Depth of Inheritance Tree (DIT)

e Cohesion Metrics: they are measure the
relationships among the elements within a
single module. They are often measured
using Lack of Cohesion of Methods
(LCOM).

e Inheritance Metrics: they are often
measured using Method Inheritance Factor
(MIF), Attribute Inheritance Factor (AIF),
Number of Children (NOC) and Depth of
Inheritance (DIT).

e Polymorphism Metrics: they are often
measured using Polymorphism Factor (PF).

e Encapsulation Metrics: they are often
measured using Method Hiding Factor
(MHF) and Attribute Hiding Factor (AHF).



V. PRPOSED APPROACH

The proposed approach is a comprehensive,
multidimensional framework of SOA defects
detection. The measures used in this work were
adapted primarily from previous researches; the
components of proposed approach are shown in
"Fig. 1". In reality, every study has interpreted
and classified quality system metrics conform to
its context, the proposed approach consists of
eleven items to measure SOA Design Defects,
fourteen items to measure SOA Design
Attributes, seventeen items were selected to
measure SOA Quality Attributes and eleven
items to measure SOA Quality Metrics. The user
can adapt the number of selected items according
to the actual case.
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Defects Portfolio

Fig. 1. The proposed approach

A. Design Phase

e Measures of SOA Design Defects: Eleven
items were selected to measure SOA
Design Defects; these items were selected
from the previous studies done by [15, 16 &
17].

e Measures of SOA Design Attributes:
Fourteen items were selected to measure
SOA Design Attributes; these items were
selected from the previous studies done by
[2, 13 & 14].

e Measures of SOA Quality Attributes:
Seventeen items were selected to measure
SOA Quality Attributes from the previous
studies done by [1], [3-10].

e Measures of SOA Quality Metrics:
Eleven items were selected to measure SOA
Quality Metrics from the previous studies
done by [2], [5], [14], [18 - 27].
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B. Preparation Phase

The intent of these measures is to measure
customer satisfaction by assessing the design
defects and its impacts on deign quality. The
approach tool consists of four parts as shown in
"Fig. 2":

e Part (I) represents SOA design attribute.
Example (but not limited to): size,
complexity, coupling, and cohesion.

e Part (II) represents metrics may be used to
measure defects' impact on quality
attributes. Example (but not limited to):
LOC, CC, ECC, HC, MI, WMC, DIT,
NOC, CBO, RFC & LCOM.

e Part (IIT) represents SOA design defects.
Example (but not limited to): Algorithmic
and Processing Defects, Control, Logic, and
Sequence Defects, Data Defects and
Functional Description Defects.

e Part (IV) represents SOA quality attributes.
Example (but not limited to): Availability,

Security,  Performance, = Modifiability,
Scalability, Adaptability, Interoperability
and Auditability.
50A Quality Attributes
3
. z HEARS AN
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Fig. 2. Approach Tool

C. Approach Implementation

e The first step in implementing the proposed
approach is to define the most common
design attributes (Part I).

e The second step is to define the suitable
metrics used to describe the selected design
attributes (Part II).

e The third step is to define the most common
design defects (Part III).

e The fourth step is to matching between
design attributes and design defects through
the selected metrics.

o The fifth step is to define the most common
quality attributes (Part IV).



The sixth step is to matching between
design defects and quality attributes.

The last step is to assign the suitable
metrics can be used to measure the impact
of design defects on quality attributes.

VI. CONCLUSIONS AND FUTURE WORK

This work summarizes many items the field

of SOA quality that may help

the other

researchers to build their own models. This work

also

proposes an approach for assessing the

impacts of SOA design defects on SOA quality
attributes. This work is an integrated part to
previous studies in the field.

The next step of this work is to measure the
validity of the proposed approach; actual case
studies can be taken. The Fuzzy techniques can
be used to assess the impacts of SOA design
defects on SOA quality attributes.
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Abstract—Automotive cyber physical systems (CPSs) involve
interactions between software controllers, communication
networks, and physical devices. These systems are among the
most complex cyber physical systems being designed by
humans. However, automotive cyber physical systems are not a
loose combination of cyber system and physical system, but are
a tight and comprehensive integration, and they are ubiquitous
spatial-temporal and very large-scale complex systems. In
automotive cyber physical systems, the behavior of the physical
world such as the velocity, flow and density are dynamic and
continuous changing with time while the process of
communication and calculation in vehicular cyber system is
discrete. In this paper, we extend the AADL to model the cyber
world and physical world of autometive cyber physical system,
and we propose a method to transform the rule of Cellular
Automata to AADL model for modeling spatial-temporal
requirements. We also propose an approach to transform the
Modelica model to AADL model. The proposed method is
illustrated by Vehicular Ad-hoc NETwork (VANET).

Keywords-VANET; CPS; AADL;Spatial-Temporal; Continuous
Dynamic Features

L INTRODUCTION

There are a large number of challenges that must be
overcome for automotive cyber physical system (CPS) to
reach their full potential [1-2]. These systems are software-
intensive while being physical, that is, they are hybrid
systems. Yet, they must be designed so that their physical
and computational parts interoperate correctly. Automotive
cyber physical systems, unlike the real-time systems as we
currently think of them, are spatio-temporal systems that
create computational environments [3]. These systems are
spatio-temporal in the sense that correct behavior will be
defined in terms of both space and time. Automotive cyber
physical systems consist of three parts [4]: the dynamics
and control (DC) parts, the communication part and
computation part. The DC part is that of a predominantly
continuous-time system, which is modeled by means of
differential (algebraic) equations, or by means of a set of
trajectories. The evolution of a hybrid system in the
continuous-time domain is considered as a set of piecewise
continuous functions of time. The computation part is that
of a predominantly discrete-event system.

In this paper, we extend the Architecture Analysis and
Design Language (AADL) [5] to model the behavior
characteristic, continuous dynamic features and spatial-

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
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temporal requirements of automotive cyber physical
systems. We propose a method to transform the rule of
Cellular Automata [6] to AADL model for modeling spatial-
temporal requirements and we propose an approach to
transform the Modelica [7] model to AADL model. The
proposed method is illustrated by Vehicular Ad-hoc
NETwork [VANET] [8-9].

II. THE PROPOSED METHOD FOR
SPECIFICATION AND MODELING OF AUTOMOTIVE
CYBER PHYSICAL SYSTEMS

AADL [10-11] is an architecture description language
developed to describe embedded systems. AADL which is a
modeling language that supports text and graphics, was
approved as the industrial standard AS5506 in November
2004. Component is the most important concept in AADL.
The main components in AADL are divided into three parts:
software components, hardware components and composite
components. Software components include data, thread,
thread group, process and subprogram. Hardware
components include processor, memory, bus and device.
Composite components include system. AADL defines two
main extension mechanisms [12]: property sets and
sublanguages (known as annexes).Properties are label-value
pairs used to annotate components. These properties can be
grouped into named sets. These sets are then used in
analysis tools that process AADL models to be able to
verify characteristics of the modeled system. Sublanguages,
on the other hand, enable the encoding of complex
statements about components for which syntactic
verification makes sense. The syntax of the language is
defined inside the annex that implements the language.
Annexes and properties allow the addition of complex
annotations to AADL models that accommodate the needs
of multiple concerns. .

AADL cannot model the spatial-temporal features of
automotive cyber physical systems, we must extend AADL
in order to specify and model the spatial-temporal features.
Cellular automata (CA) [13] are models that are discrete in
space, time and state variables. The latter property
distinguishes CA e.g. from discretised differential equations.
Due to the discreteness, CA is extremely efficient in
implementations on a computer. Cellular automata models
are capable of explicitly representing individual vehicle
interactions and relating these interactions to macroscopic

cpss
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traffic flow metrics, such as throughput, travel time, and
vehicle speed. By allowing different vehicles to possess
different driving behaviors (acceleration/deceleration, lane
change rules, reaction times, etc.), CA models can more
adequately capture the complexity of real traffic. In this
paper, we build AADL Cellular automata model by the
extension of AADL. The AADL Cellular automata model is
expressed as follows:

class CA{

string Name;

string FullText;

int dimension;

Vector<string> states;

hash map<string, string>hm_state;
hash_map<hm trans, string>hm_trans;

Parse();
isTrans(String s);
spitTrans(String s);
spitState(String s);

CreateModels(string CAFile)//
{ CAca=new CA;
string File=ReadFile(MoFile);
Vector(string) Lines= ca.Parse (File);
For_each(L in Lines)
{ If(isTrans(L))
{ Vector<string> s=spitTrans(L);
For_each(string str in s)
{if(Mfind(str)) //
Ca.states.insert(str);//
}
j
Else If(L)
{ Vector<string> s = spitState(L);
For_each(string str in s)
{if(!find(state))
Ca.states.insert();

}
Else

private Document dcmt;

private Element roots;

roots=new Element("CA");

demt= new Document(roots);

roots.setAttribute();

TransformerFactory
tranf=TransformerFactory.newInstance();

Transformer tsfm=tranf.newTransformer();
DOMSource ds =new DOMSource(dcmt);

tsfm .setOutputProperty(OutputKeys. ENCODING,"gb
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2312");

tsfm .setOutputProperty(OutputKeys.INDENT,"yes");
PrintWriter pw =new PrintWriter(NEW

FileOutputStream(filename));

H
}

Physical systems are often complex and span multiple
physical domains, whereas mostly these systems are
computer controlled. Therefore, hierarchical models (i.e.,
models described as connected submodels) using properties
of the physical domains involved should easily be described
in physical modeling language.

Modelica [14]is a new language for hierarchical object
oriented physical modeling which is developed through an
international effort. Modelica is also an object-oriented
equation based programming language, oriented towards
computational applications with high complexity requiring
high performance.

Integrating the descriptive power of AADL models with
the analytic and computational power of Modelica models
provides a capability that is significantly greater than
provided by AADL or Modelica individually. AADL and
Modelica are two complementary languages supported by
two active communities. By integrating AADL and
Modelica, we combine the very expressive, formal language
for differential algebraic equations and discrete events of
Modelica with the very expressive AADL constructs for
requirements, structural decomposition, logical behavior and
corresponding cross-cutting constructs. In addition, the two
communities are expected to benefit from the exchange of
multi-domain model libraries and the potential for improved
and expanded commercial and open-source tool support.e
The profile of integrating Modelica and AADL supports
modeling with all Modelica constructs and properties i.e.
restricted classes, equations, generics, variables, etc. Using
Modelica and AADL,it is possible to describe most of the
aspects of a system being designed and thus support system
development process phases such as requirements analysis,
design, implementation, verification, validation and
integration. The profile of integrating Modelica and AADL
supports mathematical modeling with equations since
equations specify behavior of a system.  Simulation
diagrams are introduced to model and document simulation
parameters and simulation results in a consistent and usable
way.

The models of Modelica can be expressed as follows:
M={Attribute, Extends, Variables, Imports, Components,
Equations, Connects, Annotation }. We transform models of
Modelica into AADL as follows:

class Model{

string Name;

string FullText;

string Attribute;
Vector(string) Imports;



Vector(string) Extends;
Vector(string)Components;
Vector(string) equation;

Vector(string) parameter;
string Annotation;
hash_map<string, Model*> hm_Extends;
hash map<string, Component*>hm_Components;
hash_map(string, Connect*>hm_Connects;
public:
Parse(); //
Parsel(); //

CreateModels(string MoFile, TreeNode* node)
{ string File=ReadFile(MoFile);

Vector(string) Lines= Split(File);
CreateModel(Lines, node);
}

CreateModel(Vector<string> &Lines, TreeNode* node)
{ string FullText="";
for_each(L in Lines)
{IfL)
{ node.add(newnode);
Vector<string™> Left=Lines. Erase(L);
CreateModel(Left, newNode);
H
If(L)
{ Model m = new Model;
m.FullText= FullText;
}
Else
FullText+=L;

}

III. CASE STUDY: SPECIFICATION AND
MODELING OF VANET USING THE PROPOSED
METHOD

Fig.1 [15] shows the system architecture of Vehicular
Ad-hoc NETwork (VANET) [16-20] from the perspective
of the different components and domains as well as their
interactions. In general, the system architecture is composed
of two domains:

* The vehicle domain, which comprises the hardware and
software for the vehicular subsystem
e The infrastructure domain, comprising the subsystems
relevant for the infrastructure services

The vehicles themselves are able to communicate with
each other using dedicated short range communication
technology based on IEEE 802.11p. Therefore, the vehicles
are equipped with so-called ITS vehicle stations (IVSs),
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which deploy the ITS applications on respective hardware.
ITS roadside stations (IRSs) are also integrated in the
vehicular network and thus able to communicate with the
vehicles using IEEE 802.11p. An IRS can also be connected
to traffic light switches in order to control traffic signs in
urban scenarios. Moreover, the IRSs are connected to the
infrastructure domain in order to provide connectivity from
vehicles to backend services.

IT5 central station
City of Frankfurt am Main IGLZ

ITS vehide station

TCPAIP

TCR/IP

Traffic lights

TS centsal station
Hassian Traffic Cantas (HTC)

IEEE 802.11p
|EEE 802.11b/g
i_ _ Mobile telephany
e —

Test

TCPAP

Communications control
unit

AU | Application unit

Human machine interface

. o e
Electronic traffic signs

ITS Vehicle station

IRS | IT5 Roadside station

IS Control station

Fig.1. The Architecture of VANET

The VANET is expressed by AADL as follows:

system carToXSys
end carToXSys;
system implementation carToXSys.Impl
subcomponents
managementCenter:system
ManagementCenter::MC.Impl;
RoadStation:system RoadStationtem::RS.Impl;
VehicleStation:system ExecutionUnit::VS.Impl;
connections
connl:bus access
ManagementCenter.Tosend->RoadStation.Receive;
conn2:bus access
RoadStation.Tosend ->VehicleStation.Receive;
Conn3:bus access
ManagementCenter.Tosend ->VehicleStation.Receive;
Conn4:bus access
VehicleStation. Tosend -> ManagementCenter.Receive;
Conn5:bus access
VehicleStation. Tosend ->VehicleStation.Receive;
Conn6:bus access
VehicleStation. Tosend -> ManagementCenter.Receive;
properties



end carToXSys.Impl;

The AADL model of road station systems is shown in

Fig.2.
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Fig.2. AADL model of road station systemS

The above model is implemented by AADL as
follows:

system implementation road_station.impl

subcomponents
the light:device light;
the display :device display;
the vehi:device receptorl;
the Cen:device receptor2;
the tranl:device transl;
the tran2:device trans2;
PV:process process_vehicle;
PC:process process_center;
PL:process process_light;
PD:process process_display;

connections
V2P: port group the vehi.out Data -> PV.inData;
P2V: port group PV.outdata ->the tranl.lt Data;
P2C: port group PC.outdata ->the tran2.lt Data;
C2P: port group the Cen.out_Data ->PC.inData;
PL2L: port group PL.outdata ->the light.in Data;
PD2D: port group PD.outdata -

>the display.in_Data;

flows

f e2e: end to end flow the vehi.Flow R2C2R -> V2P-
>PV.FS1 -> P2V
->the tranl.Flow R{
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Latency => 100 Ms;
¥

end road_station.impl;

The physical Modelica model of traffic lights is
expressed as follows:

Model traffic_light
Parameter real len=L;
Parameter real G=W;
Parameter real v=vj;
Parameter real g’=g;
Parameter real leni=I;
Real x1;

Real f;
Real a;
Real t1;
Real t;
Equation

I + L

X

w
=ma=—a:

a=Hg:
t,=(v,—-0)/a;
t=t+x/v,;
End traffic_light;

We transform the above Modelica model in to AADL
model as foolows:

Device traffic_light

Features
In_data : in data port;
Properties
Equation => {
xl = [/ + L H
f=ma=—a:
a=Hg:
t,=(v,—0)/a:
t=t+x/v,;



Const=>{1len, G, v, g’, leni };
Const_value =>{L,W,v,,g,I};

Var=>{x1,f,a,tl,t};
End traffic_light;

IV. CONCLUSION

Automotive  cyber physical systems involve
interactions between software controllers, communication
networks, and physical devices. In automotive cyber
physical systems, the behavior of the physical world such as
the velocity, flow and density are dynamic and continuous
changing with time while the process of communication and
calculation in vehicular cyber system is discrete. In this
paper, we extended the AADL to model the cyber world and
physical world of automotive cyber physical system, and we
proposed a method to transform the rule of Cellular
Automata to AADL model for modeling spatial-temporal
requirements. We also propose an approach to transform the
Modelica model to AADL model. The proposed method is
illustrated by Vehicular Ad-hoc NETwork (VANET).

Future work focuses on the integration formal methods
with AADL and Modelica
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Abstract—With the development of cloud computing and
mobile Internet, the issues related to big data have been
concerned by both academe and industry. Based on the
analysis of the existed work, the research progress of how to
use distributed file system to meet the challenge in storing big
data is expatiated, including four key techniques: storage of
small files, load balancing, copy consistency, and de-
duplication. We also indicate some key issues need to concern
in the future work.

Keywords-big data; storage;distributed file system

I. INTRODUCTION

According to IDC (Internet Data Center), the global big
data will increase by 50 times in next decade. How to store
these fast-growing, vast amounts of data? How to analysis
and process these big data? A series of related problems
become a common challenge faced by all enterprises, also
become today's research focus. The reason why big data
takes so much attention cab be summarized as follows: the
network terminal changed from a single desktop to multi-
terminal such as desktop, tablet PCs, book-reader PCs,
mobile phones, television and so on, which greatly expands
the content and scope of the network services, and improves
the user's reliance on the Internet; the rapid growth of
network users and the average time a user spends on the
network, which makes a significant increase in the user
network behavior data; the network services have changed
from a single form of words to the multimedia form such as
pictures, voice, video, leading to significant increase in the
amount of data. All above lead to the increasing amount of
data. Not just the Internet, the phenomenon of large data
already exists in the fields of physics, biology, environmental
ecology, automatic control and other scientific area. What’s
more, big data also exist in military, communications,
finance and other industries for some time. It is not a new
problem, it is widespread. There is no in-depth study on it
because of restricted by condition in the past. But now, with
the hardware costs come down and more and more develop
in science and technology, people can focus into the big data
which implied the great value of.
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II.  THE CHARACTERISTICS OF BIG DATA

The main sources of big data are data information within
the organization, sensory information in the Internet of
things and interactive information in the Internet world. It is
difficult to form a unified concept of big data. IDC defines it
this way: Big data technologies describe a new generation of
technologies and architectures, designed to economically
extract value from very large volumes of a wide variety of
data, by enabling high-velocity capture, discovery, and
analysis [1]. This definition includes three main
characteristics of big data .Two other characteristics seem
relevant: value and complexity. Summarize as “4V+C”.

e Volume: The data volume is huge, especially the
huge amounts of data generated by a variety of
devices, the size of the data is very large, much
larger than the flow of information on the Internet,
PB level will be the norm. This implies the need for
large storage space and computing power.

e Velocity: The data related to perception,
transmission, decision making, control open loop
have very high requirements on real-time data
processing. The late result is of little value. It is
essentially different with traditional data processing.

e Variety: Big data may be blogs, videos, pictures,
location information, etc. Even with the same kind
of data, encoding, data format or other aspects may
be different.

e Value: Big Data having a high commercial value. It
is the reason why more and more people are
concerned about the big data. But the density of the
value is low. Take the video for example, during
uninterrupted monitoring process, useful data may
only few seconds.

e Complex: Big Data is not only complex and diverse
in data types and representation. There is often a
complex dynamic relationship between each data.
The change of one data may have an impact to a lot
of data.

III.  BIG DATA STORAGE CHALLENGES

With the expansion of the application scale, the amount
of data will show the trends of explosive growth. The
conventional data storage system reaches a bottleneck,
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TABLE L. NEW CHALLENGES ON STORAGE

Characteristics Social networks Challenges
Large amount of data Large amount Offi ata
and growing rapidly Real-time
. Un-structured Intelligence
Many kinds of data Semi-structured Security
Structured _ Reliability
Soc1alI;ierlleilrtllonsh1p Integrity -
High potential value P 1g d Low consumption
ersonalized High concurrency
recommendation High efficiency
Large fluctuations 7-8 times

unable to complete the operational task timely. Storage
systems face the challenge of complex big data applications.
Take social networks for example, as shown in the TABLE I.

e Because the fluctuation of load is high and uncertain,
the storage system for big data needs to dynamically
match the load characteristics.

e Because of the need of high real-time in big data
applications, the delay and the length of 10 path in
data processing should be reduced.

e High accumulation of the amount of data, high
concurrent user access and high data growth require
the storage system large capacity, high aggregate
bandwidth, high IOPS.

Currently, there are many storage technologies to deal
with big data, such as distributed file system, new type of
database based on MapReduce and so on. On one hand, the
great value in big data promotes development on these
technologies. On the other hand, these technologies provide
technical support for big data storage and make big data
becoming a research hotspot in recent years. Existing
technology just can meet the demand of big data storage
barely. So many improvements are needed and have high
research value.

IV. DISTRIBUTED FILE SYSTEM

File system is the foundation of upper layer application
[2]. With the continuous development of internet
applications, data is growing rapidly. So the large-scale data
storage became the arduous task of the companies and
research focus. Because of the limit on the expansion of
storage capacity, traditional storage system is difficult to
meet the big data storage.

So have to use the distributed file system to transfer
system load to multiple nodes. By grouping hard disks on
multiple nodes into a global storage system, distributed file
system provides polymeric storage capacity and I/O
bandwidth, and easy to extension according to the system
scale. Generally speaking, the mainstream distributed file
systems, such as Lustre, GFS, HDEFS, separately store
metadata and application data because of the different
characteristics of store and access. Divide and rule can
improve the performance of the entire file system
significantly. Despite these advantages, distributed file
system still has many shortcomings when it faces explosive
growth of data, complex variety of storage needs. Then these
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shortcomings are paid more and more attention, and become
the research focus today.

A. Small Files Problem

The distributed file systems, such as GFS and HDFS, are
designed for larger files. But most of the data on the Internet
represent by the high frequency of small files, and more
storage access are for small files in the application.

TABLE II shows the problems of traditional distributed
file system in the small file management aspect.

e Small file access frequency is higher, need to access

the disk for many times, so the performance of the
1/0 is low;

e Small files will form a large amount of metadata,
which can affect the management and retrieval
performance of metadata server, and cause overall
performance degradation.

e Because the file is relatively small, easy to form file
fragmentation resulting in a waste of disk space;

e To create a link for each file can easily lead to
network delays.

There are some common optimization methods [3-10] as
the TABLE II shown. Of course, this is not comprehensive.
In [11], the files belong to same directory will written into
the same block as much as possible. This will help increase
the task speed distributed by MapReduce in the future.

B. Load Balancing

In order to make the multiple nodes can be a very good to
complete the task together , a variety of load balancing
algorithm is proposed to eliminate or avoid unbalanced load,
data traffic congestion and long reaction time.

The load balancing [10-12] can be done by two ways.
One is to prevent. One is to prevent. The I/O request is
equally distributed on each storage node by the right I/O
scheduling policy, so each node can be a very good job, and
the situation that a part of the nodes are overloaded, but
another part of the nodes are light load will not be happened.
Another way is to adjust after happened. When load
imbalance phenomenon has emerged, it can be eliminated
effectively by migration or copy. In general, load balancing
algorithm through many years research has been relatively
mature, usually divided into two types: static load balancing
algorithm and dynamic load balancing algorithm.

Static load balancing algorithm has nothing to do with
the current state of the system. It assigns the task by
experience or pre-established strategy. This algorithm is
easy, and spends little. But it does not consider the dynamic
changes of the system status information, so it has blindness.
It is mainly suitable for smaller and homogeneous service
systems. Classical static load balancing algorithm includes
polling algorithm, ratio algorithm, priority algorithm.

Dynamic load balancing algorithm assigns the 1/O task or
adjust the load between nodes according to the current load
of the system. Classical load balancing algorithm includes
minimum connection algorithm, weighted least connection
algorithm, destination address hash algorithm, source
address hash algorithm.



TABLE IL

CLASSIFICATION AND ANALYSIS OF ALGORITHMS

e.g. Hot Files Caching, Metadata Caching

method illustration advantage disadvantage
Metadata Metadata compression e the metadata read
- Improve space utilization performance was hurt due to
Management reduces metadata size
extra steps of lookup file .
tilizi fetchi hi technologies t . .
Performance U tizing - preletening and  caching - technologies  to The improvement of the Cache hit . s
L improve access efficiency . Just for particular application

Optimization ratio

Small file merging file to reduce the file count.

individual files from the corresponding combined file.

A set of correlated files is combined into a single large

An indexing mechanism has been built to access the

Reduce the metadata Two indexes, affect the speed

sequence files file, the value of the file content.

Form by a series of binary, where key is the name of the

Free access for small files,
restrict how much users and files

nor | Platform dependent

Way to store Small files stored separately in separate areas

Reduce disk fragmentation Complexity of the movement

Dynamic load balancing algorithm can be divided into
centralized and distributed strategy. TABLE III shows the
advantages and disadvantages of them.

Load balancing algorithm in the distributed file system
can also be divided into sender starting method and recipient
starting method. Sender starting method starts load
distribution activities by overload point, by which part of the
load of the overloaded nodes is sent to light load nodes, is
suitable for the system as a whole in light load condition,
because of more light load nodes in system, light load node
is easy to found, so frequent migration won’t happen.
Recipient starting method starts load distribution activities
by light load nodes which apply for part of the load of the
overloaded nodes, is relatively effective when the system as
a whole is in a state of overload, the reasons are similar to

the above.

TABLE III. COMPARISON BETWEEN CENTRALIZED AND DISTRIBUTED
STRATEGY
Centralized strategy Distributed strategy
The function of the There is no specific load
dynamic load balancing management Server, so
is concentrated in a each node need to collect,
Principle special load management recor.d and manage the
server. The server is load information of the
responsible for the load surrounding nodes.
information collection
and maintenance of the
whole system.
Simple and less High reliability, easy to
communication cost; The | extend; There is no single
best node for migration point failure, paralysis of
Al t i
dvantages or copy can be found; any host will not affect the
Suitable for large system | normal work of the whole
model system.
When the system is very
Low reliability, hard to large, the communlca}tlon
cost of load information
extend; . .
collection will
Once the load .
. geometrically growth;
management server fails,
. Because each node only
. the whole load balancing
Disadvantages B master a small amount of
system will be paralyzed; . .
. load information, and the
The larger the size of the L
load regulation is local, the
system, the more
result may be not
complex the .
management satisfactory, and even have
& ’ a chance to cause the load
to move back.
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Each type of load balancing strategy above has
advantages and disadvantage, so some mix strategy emerged.
In [12], keep three queues (light load, optimal load, overload)
in master server, use priority algorithm among these queues,
and weighting polling algorithm in the queues.

Because the centralized load balancing has the
advantages of less communication overhead that is
particularly important for the large data storage, so a lot of
research enhances its reliability by changing the system
structure. A more common way is to decompose complex
load balancing management tasks by layering or grading and
accomplished by multiple servers. In [13], a hierarchical
dynamic load balancing strategy was proposed. An
intermediate layer was added between the metadata server
and the client, which was designed to collect load status
information especially to reduce the load information
acquisition cost, and by adding a backup server of load
management to solve the problem of low reliability. In [14],
a load balancing strategies of two-stage meta server cluster
file system was proposed, using the idea that the high level
manage the low level, the task allocation and task processing
functions of the meta server were decentralized, which
improves the parallel processing ability and extensibility of
the system, and put forward a model of the heat reflecting
accessing frequency of the storage node to determine the
ideal location of the file to be saved.

The process of load balancing scheduling is complex,
especially in dynamic equilibrium. In addition to the
scheduling policy, there are many other factors, such as how
to collect information, what information should be collected,
when should migrate task, where the task should be migrated.
More attention is paid to the related research of load
evaluation index which is used to judge when to migrate.
HDEFS’s equilibrium strategies use the single evaluation
index of disk usage, which has considerable limitations. In
[15], the evaluation function is determined by multiple
attributes and the server's load condition is determined by
double threshold value.

However, the method above still can't solve the
limitations of threshold. Usually thresholds are calculated
and set in advance, if the thresholds are set too high, when
the average system load is lighter, the phenomenon that part
of the nodes are idle while the other part are busy may
appear; If the threshold is set too low, when the average



system load is heavier, not only the phenomenon of frequent
migration will appear, but also that a migration triggers a
new migration will happen. That will cause the system
instability. Dynamic threshold, which determines the
threshold by the current system load situation, has the
potential to become one of the ways to solve this problem
and has very high research value.

C. Replica Consistency

In distributed file system, replication technology is
widely used to improve the reliability and performance of
system. Ensure the safety and reliability of the data and fault
tolerance of the system by storing multiple copies, with that
just using another copy can normally access the data when a
copy is destroyed. In addition, when the system is larger, the
use of replication technology on different servers to store a
copy of the same file helps to achieve the load balancing of
the system, thereby improving overall performance.

Nowadays the master - slave replica model is adopted by
the most study of the Replica consistency, and it is the most
original way for the salve replica to receive the update
passively from the master replica. In [16] two consistency
protocols based the tree are proposed: aggressive copy
coherence and lazy copy coherence. With the root node
regarded as the master copy, in the aggressive copy
coherence, once the data of the root node update, the update
will broadcast to each copy nodes, and the copy nodes will
be updated; in the lazy copy coherence, the copy nodes are
accessed by comparing timestamp to check their own data
whether the latest version or not, if not, they will update.
Therefore, though the aggressive copy coherence can
guarantee update from the copy in a timely manner, in the
big data environment, the system will be given a great deal
of load pressure; while though the lazy copy coherence can
reduce the network load, but will have access latency, and
when the master copy is damaged it may not be restored
from a copy of which has not been updated.

However, in the master - slave replica model, as the
master copy is the only update source, the efficiency will by
reduced and it will be the bottleneck of the system
performance improvement. In [17] a non-centralized copy
update consistency model based on the replica identification
of timestamp was proposed, which effectively solves the
bottleneck problem of the original model by substituting the
master copy nodes to the slave copy nodes to trigger the
update process. In addition, it also referred to a strategy of
creating copy dynamically when a request exceeds the
threshold, but no extra copies of deletion policy was referred,
which makes a number of file copy used to be hot in the
system resulting in a large number of redundant. In [18] the
dynamic replication strategy was referred, dynamically
changing the number of copies, including the creation and
deletion.

In the actual application, load fluctuation of distributed
file system of is very big, so if consistency detection can be
done when the load is light, not only the data will be more
reliable, but also the system resources will be fully used.
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D. De-duplication

Extensive redundancy exists in the distributed file
system, such as multi-user storing the same file, different
versions of the unified file, similar file header of the same
type file and so on. De-duplication is a very popular storage
technology, effectively optimizing storage capacity. It
deletes duplicate data in data set, leaving only one, thus
eliminating redundant data.

The mainstream method to determine whether the data
block is repeated is by the way of computing their hash value.
If the hash value of the data block matches with a value from
the hash index table, it indicates that data block is repeated,
and substitute it with a pointer to the data storage. With the
increase of the index, the memory performance will rapidly
decline. So some researches focus on the approach by which
more redundant data can be reduced, and some investigate
how to do data de-duplication at high speed.

Another key technology is the division of the data. In file
units to detect the speed will be very fast, but even if many
of the same data exist in many different files, the duplicate
data in the file can’t be deleted, so the file are needed to be
divided, and are tested in block units. In [19], five
representative chunking algorithms of data de-duplication are
introduced and their performance on real data set is
compared.

By de-duplication the rapid growth of data is effectively
controlled, effective storage space is increased, storage
efficiency is improved, and so on. However the reliability of
data will be affected, and multiple files rely on the same data
block, that is to say, multiple files are damaged, if the data
block is damaged. Therefore, we can consider conducting the
de-duplication firstly, and then backup appropriately for the
data set with low access rate, by which storage space is
saved, and the reliability of the data is ensured.

V.

Despite the big data is popular recently, the study of it is
not just started. There have been many countermeasures and
related technologies to meet the challenge of big data. This
paper summarizes and analyzes four technologies of
distributed file system on big data storage, and gives some
outlook for further study.

CONCLUSION
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Abstract—The authors’ goal in this paper has been to define
a minimal and orthogonal DSEL (Domain-Specific Embedded
Language) that would add parallelism to an imperative language.
It will be demonstrated that this DSEL will guarantee correct, ef-
ficient schedules. The schedules will be shown to be deadlock- and
racecondition-free. The efficiency of the schedules will be shown
to add no worse than a poly-logarithmic order to the algorithmic
run-time of the program on a CREW-PRAM (Concurrent-Read,
Exclusive-Write, Parallel Random-Access Machine[15]) or EREW-
PRAM (Exclusive-Read EW-PRAM[15]) computation model. Fur-
thermore the DSEL assists the user with regards to debugging.
An implementation of the DSEL in C++ exists.
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I. INTRODUCTION

The current von Neumann model of super-scalar com-
puter architectures has lead to increased penalties associ-
ated with misses in the memory-subsystem, limiting ILP
(Instruction-Level Parallelism), also increased design com-
plexity and power consumption. Fetching instructions from
different memory banks, i.e. introducing threads, would allow
an increase in ILP.

Hence the increasing prevalence of computers with multiple
cores, leading to a rise in the available parallelism to the
programming community. This parallelism has been exposed
via various approaches: ranging from languages e.g. UPC,
compilers e.g. HPF or libraries e.g. OpenMP or Cilk. Yet the
common folklore in computer science has been that it is hard
to program parallel algorithms correctly.

This paper presents an alternative library-based approach to
expose this parallelism by defining a minimal and orthogonal
DSEL within the host language of the library. The DSEL
proposed differs from other approaches because it guaran-
tees correct, efficient schedules with algorithmic run-time
guarantees and assists the user with debugging their parallel
programs. An implementation of the DSEL in C++ exists: see

[9].

II. RELATED WORK
Summarizing [8]; with varying degrees of success the fol-
lowing work has been done to assist in using this parallelism:
e Auto-parallelizing compilers, via the data-flow com-
munity [13].

Colin Egan

CTCA, School of Computer Science
University of Hertfordshire

Hatfield, U.K.

e Language support: such as Erlang [16] or UPC [4].

e Library support: such as POSIX threads (pthreads),
OpenMP, Intel’s TBB [11] or Cilk [7]. Intel’s TBB
lacks parallel algorithms, nor provided any correctness
guarantees. Also the API it has exposed suffers from
mixing code relating to the parallel schedule and the
business logic, which would make testing more complex.

I[II. MOTIVATION

The compiler and language based approaches have been
the only way to address both correctness or optimization. If
programmers were to take advantage of these, they may have
to re-implement their programs, a hard change for businesses,
limiting the adoption of new languages or novel compilers.

Amongst the criticisms raised regarding the use of libraries
[8], [10] such as pthreads or OpenMP have been:

e When used in object-orientated programming, they have
suffered from inheritance anomalies [2].

e A related issue has been entangling the thread-safety,
thread scheduling and business logic. Each program
becomes bespoke, requiring re-testing for threading and
business logic issues.

e Debugging such code has been found to be very hard
and an open area of research for some time.

Assuming that the language has to be immutable, a DSEL,
defined within that language, by a library that supports the
following requirements will now be presented.

IV. THE DSEL TO ASSIST PARALLELISM
The DSEL should have the following properties:

o Target general purpose threading, defined as scheduling
where conditionals or loop-bounds may not be computed
at compile-time, nor memoized!.

e Support both data-flow and data-parallel constructs suc-
cinctly and naturally within the host language.

e Provide guarantees regarding deadlocks and race-
conditions.

e Provide guarantees regarding the algorithmic complexity
of any parallel schedule implemented with it.

'A compile or run-time optimisation technique involving a space-time
tradeoff. Re-computation of pure functions with the same arguments may be
avoided by caching the result.
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e Assist in debugging any use of it.
e Use an existing host language would avoid reimplement-
ation, so more likely to be used in business.
First the grammar of the DSEL will be given together with
a discussion of the properties. The theoretical results derived
from the grammar of the DSEL will follow then finally an
example of using the DSEL will be given.

A. Detailed Grammar of the DSEL

C++ was chosen to be the host language because it has been
considered hard to parallelize? and has the ability to extend its
type system. Familiarity with its grammar, defined in Annex
A of the ISO C++ Standard [6], would assist the reader.

Clarifications of the notation used:

e Has been based upon that used for context-free gram-
mars.

e o means that the keyword is optional.

e 4. specifies the default value from the set of values for
the keyword.

Initially the terminals, classified as types, then the rewrite rules
that comprise the DSEL will be given in the following sections.

1) Types, or terminals: The primary types used within the
DSEL should be obtained from the thread-pool-type.

1) Thread pools can be composed with various subtypes
that could be used to fundamentally affect the imple-
mentation and performance of any client software:

thread-pool-type—
thread_pool work-policy size-policy pool-
adaptor
e A thread_pool would contain a collection of
threads, which may differ from the number of
physical cores. This could allow for implement-
ations to virtualize the multiple cores. An imple-
mentation may enforce how an instance of a pool
should be destroyed, synchronising the threads
to ensure they are destroyed and any work in
the process of mutation appropriately terminated
before the pool would be finally destroyed.
work-policy—
worker_threads_get_work |
one_thread_distributes
e The library should implement the classic work-
stealing or master-slave work sharing algorithms.
The specific choice could affect any internal
queues that would contain unprocessed work.
For example a worker_threads_get_work
queue might be implemented such that the addi-
tion and removal of work could be independent.
size-policy—
fixed_size | tracks_to_max |
infinite
e The size-policy combined with the threading-
model could be used to optimize the implement-
ation of the thread-pool-type.

2Chapter 30, “Thread Support Library” in the C++ Standard has not
addressed the properties of the DSEL described in this paper.
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e tracks_to_max would implement some model
of the cost of maintaining threads. If threads
had low overheads to create & destroy, then an
infinite size might be a reasonable approx-
imation, conversely opposite characteristics might
be better implemented in a fixed_size pool.

pool-adaptor—

Jjoinability api-type threading-model priority-
modeqp COMparator yp

Jjoinability—

joinable | nonjoinable

e The joinability type has been provided to al-
low for optimizations of the thread-pool-type. A
nonjoinable thread-pool-type could be more
simply implemented, but also faster in operation.

api-type—

posix_pthreads | IBM cyclops |
omitted for brevity

e posix_pthreads would be an implementation
of the heavyweight_threading pthreads
API. IBM_cyclops would be an implementa-
tion of the lightweight_threading IBM
BlueGene/C Cyclops [1] APL The size-policy type
may also interact with this type.

threading-model—

sequential_mode |
heavyweight_threading |
lightweight_threading

e This specifier provides a coarse representation of
the various implementations of threading in the
many architectures. For example pthreads would
be heavyweight_threading whereas Cyc-
lops would be lightweight_threading.
Separation of the threading model versus the API
allows multiple, different, threading APIs on the
same platform, for example if there were to be
a GPU available, there could be two different
threading models within the same program.

e The sequential_mode has been provided
to ensure implementations removal all thread-
ing aspects within the implementing library,
which would ease the burden on the program-
mer in identifying bugs within their code. If
sequential_mode were specified then all
threading should be removed from the imple-
menting library. All remaining bugs should reside
in the user-code, once debugged, could then
be parallelized by changing this specifier and
re-compiling. Then any further bugs introduced
would be due to bugs within the parallel aspects
of their code, or the implementing library. We
consider this feature of paramount importance: it
directly addresses the complex task of debugging
parallel software: the algorithm by which the
parallelism should be implemented has been sep-
arated from the code implementing the mutations
on the data.



priority-mode—
normal_fifoge |
prioritized_queue
e The prioritized_queue would allow spe-
cification of whether certain instances of work-
to-be-mutated could be mutated before other in-
stances according to the specified comparator.

comparator—
std: :lessgef

e A binary function-type that would be used to
specify a strict weak-ordering on the elements
within the prioritized_queue.

2) Adapted collections should assist in providing thread-
safety and specify the memory-access model of the
collection:

safe-colln—
safe_colln collection-type lock-type

e This adaptor wraps the collection-type and lock-
type in one object; also providing some thread-
safe operations upon and access to the underlying
collection. This access should be provided because
of the inheritance anomalies described in [2]. This
design decision has been chosen for simplicity.

e The adaptor also provides access to both read-lock
and write-lock types, which may be the same, but
allow the intent of the operations to be clearer.

lock-type—

critical_section_lock_type
| read_write |
read_decaying_write

e A critical_section_lock_type would
be a single-reader, single-writer lock, a simulation
of EREW semantics. Different architectures could
implement this lock more optimally.

e A read_write lock would be a multi-readers,
single-write lock, a simulation of CREW se-
mantics.

e A read_decaying_write lock would be a
specialization of a read_write lock that also
implements atomic transformation of a write-lock
into a read-lock.

e The lock must be used to govern the operations
on the collection, and not operations on the items
contained within the collection.

e The lock-type would be used to specify if
EREW or CREW operations would be allowed.
For example if EREW semantics have been
specified then overlapped dereferences of the
execution_context resultant from parallel-
algorithms operating upon the same instance of a
safe-colln should be strictly ordered by an imple-
mentation. Alternatively if CREW semantics were
specified then an implementation may allow read-
operations upon the same instance of the safe-
colln to occur in parallel, assuming they were not
blocked by a write operation.
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collection-type:

A standard collection such as an STL-style
list or vector, etc.

3) The thread-pool-type should define further sub-types (or
terminals in the grammatical sense) for programming
convenience:

execution_context:

An opaque type of future that a transfer re-
turns and a proxy to the result_type that
the mutation creates. Access to the instance of
the result_type implicitly causes the call-
ing thread to wait until the mutation has been
completed, a data-flow operation. Implement-
ations of execution_context must spe-
cifically prohibit: aliasing instances of these
types, copying instances of these types and
assigning instances of these types. This would
ensure that the properties of the DSEL have
been maintained.

joinable:

A modifier for transferring work-to-be-
mutated into an instance of thread-pool-
type, a data-flow operation. If the work-to-be-
mutated were transferred using this modifier,
then the return result of the transfer must be
an execution_context. This should be
used to obtain the result of the mutation.

nonjoinable:

Another modifier for transferring work-to-
be-mutated into an instance of thread-pool-
type, a data-flow operation. If the work-to-be-
mutated were transferred using this modifier,
then the return result of the transfer must be
nothing. The mutation could occur at some
indeterminate time, the result of which could,
for example, be detectable by side effects of
the mutation within the result_type of
the work-to-be-mutated.

2) Operators or rewrite rules on the thread-pool-type: These
operations tie together the types and express the restrictions
upon the generation of the CFG (Control Flow Graph) that
may be created.

1) Transfer of work-to-be-mutated into an instance of

thread-pool-type has been defined as follows:
transfer-future—

execution-context-resultop
thread-pool-type transfer-operation

execution-context-result—

execution_context <<

The token sequence “<<” defines the transfer
operation, and also has been used in the definition
of the transfer-modifier-operation, amongst other
places.

An execution_context should be
created only via a transfer of work-to-be-
mutated with the joinable modifier into a
thread_pool defined with the joinable



Jjoinability type. It must be an error to transfer
work into a thread_pool that has been
defined using the nonjoinable type. An
execution_context should not be creatable
without transferring work, so guaranteed to
contain an instance of result_type of a
mutation, implying data-flow like operation.
transfer-operation—
transfer-modifier-operationy
operation
transfer-modifier-operation—
<< transfer-modifier
transfer-modifier—
joinable | nonjoinable
transfer-data-operation—
<< transfer-data
transfer-data—
work-to-be-mutated |
algorithm
3) The Data-Parallel Operations and Algorithms: This sec-
tion will describe the various parallel algorithms defined within
the DSEL.

1) The data-parallel-algorithms have been defined as fol-
lows:

transfer-data-

data-parallel-

data-parallel-algorithm—
accumulate | ...

e The style and arguments of the data-parallel-
algorithms should be similar to those of the STL
in [6]. Specifically they should all take a safe-colln
as an argument to specify the range and functors
as specified within the STL. No explicit support
has been made for loop-carried dependencies in
the functor argument.

e If the algorithms were to be implemented us-
ing techniques described in [5] and [3] then the
algorithms would be optimal with O (log (p))
complexity in distributing the work to the
thread pool optimal algorithmic complexity of

O (% —1+1log(p)) where n would be the num-

ber of items to be computed and p would be the
number of threads, ignoring the operation time of
the mutations.

B. Properties of the DSEL

In this section some results will be presented that derive
from the previous section, the first of which will show that the
CFG should be a tree from which the other results will derive.

In all of the theorems presented, we shall assume that the
user should refrain from using any other threading-related
items or atomic objects other than those defined in section
IV-A and that the work they wish to mutate may not be aliased
by any other object.

Theorem 1. The CFG of any program must be an acyclic
directed graph comprising of at least one singly-rooted tree,
but may contain multiple singly-rooted, independent, trees.
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Proof: From the definitions of the
execution_context IV-Al1.3.3, joinable IV-A1.3.3,
transfer-future IV-A2.1.1 & execution-context-result IV-A2.1.1
the transfer of work-to-be-mutated into the thread_pool
may be done only once, the result of which returns a single
execution_context. This would imply that for a node
in the CFG, each transfer to the thread-pool-type represents a
single forward-edge connecting the execution_context
with the child-node that contains the mutation. Each node
may perform none, one or more transfers resulting in
none, one or more child-nodes. A node with no children
is a leaf-node, containing only a mutation. The back-edge
from the mutation to the parent-node would be the edge
connecting the result of the mutation with the dereference of
the execution_context. Back-edges to multiple parent
nodes cannot be created, because of definition IV-A1.3.3,
so the execution_context and the dereference must
occur in the same node. Therefore this sub-graph would
be acyclic moreover a tree. According to the definitions of
transfer-future and execution-context-result each child-node
would either return via the back edge to the parent or generate
a further sub-tree, to which the above properties apply. If the
entry-point of the program were to be the single thread that
runs main (), i.e. the single root, this would be the root of
the above tree, thus the whole CFG must be a tree. If there
were more entry-points, each one can only generate a tree
per entry-point, as the execution_contexts cannot be
aliased nor copied between nodes, by definition. ]

According to the above theorem, one may appreciate that
a conforming implementation of the DSEL would implement
data-flow in software.

Theorem 2. The schedule of a CFG satisfying Theorem 1
should be guaranteed to be free of race-conditions.

Proof: A race-condition in the CFG would be represented
by a child node with two parent nodes, with forward-edges
connecting the parents to the child. Note that the CFG must
an acyclic tree according to Theorem 1, then this sub-graph
cannot be represented in a tree, so the schedule must be race-
condition free. |

Theorem 3. The schedule of a CFG satisfying Theorem 1
should be guaranteed to be free of deadlocks.

Proof: To create a deadlock would require that
execution_contexts C and D had been shared between
two threads. i.e. C had been passed from node A
to sibling node B, and vice-versa to D. But aliasing
execution_contexts has been explicitly forbidden by
definition IV-A1.3.3. u

Corollary 4. The schedule of a CFG satisfying Theorem
1 should be guaranteed to be free of race-conditions and
deadlocks.

Proof: Given a CFG for which Theorem 1 held, it must be
proven that the Theorems 2 and 3 should not be mutually ex-
clusive. First suppose that a such CFG could exist that satisfied
Theorem 3 but not 2. Therefore multiple forward edges from
the same execution_context would be allowed, but there



must be multiple back-edges, because of Theorem 1, causing
Theorem 3 to not hold, a contradiction, therefore such a CFG
cannot exist. Therefore any CFG for which Theorem 1 held,
must also satisfy both Theorems 2 and 3. |

Theorem 5. The schedule of a CFG satisfying Theorem 1
should be executed with an algorithmic complexity of at least
O (log (p)) and at most O (n), in units of time to mutate the
work, where n would be the number of work items to be
mutated on p processors. The algorithmic order of the minimal
time would be poly-logarithmic, so within NC, therefore at
least optimal.

Proof: Given a tree with at most n leaf-nodes. It has
been proven in [5] that to distribute n items of work onto p
processors may be performed with an algorithmic complexity
of O (log (n)). The fastest computation time would be if the
schedule were a balanced tree, where the computation time
would be the depth of the tree, i.e. O (log(n)) in the same
units. If the n items of work were to be greater than the p
processors, then O (log (p)) < O (log (n)), so the computation
time would be slower than O (log (p)). A node may take at

most O (3 —1+log(p) ) computations according to defini-

tion IV-A3.1.1, if a data-parallel-algorithm were transferred.
The slowest computation time would be if the tree were
a chain, i.e. O (n) time. In those cases this implies that a
conforming implementation should add at most a constant
order to the execution time of the schedule. ]

C. Some Example Usage

Two toy examples are given, based upon an example imple-
mentation in a library called PPD (Parallel Pixie Dust) [9].

The first example shows the simple data-flow usage of the
DSEL.

Listing 1. Data-flow example of a Thread Pool and Future.
struct res_t { int i; };
struct work_type {

void process(res_t &) ()

typedef ppd::thread_pool<
pool_traits :: worker_threads_get_work , pool_traits
pool_adaptor<generic_traits
> pool_type:
typedef pool_type::joinable joinable;
pool_type pool (2);
auto const &context=pool<<joinable()<<work_type ();
context—>i;

s fixed_size ,
::joinable , posix_pthreads , heavyweight_threading >

The typedef for the thread-pool-type would be needed once

and could be held in a configuration trait in a header file.
The second example shows how a data-parallel version of
the C++ accumulate algorithm might appear.

Listing 2. Example of a parallel version of an STL algorithm.
typedef ppd::thread_pool<
pool_traits :: worker_threads_get_work . pool_traits :: fixed_size ,
pool_adaptor<generic_traits :: joinable , posix_pthreads ,heavyweight_threading >
> pool_type:
typedef ppd::safe_colln<
vector<int >,lock_traits
> vtr_colln_t;

ciceritical_section_lock_type

typedef pool_type::joinable joinable:;

vir_colln_t v: v.push_back(1); v.push_back(2);

auto const &context=pool<<joinable ()
<<pool.accumulate (v,1,std:: plus<vtr_colln_t:: value_type >()):

assert(*context==4);

This example illustrates a map-reduce operation. An imple-
mentation might:
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1) take sub-ranges within the safe-colln, which would be
distributed within the thread_pool, within which
the mutations would be performed sequentially, their
results combined via the functor, without locking any
other thread,

these results would be combined, the implementation

providing suitable locking, computing the final result.

2)
The accumulate algorithm produced the CFG in figure 1,

Figure 1.

CFG for the accumulate data-parallel algorithm.

the key is:
e For the node-titles:

o main (): the C++ entry-point for the program,

o accumulate & distribute_root: the root-
node of the transferred algorithm,

o distribute:

= internally: distributed the input collection re-
cursively within the graph,

= leaf nodes: performed the mutation upon the
sub-range.

The labels for the edges mean:

o s: sequential, shown for exposition purposes only,

o wv: vertical, mutation performed by thread within
thread_pool.

o h: horizontal, mutation performed by a thread
spawned within an execution_context. En-
sures that sufficient free threads available for
fixed_size thread_pools.

The input collection has been distributed across eight threads
in the thread_pool and the CFG generated was a balanced,
acyclic tree, satisfying Theorem 1, Corollary 4 and Theorem
5.

V. CONCLUSIONS

A DSEL has been formulated:

e targets general purpose threading using both data-flow
and data-parallel constructs within an existing host lan-
guage,

e ensures there should be no deadlocks and race-
conditions,



e provides guarantees regarding the algorithmic complex-
ity, on a CREW-PRAM or EREW-PRAM computation
model, of any schedule implemented

e and assists with debugging any use of it.

Intuition suggests that this result should have come as no sur-
prise considering the work done relating to auto-parallelizing
compilers, which work within the AST and CFGs of the parsed
program([14].

Note that the DSEL presented in this paper may be hosted in

any programming language, the choice of C++ was not special.

Further advantages of this DSEL are that programmers

would not need to learn an entirely new programming lan-
guage, nor would they have to change to a novel compiler
implementing the host language, which may not be available,
or if it were might be impossible to use for more prosaic
business reasons.

VI.

Investigation of the properties of [9] could be presented, by
reimplementing SPEC2006 [12] and contrasting the perform-
ance with the literature. The definition of safe-colln has not
been an optimal design decision: a better approach would have
been to define ranges that support locking upon the underlying
collection, changing this would not invalidate the rest of the
grammar, as this would only affect the overloads to the data-
parallel-algorithms. The DSEL may need to be extended to
admit memoization.

FUTURE WORK
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Abstract—In order to solve the parallel algorithm for Petri net
system with concurrent function, to realize the parallel
control and execution of Petri net, two different functional
partition strategies based on P- invariant and T- graph are
proposed for the parallel algorithm of Petri net system. Firstly,
after the analysis of Petri net model and concurrent function,
the basic idea of P/T network system function of parallel is
proposed. Secondly, algebraic method of P- invariant and
homogeneous linear equations are used to describe the P/T net
parallel mathematical model and its formal process; the Petri
net parallel function partition strategy based on P- invariants,
model segmentation, conditions of creating process, and
parallelization analysis are given with theoretical proof and
example verification. Then the concept of T- graph is defined
from the perspective of transition; the subnet partition
principle, subnet partition conditions on Petri net model and
parallelization analysis are put forward with theoretical proof
and example verification. Finally, the natures of these two
kinds of Petri net function partition strategy: the P- invariant
and T- graph are compared; their advantages and
disadvantages are evaluated. Hence, efficient partition strategy
is provided for Petri nets parallelization.

Keywords-Petri net; parallelization; P- invariant; T- graph;
partition strategy

I INTRODUCTION

Petri net is a kind of mathematical modeling and
graphical modeling of systems analysis tools. It is
particularly suitable for modeling of discrete event systems
with synchronous, concurrent, conflict, and is widely applied
in the design and analysis of complex systems, such as
distributed parallel processing, discrete event, flexible
manufacturing. For the moment, the prototype Petri nets,
colored Petri net, time Petri net and other system model are
established, focusing on the static analysis and the study of
its structure, behavior, function; The dynamic performance
of the system's behavior and the function is reflected through
system simulation, animation or operation. Petri network is
the most direct, natural and precise representation tool of
concurrent, synchronization, and mutual exclusion in the
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running process of the complex system. So, it is very
important to study the parallel methods of Petri network
system so as to provide effective parallelization method for
the implementation and operation of practical Petri net
system. In the research of Petri network system’ parallel, the
literature of [1] provides centralized method in P/T network;
the method can scan each transition model, check the
transitions’ trigger, but it can't keep parallel model; Paper [2]
proposes decentralized approach in colored Petri nets. The
method fully focuses on the distributed execution, through
the process to achieve each place and change; it maintains
parallel models, but when the network scale becomes large,
and there are a large number of color sets of elements, its
efficiency is very low. Paper [3] provides divided conditions
of place invariants, which is suitable for sub-netting in large-
scale Petri networks, but lack of research and analysis of
Petri network parallel partitioning strategy, lack of
completeness divided conditions, and effect of parallel
algorithm design and implementation of Petri network.
Therefore, we study the functional partitioning strategy of
Petri network parallelization from P (place) - invariant and T
(transitional) — graph, with the hope of providing efficient
partitioning strategy for the design and implementation of
parallel algorithms in Petri network.

IIL.

There are two kinds of representation about Petri net
modes: one is graphic representation, and the other one is
algebraic representation. In most cases, algebraic
representation and graphical representation are equivalent.
Therefore, we combine the two kinds of methods to analyze
the structure and parallel function of Petri net model, in
order to reveal the internal mechanism that Petri net can be
parallelized.

P/T NET MODEL AND FUNCTIONAL ANALYSIS

A.  P/T network and prototype Petri network

In order to deeply analyze the P/T net model and its
function, we give the algebraic definition 1.1 of P/T
network, other relevant the basic concept of Petri in
literature [4-5].

Definition 1 A six -tuple N=(P,T;F,K,W,M) as a P/T
net system, such that:

W:F — {1,2,3,...}, which is called weight
function

cps’s
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(1) K:P—{1,2,3,...}, which is called capacity function
M:P—{0,1,2,3,...},which Is a mark of the N ,

meeting the conditionsVp € P: M(p)<K(p).

(2) About the transition & T, ¢ is enabled, remark it as
M[ > have condition is :

VpE*t: M(p)=W(p,)

VpEr-t. Mp)+W(t,p) <K(p)

VpE N°t: M(p)+W(t,p)- W(p,H)<K(p)

(3) If we get a new mark M’ from M to t, then Vp EP:

Mp)- Wp,t),  ifpE’t-1
Mp)+ W, p), ifpEL-t

M (p)y=
M(p)+W(tp)- Wp.1), ifpELNt
M(p), else

We note it M[t>M' .

Definition 2 A seven-tuple N=(P,T,;F,C, K, W,M) as a
color Petri net, where (P,T;F) is a network, C is a finite
color set {¢1,¢2,C3,-..,Cn}

W.F—C,
K:P—C,
M:P—{0, C}, is an identity of N, to meet the
conditions of Vp € P: M(p)<K(p).
(2) About the transition tE 7, t is enabled, remark it as
M[t> have condition is :
Vp E*t: M(p)=W(p,1)
(3) If from M into t get a new mark M’ , then Vp € P:

(M

Mp)- Wp.t),  ifpE€°t-1
Mp)ytWit, p), ifpEl-Tt
M (p)=
Mp)+W(t.p)- Wp.t), ifpEL Nt
M(p), else
We note it {e> M7 .

Definition 2 Let N=(P,T;F,C, K, W,M) is a Place /
transition (P/T) net system, the P/T network structure of N
can be expressed as n rows and m columns of 2=0" -0,
DJr:[dif] ’ [T:[dij-]' Among them, dij:dij+- dij—;

{ W(t.p) , if (i, p)ETXP
W td), if () EPXT
di= {

0, else

i€{1,2,...,n}jE{1,2,...m}
Correlation matrix D is called P/T nets system N, 0" and 0
is called the output matrix and input matrix.

From the Definition 1 we can know that the P/T
network is based on the prototype Petri net, and it increases
capacity function of Place and weight function on the set.
Petri nets graph equivalent representation for: P is a set of
components in all Places vertices; T is the set consisting of
all transitional in the diagram. They constitute two different

dij+:

0, else
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types of vertices in Petri network; F is a directed edge
(ARC) set, between the different types of vertex. W is a
mapping edge on the set of weights, for every place contains
nonnegative integer token; to any transitional- t is enabled.
Then the Petri net is live. There are three difference main
points between P/T network and Petri network, (1)Add the
capacity function and weight function;(2)If transitional-t can
occur under the indication M. and relationship with the
before place and after place about transitional. The
prototype network only has relationship with the former
place; (3) after the occurrence of transitional, token changes
quantity over and above the same as 1, and the amount of
prototype network is only 1.

B. P/T nets function analysis

The P/T net model place is regarded as system
conditions, location, resources and other passive state, but
change is the system to perform active behavior, the
execution of an event, action, sending, receiving and so on.
P/T network system includes concurrent, conflict, confusion
(confusion) and so on. The execution of a function is closely
related to the case, the following analysis of P/T network
function.

(1) Independent occurrence of P/T net transitional. If
any transitional in the net meet | * t|=|t * |=1, that is when
the transition has only one input and one output place, the
transitional is a local behavior or local action. It can occur
independently.

(2) Concurrent execution of P/T net transition. If any
two changes of net tiand t., there is a mark M let M[t >M,—
Mi[t:> and M[t.>M.—M.[t,>. The two transitional of t1 and
t2 are concurrent. They do not influence each other.

(3) Conflict place of P/T net. If the place of the net [pe|
=2, that is more than two output transitions, so, that place
is a conflict place. Conflict place is a shared resource of
output transitional.

(4) Conflict transition of P/T net. If any two changes of
net tiand t., there is a mark M let M[t >M,—M [t2> and
M[t:>M.—M:[t,>. The transition of t, and t. in conflict the
mark M. Two transitions in the conflict, when one occurs,
another transition will lose concession. The converse is also
true. We can solve the conflict problem by applying an
external control, add the place p, and p,, Let patlpbt to form
a control loop. The conflict of t; and t. would be
eliminated.

(5) Confusion transition of P/T net. If there is a
transition occurs in the network, it will make other two
transition conflicts. It is called P/T net confusion that the
concurrency and conflict interact.

Petri network concurrent function must consider these
transitions in different situation. (1) If the situation is the
first case, transition behavior is a local behavior; its moves
only have relationship with the input, output place. (2) If the
situation is the second case, these transitions can be
concurrently executed; they can be parallel executed; (3) If



the situation is the third case, the process cannot normal
operation. Add two libraries so that they form a control
loop, conflict between t; and t. disappeared, formation of
two concurrent transitions. At this time, it can be classified
into the second case. P/T net system can be divided into
several function modules on the whole, some functional
modules can be executed concurrently, and some modules
can be sequential execution, multi transitions in the same
function module can concurrently execute, and some
sequential execution. The question now is how to divide the
function module of P/T net, next we give the basic idea of
P/T parallel and strategy of its function.

II1.

Running the simulation, animation demonstration of
Petri network, the most direct way is to use the
characteristics of concurrency and synchronization to
parallel Petri net. But the basic thoughts of parallel Petri net
include: The first is to extract the P/T net model and formal;
the second is to solve the transition subset or place subset of
P/T net model in accordance with the place partition
strategy or transition partitioning strategy; The third is to
divide the P/T net as some subnet model (process); The
fourth is the analysis of the parallelism between the subnet
and subnet; The fifth is the design and implementation of
parallel algorithms in Petri nets

Extraction of structure model from P/T net is different
Petri net models into P/T models. Due to the application in
different fields or solution of different practice problems,
people use different Petri net models to describe the
structure and behavior of the system. There are many kinds
of Petri net models, including colored Petri net, time Petri
net, hybrid Petri nets, fuzzy Petri nets and other high-level
Petri net system. Although various types of model in the
simulation of actual system operation ability, and can
convert each other, but it is a problem that must be
considered which kind of Petri net model is the most
convenient, the most ideal about parallel of the system or
division function. The literature [6] has conducted the
research to this problem, said that the P/T net model is the
ideal model of parallel and functional division. From
literature [6] we can see the method of Petri net transformed
into P/T net, this paper introduces the Petri net parallel
functional partitioning strategy. The following is two
different functional partition strategy of place-invariants and
transition diagrams.

THE BASIC IDEA OF PARALLEL PETRINET SYSTEM

IV. FUNCTION PARTITIONING STRATEGY BASED ON P-

INVARIANT

Function strategy division of P- invariant of P/T nets
mainly include: Solving the P-invariants and invariant sets;
setting the subnet conditions; determining the parallel
process of P/T network (subnet).
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A. Solving the P- invariants

According to the following definition of place
invariants and solving homogeneous linear equations, we
obtain the invariant solution.

Definition 3" Let N= (P, T; F) is a network, |P|=m,
|Tl=n , D is the incidence matrix N. If existence of
nontrivial m dimensional negative integer vector X= meets
DX=0, then Xis called invariants for a library network N.

Definition 4'"' Let X be a place invariants of net N= (P,
T; F), then || X||={pi € P|X (I) >0} called a support to place-
invariants X.

Theorem 2 m-homogeneous linear equations DX = 0
only the zero solutions necessary and sufficient conditions is
rank r (D) = m.

If the Petri nets structure is relatively simple, places
and transitions numbers are less, manual calculations of
linear equations DX = 0 both easy which with solve and
verify invariable of place. But, if Petri net model more
complex, including the large number of places and
transitions, manual calculation and verification is difficult
and easy to make mistake. The follows are the methods and
steps that using the computer to solve about invariable place
problem.

(1) Input the initial data. The initial data includes Petri
nets model output matrix J'=[d;;'], input matrix 0 =[d;] and
Initial mark #=(M(p;),M(p>),...,M(p,,)).Definition the output
matrix J'=[d;'] and input matrix J=[d;], Petri nets model
of the incidence matrix D=0"-0 can automatically generated
by a computer.

(2) Get the incidence matrix D of rank r. According to
the structural characteristics of the Petri net model, if |P|=m
» |T|=n, then associated matrix D is an n-row, m column
matrix. n, m present transition and place numbers of Petri
nets; X is an m-dimensional vector, which is the solution of
the invariant place, it represents the place state of the
network. When r = m homogeneous linear equations DX = 0
only the zero solution, Petri nets concurrent processes does
not exist, so can’t be functional classification, this step stop;
When r <m, turn to the next step;

(3) Solve the homogeneous linear equations DX = 0, get
the invariants place of Petri nets. We get the nonzero
solution of algorithms which is use the elementary
transformation of homogeneous linear equations of basic
solutions iterative method and orthogonal column
processing method, this non-zero solutions construction the
invariable place sets /" of Petri nets.

(4) In accordance with the definition of 5, from the
invariable place sets to solute the invariable place branch
sets, generate invariable place branch sets 7.

Example 1: Petri net model shown in Figure 1,
respectively solute the sets in invariable place and invariable
place branch.
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Figure 1 Contains two invariants place Petri nets
According to the definition 3, Petri nets correlation matrix:

1 0 -1 0 O
-11 1 0 0
Dl =
0 -1 0 1 -1
0 0 0 -1 1

The solving invariants place are: X.=[1,0,1,0,0]",
X:=[0,0,0,1,1]". According to the definition of 4,
invariants branch sets are /7,={Xi, X.}.

B.  Partition condition based on Processes(subnet)

The definition of 3-4 shows that there may be multiple
P- invariant X of network-N . All P-invariants from net N
constitute a set /°. Among them, P- invariant set /°
represents a possible segmentation in the net model. The
nonzero elements in the place and the place extension set in
each P- invariant vector X consists of a segmentation of the
this subnet pUp,UpSi=1.2,m

subnet, is ;= U

{p;e PIX (1)>0}
Although is divided into several subnets according to P-
invariant net N, However, not every P-invariants (subnet)
needs to set a parallel process. Which P-invariant need to set
of parallel processes, need to examine the support set
consists of a collection in I' p in P-invariant set /7, the
corresponding element of the subnets:
Ni:{piep&(i»o}piu'piupl.’,izl,z,-u,m . How to carry out the
process of (subnet) division? The following theorem 3 gives
its condition.

Theorem 3 If in the P- invariant set /7, of Petri net
N=(P,T;F,K,W,M), The corresponding element of the
subnet meet the following conditions!"

VpE pEPX()>0LYpE(,t)EP'N'DY  (31)
Wp) =W p)=1n % ey HM(p)>1 (3.2)

Vi€ L[l Nliso| =2 (3.3)

|

U(T\(pup)” (34

i=1 Jjels

As an element of P- invariant set consists of a subnet.

Prove:

(DIf P- invariant support only has one element of net
N. and it satisfies the condition of (3.1) - (3.4), the
corresponding element of the subnet can set a process;
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(2)If P- invariant support set /7, of net N have
n(limited) elements. Known that have n-1 elements
corresponding subnet network is N's process, this n-1
elements meets the condition (3.1) - (3.3) , but it does
not satisfy the condition (3.4). The N element also the
satisfy the condition(3.1) - (3.3), by the condition (3.4)
shows, n-1 eclements and n elements constitute the P-
invariant set /7, of net N. They satisfy the condition (3.4).

C. To determine the P/T network parallel processes
(subnet)

If the elements of P- invariant set I' p satisfy the
divided conditions of Theorem 3 (3.1) - (3.4), and have the
following four characteristics, these elements can be
constructed parallel processes (subnet):

(1)At least one of the initial marking of the library is
not empty in subnet; otherwise there will be non-existent
parallel process.

(2)Each database, input arc W (t ' , P) and output arc
W (P, t) values of the best of 1, so that the network remains
unchanged in the whole process of the implementation
process;

(3)Between two subnet no shared place;

(4) After dividing, set up parallel process subnets, all
place extension set just form transition T of net N.

Example 2: given P/T net models X as shown in Figure
2, requirement divided into subnets and parallel process.

pi

—(=)
pa 4 PE

Figure 2 a Petri Nets X that has three P-invariants
Correlation matrix D1 for Petri Nets X:

-1 0 0 0 0 0
1 -1 -1 1 0 0 0
Dy=|0 0 1 0 -1 -1 1I
0 0 1 -1 1 0 0
0o 0 0 0 0 1 -1

Easy to verify non- negative vector:
X; []]()0000] ; X,=[0,0,1,1,0,0,0]"
X;=/0,0,0,0,0,1,1]" is the P-invariants of Petri Nets Z |

XilFApop2}sll XollF{psp4}sll XslF{psp7}the support set for
P-invariants of Petri Nets ..

X;» X5 » Xj; are the support set of P-invariants; they are all
satisfying conditions (3.1-3.4). So, create three parallel
processes for X;, X, , X; corresponding to the subnet.



V. PARTITION STRATEGY BASED ON T- DIAGRAM

Petri Nets parallel partition strategy based on
transitional is: divided any two different transitional at
different equivalence classes, it belongs to the before or
after set in a place; the different transitional of equivalence
class partition network conditions; determinant the Parallel
processes (subnet).

A. A formal definition of T- diagram and basic principles

The formal definition of divide subnet of T- diagram:
Definition 5 V1, €T, IpEP, let (t; p t “p) (4
p" t p°)(#andij {1.2,...n})then, t is the
equivalence class.

Definition 6 let Y= (P, T; F, M) is a Petri Nets,
mark @:T—{0,1}satisfy @ (1,) == (¢;,) =1, if and only
if V4, €T, IpEP, let (,Ep N, EP)NV (1,Ep " Nt,EP ™)
(i#jand ijE {1,2,...,n}); Otherwise @ (t) =0 V:ET.

Definition 7 ™ let Y = (P, T} F, Mp) is a Petri Nets,
P c P,VMe R(M ) ,then define I',_,,| M is a projection

from M P to Py satisfied Vp e Pi, Tp—p 1M (p) = M (p).

Definition 8 let Y = (P ,T; FF, M ) is a Petri Nets,
mark @:T — {0,1}is a dynamic partition marked of
transitional, if X;= (P; ,T; ; Fi, M o ), (ie{l, 2,..., k}) is the
subnet of ) .if and only if ¥; satisfy:

() Ti={Vte T; | (=0} \T,ET;
Q) P={pe P|3teT;,pe 't Vpe '},

Q) Ei=A{(PixT;) U(T;x PN F;

4) M= FS—>SiM0 °

From the above four definitions we can get the basic
principle and steps of subnet based on T- diagram. First of
all, by definition 6 to find the transitional of @(#) ¢ T,
Secondly, analysis of marker @(t;), turn out mark of @(#)=1
in the new set of A, and update marker &(4) - @(4) ; T-
A, t; A, until all the markers &()=0 #; T-A; Secondly,
repeat the above work for the new subnet set A, until all the
markers @(#)=0, # € A; Finally, constructing the of the
dividing branch nets ) ; by definitions 6, 7.

B.  Condition of dividing branch nets for T- graph

The condition gives by the following theorem 4.

Theorem 4 let > = (P,T; F, M )is Petri Nets, If the
Net Y can be divided, if and only if 3¢ € T'and &(t)=1.

Proof: necessity

Because the ¥ can be divided, it must have V¢, ,E T,
FJpEP, Make (1 p 4 p) (6t p" 4 pt)(FjH
j {1,2,...,n}), then by definition 2.1 we can see that there
will be @(t;)=1, that is @(t)=1, necessity can be proved.

Sufficiency

Because in the net Ire7 and @ (t) =1, then by
definition 5 we can know, must satisfied V¢, 4LET, JpEP,
make (Ep N, EP)V(GEP ANt €Ep*) (i£j and i, jE

{1,2,...,n}), can be derived from the original Net Y can be
divided, sufficiency can be proved.

Theorem 5 let ) = (P;, T;; F;, My; )is dividing branch
nets of Petri Nets, Then the ) ; is a T- graph.

Proof: because Y = (P; ,T; ; F;, My )is dividing branch
nets of Petri Nets, then the ) ; is can't be divided, there is no
Vi, €T, IpEP, make (4 p 4 p) 4 p" 4 p°)
(kt j and k, j {1,2,...,n}), that is: Vp € P:| *p[=| p =1,
according to the definition of T- graphs, theorem 6 can be
proved.

C. To determine the T- graph process (subnet)

Traverse of transitional set of Petri Nets, according to
definition 5 and definition 6, to determine if each
transitional of phi (T) value is 1, according to the basic
principle of dividing branch nets for T- graph, One by one
divide into the net. The following example is parallel
divided subnet of Petri Nets.

Ex.3: As the Petri Nets model shown in Figure 1, given
the dividing branch nets based on.

By theorem 4 we can see that In the beginning,
T={®(t;))=1, D(,)=0, D(t;)=1, D(t,)=0}, then take
the mark 1 in T t;— A, that is A= {t;}; At this time, T-A=
{D(t;)=0, D(t;)=0, D(t,)=0},all of this transitional
marks is 0 in T-A, and transitional marks also is 0 in A.
Now T can be divided into A and T-A two subset, in which
A= {tl}, T-A= {t;, ts, t4}. If let A=A, T-A=A, we can
get two subnetsd ; =(P; ,4;; F; , My) and Y, =(P; ,4; ; F>, My,
), it as shown in Figure 3 and Figure 4. By Theorem 5 we
can know, figure 3, and figure 4 are T- diagram. According
to the strategy and method of solving T- diagram, get? 1
and? 2 two T- diagram, the two T- diagram can constitute
two subnets.

O——1+——
== +1 pl

Figure 3 X, =(P; ,4;; F;, My )

1 zz p2

Figure 4 X =(P; ,4; ; 5, My)

VI.  ANALYSIS AND EVALUATION OF THE TWO PARTITION
STRATEGY

By the two chapters described above, we research on
the Petri Nets parallel partitioning strategy of functional
from different points of view, get two different subnet



partition strategy. Below we will analyze and evaluate the
two partition strategies in theory and practice.

A. Comparison and analysis of partition strategy

The goal is the same with P- invariant function
partition strategy and T- graph partitioning strategy. In
determining the process of the Petri Nets function partition
and parallel process (subnet), they have certain
commonality, such as: (1) to formalize the Petri net model
by input, output and correlation matrix. (2) parallel
processes (subnet) division must follow the principle and
condition, only to satisfy division condition of Petri network
can be divided into several subnets. But they have the
essential difference, mainly in: (1) the P- invariant partition
strategy is in accordance with the place of Petri net model
and its change place to solve, but the T- graph partitioning
strategy is based on the behavior of transitional and the state
of changes in the classification; (2) to achieve the P-
invariant partition strategy is through solving the correlation
matrix for Petri Nets and homogeneous linear equations; the
implementation of T- graph partitioning strategy is through
traversing all the transitional of the Petri Nets. (3) on the
basis of strict Theorem 3 mathematical theory as the P-
invariant partition, partition results in higher precision,
while also has the function as a conditions of T- graph
partitioning but is relatively simple, accurate results in lower
division.(4) for large Petri Nets, P- invariant partition
strategy based on manual processing, is at such a high price,
while automatic processing is fast; T- graph partition
strategy using artificial treatment is much more convenient,
but it takes a long time when the computer traversal process.

Case 1 in the fourth section and Case 3 in the fifth
section are subnet in the same Petri Nets (Figure 1). Case 1
gets two P- invariantX,=[1,0,1,0,0]" )
Xo= [0, 0,01, 1]T, that is ‘ ‘ Xrl |:{p;, ps} , ‘
Xo| |={ps, ps}. According to the definition of 4, Place-
invariants branch set /7,={X, X}. X, X satisfy the
conditions of Theorem 3 subnet division, eventually Petri
network into two subnet, each of them contains the places
and transitions arelps, o2 ps t, ts tdand {ps, ps tstd,
Among them, %; is the common transition of two subnets,
the two transition of classification is A; = {t;}
A={t,t3,t4}.We can get two subnets >, =(P; 4; ; F; ,
My)and >, =(P, ,A; ; F>, My, ). Each of them contains the
places and transitions are{p;, ps, tdand{ ps, p2 ps, P4, p5,
t; t; t4, among them, p, is a common place of two
subnets. From the classified results, Partition strategy of P-
invariants is evenly distributed in division of the subnet can
reflect the concurrency between transitions.

B. Evaluating the partitioning strategy

After the comparison and analysis of the two kinds of
different partitioning strategies, two strategies can be subnet
partition of Petri Nets system in accordance with the
concurrent function. But from the perspective of Petri
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network parallel, partitioning strategy based on P-invariant
has the mathematical theories; The P- invariants also make
the more accuracy of subnet division. Division of the subnet
is more suitable for parallel processing. It is closer to the
prototype of Petri Nets system. Therefore, for Petri parallel
subnet partition strategy of function, P- invariant partition
strategy is better than the T- graph partitioning strategy.

VIL

We study subnet of Petri Nets system, in order to realize
the parallel simulation or operation of the Petri network. In
the research of Petri Nets partition strategy, through the
method of correlation matrix and linear equations, solving
the P- invariant, we can judge whether P- invariant can
satisfy the functional condition of Petri Nets to determine the
division of the subnet. Through traversing the transition of
Petri Nets, we find out the classification of different
transition, so as to determine the different subnet partition.
Through the analysis and comparison of two different
partition strategies, we can give the theoretical proof and
example verification that the P- invariant partition strategy is
better than the T- graph partitioning strategy, providing the
effective and optimized subnet partition strategy for Petri net
parallelization. Study of conditions of subnet division of the
function for Petri Nets is our next major work.

CONCLUSIONS
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Abstract: This paper proposes an improved KM algorithm to
computing the structural index of linear time-invariant Differential
Algebraic Equation (DAE) systems. The problem is of practical
significance in index reduction based on structural index of DAE
system and combinatorial relaxation theory. This improved KM
algorithm combines greedy idea and classical KM algorithm. It first
computes matches as much as possible using greedy technology, and
then call KM algorithm to search the matches for the unmatched
vertices during the step of greedy technology. The improved KM
algorithm reduces the running time bound by a factor of r, the
number of matches searched using greedy algorithm. Generally, the
time complexity is O(r* + (n — r)n?), the optimal time is O (n?).
DAE; Index Reduction;
Bipartite Graph; Greedy; KM Algorithm

Keywords: Structural Index;

I.  INTRODUCTION

Graph theory can be used to model many types of practical
dynamical systems such as economic, electric networks,
mechanical systems, etc. And graph theoretical methods are
widely used in solving combinatorial optimization problem(such
as assignment problem), determining the order of solving
differential algebraic equation(DAE) and structural
reduction for high-index DAE[1].

High-index DAE systems describe these dynamic systems

index

after multi-domain modeling and simulation, such as Modelica
modeling[2]. For the high-index DAE, it is a difficult problem to
solve it numerically at present[3]. It is desirable to transform the
high-index DAE into an equivalent low-index DAE, which can be
solved directly by numerical methods (such as Backward
Difference method, Runge-Kutta method, etc[4]), through index

reduction method.
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Index reduction method based on structural index of DAE
system (as Pentelides method[5]) is one of popular index reduction
method, and combinatorial relaxation theory is widely used to
check and correct the fail of structural index reduction[6]. Both in
this index reduction method and combinatorial relaxation theory,
the structural matrix A... is described as a bipartite graph
G(X,Y,E), where the vertex set X stands the row set
Row(Astr), the vertex set Y stands the column set Col(Astr),
and the edge set F corresponds to the set of nonzero entries of
Astr Each (1,j) € E
wi; = degs(Aser)ij, and the computing of structural index is

edge is given a weight

converted to compute the maximum weighted matching of

bipartite graph.
Kuhn and Munkres(KM) algorithm[7] is a classical
combinatorial ~ optimization  algorithm to  solve the

maximum-weighted matching problem of bipartite graph. It is a
prototype of a great number of algorithms in area such as network
flows, matroids, and matching theory. Other combinatorial
optimization algorithms, such as Ford-Fulkerson method[8],
Edmons-Karp algorithm[9] developing from KM algorithm, also
can solve this matching problem. They are based on searching for
augmenting path and their time complexity is O(n®). But
Ford-Fulkerson method
Edmonds-Karp is for the non-bipartite graph. So, this paper
considers the KM algorithm.

For the linear time-invariant DAE system, there always have

is used in network flows and

some rows in the structural matrix having different feasible
matching columns with each other, so these rows have their unique
matches which can be found via greedy method in O(n?) times.
This motivates us to propose an improved KM algorithm (called
as Greedy KM algorithm in this paper) to compute the structural

index of DAE. It first computes matches as much as possible using
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greedy algorithm, and then call KM algorithm to search the
matches for the unmatched vertices in the step of greedy
technology. Greedy KM algorithm reduces the number of vertices
that need calling KM algorithm to search their matches via greedy
algorithm and uses the classical KM algorithm to ensure the
optimal solutions.

This paper is organized as follows: Section 2 simplify
introduces the structure index and how to transform problem of
computing structural index to the maximum weighted-matching
problem of bipartite graph. For the maximum weighted- matching
problem, it presents the classical KM algorithm and dwells on the
improved KM algorithm in section 3. Some numerical
experiments are provided to quantify the time performance of KM
algorithm and Greedy KM algorithm in section 4. And section 5

gives a conclusion.

II. STRUCTURAL INDEX

Given a linear time-invariant DAE system Az = b, in which
A = A(s) is a n x n nonsingular polynomial matrix in s, s is
the variable for the Laplace transformation corresponding to d/dt.
According to the Cramer’s rule, the solution a is as follows:
Ax =0

_ Adj(4)
T det(A)

)

z=A""'b

Assuming (Astr)nxn 1S the structural matrix of (1), the
structural index of this DAE system can be defined as (2) [10]:

v(Asir) = maxdeg, (A;L)ij + 1, 4,j=1---n. )
3%

In which, (A;,1);; of (A,L) is a rational function in s. The
degree of a rational function p/q (with p and ¢ being
polynomials) is defined by deg,(p/q) = deg,p — deg.q, so the
structural index also can be defined as (3):

Vitr(A) = max deg,((4,7) — cofactor of Asir)
— deg,detAsir + 1. )

In fact, Adj(Assr)i; can be described as a flow network

G1=(V,E,C,W) with !

source s’ and
va; € Var as sink ', Equ and Var stand the row set and

eq; € Equ as
column set of A, separately. Vertex set V = EquU Var ,
edge set FE=FEi UEUEs , where E1 = {(s',eq)leqr €
{Equ—-eq}}t , E2={(eqr,vai)leqr € {Equ —eqi},var €
{Var —va;} and (Asir) 0} Es = {(vay,t")|va; €
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{Var —wva;}}. The capacity set C' = {c;; =1|(4,j) € E}
limits the flow of each edge, and the weight set W = {w;; = 0]
(i,4) € Ex or (i,) € Es} U{wi; = deg,(Asir)i;|(i,5) € Ea}.

Structural matrix A, describes the relationship between
equations and variables, and the relationship of eq; with va; isa
path eq; ~ va; in a graph[11]. For Adj(As¢r)ij, it corresponds
to a flow with eq; as source s’ and va; as sink ¢’ in the flow
network G1. In a flow network, a maximum flow[12] is a flow
maximizes the value |f| =37, ycp f(v,t") . And a max cost
the

Wij =maz 3>, yepw(u,v) - f(u,v) among the maximum

max flow is a flow has maximum  cost
flows. The deg,(Adj(Aser)i;) corresponds to the max cost max
flow f;; in G, and its value is equal to the maximum cost of f;;.

For the first term on the right side of (3), it corresponds to the
maximum flow f,,., having the maximum cost among the
n X n Mmax with
i=1,2---n and sink va; € Var, j =1,2---n. And its value
the of  foaz that i

max; ; deg,((i,7) — cofactor of Astr) = max; j=1,2... Wi,j -

cost max flows source eq; € Equ,

equals  to cost is
In fact, the max cost max flow f;; in G is the maximum weight
(n — 1) — matching M,,_, in a bipartite graph G} (Equ — eq;,
Var —wvaj, E2) [13]. So, we can have max; ;deg,((i,7)
—cofactor of Astr) = maxa, ,em,_, w(M,—1) ,  Where
M.._; denotes the set of all the matching of size n — 1.

For the second term on the right side of (3), there is
deg det(Astr) = maxas, em, w(M,) , according to above

describes. So the structural index is equivalent to (4):

max
M, _1€EMy

'U(Astr) = w(Mn—l) - MI;IngX 'LU(Mn) + 1. (4)

n

For the maximum weighted-matching of bipartite graph, this
paper presents the classical KM algorithm and dwells on the
Greedy KM algorithm in next section.

1. MAXIMUM WEIGHTED MATCHING

ALGORITHM

KM algorithm is a classical algorithm in solving maximum
weighted-matching problem of bipartite graph. Based on KM
algorithm and greedy idea, this section introduces Greedy KM
KM  algorithm,
Greedy KM algorithm has a significant improvement in time

algorithm. Compared with the classical

performance for the special matrices, which can be transformed to



main diagonally dominant positive matrices or diagonally
dominant positive matrices by row/column transformations.
Diagonally dominant matrix is widely applied in the mathematical

model, such as DAE systems.

A. KM Algorithm

KM algorithm[7] is a combinatorial optimization algorithm. It
solves the maximum weighted-matching problem of bipartite
graph based on Hungarian method. The idea of KM algorithm: it
converts the weight of edges to the value of feasible vertex
labeling, and then calls the Hungarian method to find a perfect
matching. If it finds a perfect matching M, stop(M is the
maximum weighted matching); Otherwise, modify the value of
feasible vertex labeling, increasing the feasible edges, and continue
to call Hungarian method to find a perfect matching, repeat this
process until it finds a perfect matching M, then this matching is

the maximum weighted matching.

B. Greedy KM Algorithm

A greedy algorithm is an algorithm that follows the problem
solving heuristic of making the locally choice at each stage with
the hope of finding a global optimum. In some cases such a
strategy is guaranteed to offer optimal solutions, but in some other
cases it may just provide a compromise that produces approximate
solutions. Its time complexity is O(n?). This paper takes
advantage of its properties of high efficiency and approximate
solution to propose a Greedy KM algorithm.

For the maximum weighted-matching problem of bipartite
graph G(X,Y,E,W), firstly, using greedy strategy to find a
feasible matching vertex y; € Y(j =1,2---n) for all vertices
z; € X (i=1,2---n) as much as possible. Feasible matching
vertex y; has a maximum weight with z; and has not been
matched by other vertices z, € X(k=1,2---i—1,i+1---n)
or wi; > wy;(i # 1) if y; has been matched by x,. If there is
such a feasible matching vertex y;, then mark (z;,y;) being
matched. After using the greedy strategy, call KM algorithm to
find matches for the unmatched vertices in X and Y. It works as
follows (Algorithm3.1):
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Algorithm 3.1: Greedy_ KM Algorithm

Input: Bipartite graph G = (X,Y,E, W)

Output: the maximum weighted-matching A7

Step 1: Make the bipartite graph G to a complete weighted
bipartite graph by adding some edges of zero weight as necessary.
Step 2: Use greedy strategies to find a feasible matching vertex
y; €Y(j=1,2---n) for all vertices z; € X(¢=1,2---n) as
much as possible, if all vertices in X are matched, stop.
Otherwise, go to step 3.

Step 3: For the unmatched vertices in X, call KM algorithm to

find a perfect matching M.

In the step 2 of Algorithm 3.1, it will encounter three situations
that use greedy technology to search a feasible matching vertex y;
for vertex x;, such as Graph 3, search a feasible matching vertex
y; for za.

Situationl: Vertex y,; has not been matched by other vertices
zr€X (k=1,2---i—1,i+1---n)and the weight w;; is
maximum for z; and y;, that is w;; = maxg—1.., wsr and
W;j = MaXg=1..., Wk;. Such as Graph 3.1a, it can find y4 for z3
and label Assign[4] = 3.

Situation2: Vertex y,; has been matched by vertex z,, and
w;j < wpmy, then mark vertex x; being not matched. Such as
Graph 3.1b, the vertex y» has been matched by x; and
w32 < Wi2.

Situation3: Vertex y,; has been matched by vertex z,, but
w;j > wm;, then label Assign[j] =4 and mark vertex z,,
being not matched, such as Graph 3.1c, vertex y» has been
matched by x1, but was > w12, so label Assign[2] =3 and

mark z1 being not matched.

1 1

x1 yl x1 vl x1 ._Tl yl
E:

x2 y2 x2 y2 x2 = y2
T

3 V3 x3 y3 x3 Q/g/\‘ y3
1 ~- 1

4 4 x4 2 4 x4 B ~ 4

* 8 ¥ 3 ! 3 oY

Graph3.1a Graph3.1b. Graph3.1c

‘Graph 3: Scarching feasible matching using Greedy Technology.

For the situation 1 and situation 3, the match can be found in
O(n?) running times using greedy strategy. But for the situation 2,
as it cannot find a feasible matching vertex y, for vertex x; using
greedy strategy, it must call KM algorithm to do this, and it needs
O(n®) times. So using greedy strategy to search matches can



reduce the number of vertices, which should call KM algorithm to
find their matches. At last, it can reduce the total time to compute
the maximum weighted matching, especially for the special
matrices, which can be transformed to main diagonally dominant
positive matrices or diagonally dominant positive matrices by
row/column transformations.

A diagonally dominant positive matrix is a special diagonally
matrix,  satisfying  a;; >0

> j=1.m i @izl forall 4. So, we can have ai;i > ai; > 0,0 # j

dominant and |as| >
. And a main diagonally dominant positive matrix is a matrix
which satisfies a;; > aij,i # j and a;; > 0, forall 7 and j.

Given a special matrix A, supposing it can be transformed to a
main diagonally dominant positive matrix or diagonally dominant
positive matrix A’. The diagonal aj; of matrix A’precisely
corresponds to a term a;; in the ith row of matrix A .
Therefore, the diagonal terms {a};,ahs---a};---an,} of A’
are precisely the terms {aij,,a2j, - - aij, - - anj, } of A, and
J1 #£ jo F - # Gi # -+ # jn. So it is sure that there is a different
feasible matching column for every row of A. That is, if finding a
feasible matching vertex in column set C'ol(A) for the vertices in
the row set Row(A), all will be found by using greedy
technology, like as situation 1. Therefore, there is no vertex in
Row(A) needing to call KM algorithm, and at last the time is
O(n?) for computing the maximum weighted-matching of
bipartite graph corresponding to the special matrix A.
C. Comparison and Analysis

The classical KM algorithm calls Hungarian method to find a
perfect matching and uses the feasible vertex labeling technologies.
It uses DFS single-augmented method[14] to search augmenting
paths. The time complexity of searching an augmenting path by
DFSis O(n?) and it at most needs m. times to search augmenting
paths running KM algorithm, so the total time complexity is O (n?).

Greedy KM algorithm takes advantage of the greedy
algorithm’s properties of high efficiency and approximate solution,
the time complexity of a greedy algorithm for computing
maximum weighted-matching of bipartite graph is O(n?).
Assuming there are r matches computed by the greedy
technology, then call KM algorithm to find matches for the
unmatched n —r vertices in X , its time complexity is
O((n — r)n?). If v = n, it has the optimal running time O(n?).
The worst time is O(n? +n®) when r =0, it may slightly

slower than classical KM algorithm. But in general, the time
complexity is between O(n?) and O(n*+n®), when
r =1~ n — 1. That is, Greedy KM algorithm is better than the
classical KM algorithm for the matrix A, which has so many rows
having different feasible matching column with each other. Such
as diagonally dominant positive matrix, special matrix including a
subdeterminant can be converted to the diagonally dominant

positive form by row/column transformations.
IV. EXPERIMENT

For the linear time-invariant DAE system Ax = b, this paper
just considers deg,(A;;) > 0 (it is same to solve the DAE with
deg,(A;;) < 0). According to the structure matrix A, of the
DAE system, it can construct a bipartite graph G(X, Y, E), where
|X|=1|Y|=n, |E| = m. The vertex set X corresponds to the
row set of As:r, the vertex set Y corresponds to the column set
of As:r, the edge set F corresponds to the set of nonzero entries
of Agr, and each edge (i,j) € E is given a weight
wi; = deg, (Aser)ij.

In order to evaluate the time performance of the classical KM
algorithm and Greedy KM algorithm, this paper run a set of
numerical experiments on the Linux platform (Ubuntu SMP
x86_64 GNU/Linux Kernel version2.6.35-32, Intel(R) Xeon(R)
CPU X7550@2.00GHz, 512GB, GceceVersiond.4.5), and the test
data is randomly produced by programs. The weight of each edge
wy; 18 randomly produced in range of [0, 10] as the degree of s
in DAE systems are mostly in this range. In the experiments, this
paper compares special sparse (m < nlogn) and dense matrices (
m > nlogn), which can be transformed to main diagonally
dominant positive matrices or diagonally dominant positive

matrices by row/column transformations. The following tables

show the results.
TABLE I: SPECIAL SPARSE MATRIX
Igorithms
KM Greedy KM
Time (ms)

n=50 0.5 0.09
n=100 0.95 0.13
n=500 6.92 1.32
n=1000 16.2 4.8
n=5000 240 120




TABLE II: SPECIAL DENSE MATRIX

Algorithms
KM Greedy KM
Time (ms
n=50 0.56 0.1
n=100 1.17 0.18
n=500 8.85 2.77
n=1000 20 10
n=5000 820 670

“Table I’ and “Table II” summarize the results of our random
experiments for the special matrices, including sparse matrices and
dense matrices. For the special matrices, the time performance of
Greedy KM algorithm is significantly improved. When the
number of vertices n < 1000 , for the sparse matrices, its running
time does not exceed 20% of the classical KM algorithm, and its
best running time is only about 13.6% of classical KM algorithm.
For the dense matrices, it does not exceed 40% of classical KM
algorithm. When 1000 < n < 10000, its running time does not
exceed 50% of the classical KM algorithm for sparse matrices.

V. CONCLUSION

Solving high-index DAE is often a difficult and challenging
problem. Index reduction method based on the structural index of
DAE system and the combinatorial relaxation theory, checking
and correcting the fail of reducing the structural index, can solve
this difficult problem. Both this index reduction method and
combinatorial relaxation theory take advantages of graph theory to
solve complex mathematical problems, they convert the problem
of computing structural index to the maximum weighted-matching
problem of bipartite graph. This paper presents the transformation
in details and proposes an improved KM algorithm based on
greedy idea and KM algorithm. The experiment results show that
for the special matrices, which can be transformed to main
diagonally dominant positive matrices or diagonally dominant

positive matrices by row/column transformations, the time
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performance of Greedy KM algorithm is significantly improved.
As the time performance is improved, the Greedy KM algorithm
is important for high performance computing. In the future, we
will research how to computing the structural index of large-scale
DAE systems by combining strongly connected component
methods and the Greedy KM algorithm.
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Abstract—Alternating Direction Implicit (ADI) methods have been in
use since 1954 for the solution of both parabolic and elliptic partial differ-
ential equations. The convergence of these methods can be dramatically
accelerated when good estimates of the eigenvalues of the operator are
available, However, in the case of computation on parallel computers, the
solution of tridiagonal systems imposes an unreasonable overhead. We
discuss methods to lower the overhead imposed by the solution of the
corresponding tridiagonal systems. The proposed method has the same
convergence properties as a standard ADI method, but all of the solves
run in approximately the same time as the “fast” direction. Hence, this
acts like a “’transpose-free” method while still maintaining the smoothing
properties of ADI. Algorithms are derived and convergence theory is
provided.

Keywords—Partial differential equations; Distributed/parallel comput-
ing; Alternating direction implicit method; Iterative algorithms

I. INTRODUCTION

Consider the following elliptic boundary value problem:

Find u(x) such that
— Y (a(®)us, (%))a, +c(xu(x) = f(x), ¥x€Q, (1)

u(x) = g(x), Vxer,

where €2 is a rectangular domain in R4, T = 09 is the t&undary,
and a and c are positive and bounded real functions Vx € €2.

In §II, we define several ways of distributing data in a parallel
computing environment in order to minimize communication. In §III,
we define a many properties of a model problem. In §IV, we define
an approximate parallel ADI iteration that is inherently embarrassing
parallel. In §V, some final conclusions are drawn.

II. PARALLEL DATA DISTRIBUTION

‘We begin by collecting some abstract results for non-overlapping
element data distribution [1], [2], [3]. Applications of this approach
in biomedical simulations can be found in [4], [S]. We only consider
parallel storage schemes for vectors and matrices that are data
consistent on each processor, i.e., if any element is on more than
one processor, the value is the same on all processors. We denote the
vectors by u and tv and the matrices by 9t and call them accumulated
vectors and matrices. The nodes can be grouped into three classes:
inner nodes, edge nodes, and vertex nodes, with subscripts I, F,

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.25

and V. This classification induces an appropriate block structure in
vectors and matrices.

As shown in [1], the operation 901 - u can be performed without
communication only for the following special structure:

My 0 0
Mev Mg 0 = u="NM-w, 2
My Mye My

m =

with block-diagonal matrices 7, Mg, and My . In particular, the
submatrices must not contain entries between nodes belonging to
different sets of processors. The proof for (2) can be found in [2],

[3].

The block-diagonality of 9ty and the correct block structure
of M;r and My are guaranteed by the data decomposition. How-
ever, the mesh must fulfill the following two requirements in order to
guarantee the correct block structure for the remaining three matrices:

R1: There is no connection between vertices belonging to
different sets of subdomains. This guarantees the block-
diagonality of 91y (often My, is a diagonal matrix). There
is no connection between vertices and opposite edges. This
ensures the admissible structure of Mey (and My g).

R2:  There is no connection between edge nodes belonging to
different sets of subdomains. This guarantees the block-
diagonality of M g.

Denote by R a diagonal matrix with elements R;; equal to the
number of processors a node j belongs to. We introduce the boolean
matrix A; which maps a global vector to a local one, i.e., 1, = A;-u.
Similarly, submatrices are notated by 9, = A; - M - AT If we make
the same assumptions on M7, Mg, and Ny as in (2) and denote
with Mz, My and NMp the strictly lower, upper and diagonal block
part of 91, then we can perform

P
w="NP-u:= M,+Mp) -u+ ZA?mUTiRZI'Hi - Q)

i=1

The only difference between (3) and (2) is that the last term in (3)
causes exactly one next neighbor communication.
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The inner product of two accumulated vectors requires the correct
scaling of one vector to get the exact result, namely, (g, Rflg)
[1], [2]. Unfortunately, an inner product calculation requires global
summation (e.g., a parallel reduction operation) of a scalar.

III. THE POISSON EQUATION AND ITS FINITE DIFFERENCE

DISCRETIZATION

Let us start with a simple, but at the same time very important
example, namely the Dirichlet boundary value problem for the Pois-
son equation in the rectanglular domain = (0,2) x (0,1) with
the boundary I' = 0f). Given some real function f in 2 and some
real function g on T, find a real function u : § — R defined on
Q := QUT such that

a(x) =1, ,e(x) =0,in (1) with g =0 on I 4)

For simplicity, we consider only homogeneous Dirichlet boundary
conditions, but more complicated boundary conditions are practical.
The given functions as well as the solution are supposed to be
sufficiently smooth.

The Poisson equation (4) is certainly the most prominent repre-
sentative of second-order elliptic partial differential equations (PDEs)
not only from a practical point of view, but also as the most frequently
used model problem for testing numerical algorithms.

The Poisson equation can be solved analytically in special cases,
as in rectangular domains with just the right boundary conditions, e.g.,
with homogeneous Dirichlet boundary conditions as imposed above.
Due to the simple structure of the differential operator and the simple
domain in (4), a considerable body of analysis is known that can be
used to derive or verify solution methods for Poisson’s equation and
more complicated ones.

If we split the intervals in both the x and y directions into NV,
and N, subintervals of length h each (ie., N, = 2N,), then we
obtain an appropriate grid (or mesh) of nodes. We define the set of
subscripts for all nodes by wy, := {(4,5) : ¢ = 0, N, j = 0, Ny}, the
set of subscripts belonging to interior nodes by wy, := {(4,7) : ¢ =
1,N; —1,j = 1, Ny, — 1}, and the corresponding set of boundary
nodes by ~yp, := @y \ wn. Furthermore, we set f; ; = f(xs,y;), and
we denote the approximate values to the solution u(z;,y;) of (4) at
the grid points (x;,y;) := (ih,jh) by the values w;; = un(zi,y;)
of some grid function uy, : @, — R. Here and in the following we
associate the set of indices with the corresponding set of grid points,
ie., @, D (i,5) <> (wi,9;) € Q. Replacing both second derivatives
in (4) by second-order finite central differences at the grid points we
immediately arrive at the standard five point stencil finite difference
scheme that represents the discrete approximation to (4) on the grid
wp: Find the values wu; ; of the grid function up : wr, — R at all
interior grid points (x;,y;), with boundary points (4, j)€wp, such
that

gz (uig—1 = ic1g + AU = Uiy — Uige) = fig,
5

ui, i = O.
Arranging the interior (unknown) values wu; ; of the grid function
up in a proper way in some vector u,, e.g., along the vertical (or
horizontal) grid lines, and taking into account the boundary conditions
on y,, we observe that the finite difference scheme (5) is equivalent
to the following system of linear algebraic equations: Find u, € RV,

N = (N —1) - (Ny — 1), such that

Kn-w, = f,, ©)
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where the N XN system matrix K} and the right-hand side vector
f N €Ry can be rewriten from (5) in an explicit form.

The (band as well as profile) structure of the matrix K} heavily
depends on the arrangement of the unkowns, i.e., on the numbering
of the grid points. In our example, we prefer the numbering along
the vertical grid lines because exactly this numbering gives us the
smallest band width in the matrix. To keep the band width as small
as possible is very importent for the efficiency of direct solvers.

We first look at further algebraic and analytic properties of the
system matrix K which may have some impact on the efficiency of
solvers. More precisely, the dimension N of the system grows like
O(h™™), where m is the dimension of the computational domain €2,
i.e., m = 2 for our model problem (4). Fortunately, the matrix K}, is
sparse since our matrix K in (6) has at most 5 nonzero entries per
row and per column independent of the fineness of the discretization.
This property is certainly the most important one with respect to
efficiency of iterative solvers as well as direct solvers.

A smart discretization technique should preserve the inherent
properties of the differential operator involved in the BVP. The matrix
K, is symmetric (K = K7T) and positive definite ((Ku,u) >
0, Vu # 0). These properties result form the symmetry (formal
self-adjointness) and uniform ellipticity of the Laplace operator.
Symmetric and positive definite (SPD) matrices are regular, hence,
invertible. Thus, our sytem of finite difference equations (5) has a
unique solution.

Unfortunately, the matrix K3 is badly conditioned. The spectral
condition number condz(Kp) = Amax(Kpr)/Amin(Kpr) defined by
the ratio of the maximal eigenvalue Amao(K3%) and the minimal
eigenvalue Ap,in(Kp) of the matrix Kj behaves like O(hfz) if
h tends to 0. That behavior affects the convergence rate of all
classical iterative methods, and it can deteriorate the accuracy of
the solution obtained by some direct method due to accumulated
round-off errors, especially on fine grids. These properties are not
only typical features of matrices arising from the finite difference
discretization but also characteristical for matrices arising from the
finite element discretization.

IV. ALTERNATING DIRECTION METHODS

Alternating Direction Implicit (ADI) methods are useful when
a regular mesh is employed in two or more space dimensions. The
first paper that ever appeared with ADI in it was [6] rather than
the commonly referenced [7]. The general ADI results for N space
variables are found in [8]. The only paper ever written that shows
convergence without resorting to requiring commutativity of operators
was written by Pearcy [9]. A collection of papers were written
applying ADI to finite element methods. An extensive treatment can
be found in [10]. Wachspress [11] has a very nice treatise on ADI.

The algorithm is dimension dependent, though the basic tech-
niques are similar. The sparse matrix K is decomposed into a sum of
matrices that can be permuted into tridiagonal form. The permutation
normally requires a data transpose that is painful to perform on a
parallel computer with distributed memory.

In this section, we investigate ADI for two dimensional problems
on a square domain with a uniform or tensor product mesh. The
techniques used work equally well with general line relaxation
iterative methods.



A. Sequential algorithm

Let us begin with the two dimensional model problem (4).
Suppose that we have K = H+V, where H and V' correspond to the
discretization in the horizontal and vertical directions only. Hence, H
%ﬁy) in x-direction
u(w,y)

dy2

corresponds to the discretization of the term
and V corresponds to the discretization of the term in the

y-direction.

Choose u°

ro= f-K-u

o = oo = (r,1)

k = 0

while o > tolerance? - oy do
(H+ pra D) = (peprl = V)P + f
(V4o DU = (pryad — H)u + f
r = f - K-u"!
o = (r,1)
k = k+1

end

Algorithm 1: Sequential ADI in two dimensions

The parameters pj are acceleration parameters that are chosen
to speed up the convergence rate of ADI. For (4), we know the
eigenvalues and eigenvectors for K:

Kjm = Njmfjm, Wwhere pjm = sin(jny) sin(mnz/2).

We also know that

Hpgjm = Ampigm  and  Viggm = Ajpjm,

where \j + A = Ajm.

It is also readily verified that H and V commute: HV = V H.
This condition can be met in practice for all separable elliptic
equations with an appropriate discretization of the problem. The error

iteration matrix 7}, satisfies

g = p)Am = p)

Toltjm = ——————— [bjm.-
T+ )+ )

Suppose that
0<a<< A, Am <6

We can easily plot the eigenvalues and by inspection choose which
eigenvalues provide good or bad damping of the errors. This leads
us to note that at the extreme values of the eigenvalues there is not
much damping, but there is an impressive amount at some point in
between.

For a sequence of length v of acceleration parameters, we define
c=a/B, §=(2-1),
Cyclically choose

and n = [logs c]| + 1.

)

Then the error every n iterations is reduced by a factor of . For (4)
with a (N 4+ 1)x (N, + 1) mesh, we have

J=1 .
pj=pfcr=1, j=1,...,n

1 1 4
a= ﬁ(272cos(7rh)) ~n® and B = §(2+2605(7rh)) ot
which, when substituted into (7), gives us

4
Pj"dﬁéj 1, j=1...,n.
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B. Parallel algorithm

We illustrate the parallelization of the ADI method on the strip
wise decomposition in Fig. 1. In this special case, we have only
interior nodes and edge nodes, but no cross points. Additionally, there
are no matrix connections between nodes from different edges. This

Q4

Q3 [r]

4]

[i]

Qo

Q1

Fig. 1: Decomposition in 4 strips, @ denotes an Edge node.

implies the following block structure of the stiffness matrix:

Kr Kgr
K = 5
(KIE K )
where
Kg, 0 0 0 0
0 KElZ 0 0 0
Kg = 0 0 Ky, 0 0 ’
0 0 0 KE34 0
0 0 0 0 Kgy,
Kney Kng, 0 0 0
Kig = 0 KB, Kiyes 0 0
0 0 Kismys Kizes, 0 7
0 0 0 KI4E34 KI4E40
KE[nIl 0 0 0
Ke,nn Keps 0 0
Kgr = 0 KEysr, Keosis 0 )
0 0 KEgyy1s Kesuny
0 0 0 KEgy o1
and
Kn 0 0 0
B 0 Ki, 0 0
K = 0 0 KI3 0
0 0 0 K,

Hence, we need only one communication step in the matrix-
vector multiplication. The great advantage of using an accumulated
matrix in ADI is that we only need one storage scheme for all the

Re.y ﬁIE) and

matrices in Alg. 1. The specialties of U =
Rie  Rry



ﬁ:(’ 0

0 RrIz
invertible matrices Rg o, R1,2, 1,9, Ta := H+pr+1J. Therefore we
can write the whole parallel ADI algorithm in terms of accumulated
vectors and matrices.

consist of a diagonal matrix Rg,, and parallel

Choose u°
P
. i, — SR uy - ;A?ﬁEl‘i‘E(I),i
i, Rfre-uy — fr-u?
o = o9 := (, R ')
kK =0
while o > tolerance?® - oy do
T =9+ pr1d
T}E}r UE + Pk+121}€5 -
P
uk — Ruy-uhy — Y ATRpri-uf,]
u = i=1
ol + Pr1U] -
Rie cUp - ﬁl‘y El;]
Ty = m+ﬂk+1j
(i peity  — Rpo-uly
g i+ Prl — Ry oubt
Solve T ur+!t = g
5
. iy R -upt 2 Al Rpra-uft!
P frg-ubtt — £ -uft?
o =(,R 'y
k =k+1
end

Algorithm 2: Parallel ADI in two dimensions: first try

Alg. 2 has the disadvantage of containing 2 communication steps
in the matrix-vector multiplications per iteration. This can be reduced
to one communication step because the involved subvectors and
submatrices are identical. We introduce the auxiliary vector v for
this purpose and rewrite the algorithm. Note that v contains parts of
the residual v and that is related to u**'. Hence, v can be reused
in the next iteration to reduce the computational cost. The inversions
Ty, and T7 ) in Alg. 2 and the inversion T; ' in Alg. 3 only use a
sequential solver for tridiagonal band matrices along the lines in the
x-direction. Hence, there is no communication at all.

On the other hand, a parallel solver for the tridiagonal system
T,uFT = g in the y-direction is needed. For simplicity we use an
adapted version of a parallel Gauss-Seidel-w-Jacobi algorithm [2] for
this purpose (see Alg. 4).

It is obvious that T, £ is a diagonal matrix and T, 1 is equivalent
to a block diagonal matrix with tridiagonal blocks. In this case, we
can solve systems with these matrices by means of a direct solver at
low costs. This changes

P
Uy =+ T, (9, — Tye -l — Y AITymr, U7)
s=1

from the strightforward Gauss-Seidel implementation into

P
~0+1 —1 T ~L
U =T (0, — Y AT Ty e - U7)
s=1
and is applied in a block iteration for solving the system. Again we

use an auxiliary variable © to save communication steps.
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Choose u’
T 0
o o (e - BATSecu
| P— RiE - Uup
n (8 O 0
t =20 (0 ﬁ[) u
o = oo := (y, R 't)
k =0
while o > tolerance?® - oo do
T = H+ pr41d
kx __ -1 k _ ﬁE,y 0 k
utt o= T |:2+Pk-+1§ ( 0 1, u
Ty = m+pk+1j
RE 0
— kx »T LA
g = f+ prpau ( 0 ﬁ[,z> u
Solve T, urtt = g
'3
o = i, - ;A?ﬁEl,i'EI;fgl
A
o (B2 0 e
t =t (0 ﬁ[) u
o = (yR ')
k =k+1
end

Algorithm 3: Parallel ADI in two dimensions: final version

w o=u =0
-~ T =0
bp =g, — > AsTyErs U,
=1
while o > tolerance? - oo do
Gl . g1 .5
HE - v, E ‘VE
by =g, —%yue STy
04l . -1 o
u; - ‘Iy’[ -or
-~ T o+
be =g, — > ATy s ULl
s=1
~ o~ TyE 0 ~041
t = 0- cu
0 Ty
c =GR
J4 =041
end
uFt = gt

Algorithm 4: Gauss-Seidel iteration for solving ng’“’l = g

ADI is a smoother with many similarities to multigrid in moti-
vation. In both cases corrections percolate across the entire grid very
quickly. However, ADI does not converge as quickly as multigrid
does. Using optimal parameters [12], ADI is an O(INlogN) algorithm
for solving problems like (1).

For two level correction algorithms [13], [14], we can prove sharp
convergence estimates. In the two theorems, we refer to Alg. 1 as ADI

TABLE 1. THEOREM 1 CONVERGENCE RATES
S ADI ADG(p, 1) | ADG(p, 2) | ADG(p, 3)
1 0.1728 0.2422 0.1725 0.1715
2 0.0923 0.1039 0.0898 0.0920
3 0.0627 0.0677 0.0572 0.0602




TABLE II. THEOREM 2 CONVERGENCE RATES

s | ADI | ADG(p, 1) | ADG(p,2) | ADG(p.3)
T | 0.2089 0.3196 0.2084 0.2070
2 | 0.1017 0.1159 0.0987 0.1013
3 | 0.0669 0.0726 0.0607 0.0640

and Alg. 3 as ADG(p, i), where we only allow one parameter p.

Theorem 1: For the model problem defined by (6), the two grid
method using s smoothing steps of ADG(p, k) at the finer level
converges at the rates given in Table I. The optimum rates of

convergence are achieved when p = /2 - %

Using standard techniques (e.g., [13]), we can estimate multilevel
convergence rates for either a V or a W cycle based on the two level
rates in Theorem 1.

Theorem 2: For the model problem defined by (6), a 7 > 2 level
W cycle using s smoothing steps of ADG(p, k) on all levels but the
coarsest one (which is solved directly), converges at the rates given in
Table II. Once again, the optimum rates of convergence are achieved

whenp:\/i-h%.

Proof: This is a direct application of Theorem 5 in [13]. |

The convergence rate for a V-cycle is bounded below by Theorem 1
and above by Theorem 2 [13].

Theorems 1 and 2 show that only a very small number of Gauss-
Seidel steps (one or two) are required to maintain the asymptotic rate
of convergence for ADI as a smoother.

In fact, k = 1 is sufficient and cost effective, which justifies
choosing only one parameter in the two theorems. Note that for a
unilevel solution, multiple parameters are necessary to have good
convergence rates. For (6), the number of parameters actually needed
(10—12) in practice is a function of the floating point precision used.

V. CONCLUSIONS

We have investigated a novel ADI-like algorithm that has very
nice properties for parallel computing. Unlike a standard ADI itera-
tion, which runs fast in only one of the parallel updates per iteration,
Alg. 3 runs fast in all directions.

While multigrid smoothers tend to be mostly variations of simple
relaxation methods like GauS-Seidel or line variants, ADI provides
a very attractive convergence rate for model problems, such as the
Poisson equation. A fast parallel ADI-like method is important for
parallel multigrid since with new architectures (e.g., GP-GPUs and
other many core CPUs), a renewed interest in what works best is now
open to speculation and reexamination.

Our primary interest in considering parallel multigrid with an
ADI-like smoother is in modeling porous shape memory alloys
(pSMA or SMA for nonporous SMASs) [15], [16] for delivering fragile
components to space [17], [18]. As part of future work we intend
to provide numerical examples from the SMA arena demonstrating
how effective parallel multigrid with ADG smoothers is and compare
the convergence with model problems. Additionally, the code will be
applied to MPI-simulations of non-Newtonian fluid flows [19].
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Abstract—In this paper, we solve the gravity equations on
hybrid multi-CPU/GPU using high order finite elements. Do-
main decomposition methods are inherently parallel algorithms
making them excellent candidates for implementation on hy-
brid architectures. Here, we propose a new stochastic-based
optimization procedure for the optimized Schwarz domain
decomposition method, which is implemented and tuned to
graphics processors unit. To obtain high speed-up, several
implementation optimizations should be carrefully performed,
such as data transfert between CPU and GPU, matrix data stor-
age, etc. We investigate, describe and present the optimizations
we have developed for finite elements analysis, leading to better
efficiency. Numerical experiments carried out on a reallistic test
case, namely the Chicxulub crater, demonstrates the efficiency
and robustness of the proposed method on massive hybrid
multi-CPU/GPU platforms.

Keywords-Domain decomposition methods; Schwarz method;
parallel computing; hybrid CPU/GPU; gravity equations;

I. INTRODUCTION

Finite element analysis of gravimetry problem can be
used as a complementary method to seismic imaging in
geophyscial exploration. By determining density contrasts
that are correlated with seismic speeds, gravimetry enables
to define more accurately the underground’s nature. In this
paper, we analyze the gravity field in the Chicxulub crater
area located in between the Yucatan region and the Gulf
of Mexico which presents strong magnetic and gravity
anomalies. This area corresponds to the location of the
impact of an asteroid 65 million years ago. To solve the
linear system arrising from the finite element discretization
of the gravity equations, Schwarz domain decomposition
methods are here considered with new stochastic-based
optimized transmission conditions. The principles of these
methods consist: (i) to decompose the computational domain
into small subdomains, each subdomain beeing handled by
one processor, i.e. a Central processing unit (CPU); (ii) to
perform the iteration of the optimized Schwarz method, each
iteration involving the solution of independent subproblems
in parallel; (iii) to accelerate the computation of the solutions
of each subproblem on Graphics Processing Unit (GPU).

The plan of the paper is the following. In Section II,
we briefly present the principles of gravimetry modeling.
Section III introduces the optimized Schwarz method, fol-
lowed in Section IV by a new idea of using a stochastic-

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.26
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based algorithm to determine the optimized transmission
conditions. For readers not familiar with GPU programming,
Section V describes an overview to the GPU programming
paradigm and hardware configuration suite is given. Sec-
tion VI shows numerical experiments which clearly outline
the robustness, competitiveness and efficiency of the pro-
posed domain decomposition method on GPUs for solving
the gravity equations.

II. GRAVITY EQUATIONS

The resultant of the gravitational force and the centrifugal
force descibes the gravity force. The gravitational potential
of a spherical density distribution is given by: ®(r) =
Gm/r, with m the mass of the object, r the distance to
the object and G the universal gravity constant equal to
G = 6.672 x 107 ""'m3kg~1s72. At a given position z, by
considering an arbitrary density distribution p, the gravita-
tional potential is given by ®(z) = G [(p(z')/||x —2'||)dz’
where z’ consists of one point position within the density
distribution. The effects related to the centrifugal force is
neglected and only regional scale of the gravity equations is
taken into account in this paper. The gravitational potential
® of a density anomaly distribution Jp is thus given as the
solution of the Poisson equation A® = —47Gdp. When
using high order finite element, the discretization of this
problem leads to a linear system which can be very large.

III. OPTIMIZED SCHWARZ METHOD

Domain decomposition methods [27], [30], [31], [22],
[13] consist to partition a domain into several subdomains,
and to solve independently the subproblems in parallel.
Nevertheless, transmission conditions [18] between adjacent
subdomains must be carefully defined to ensure the conver-
gence of the solution. The classical Schwarz algorithm have
been propound by Schwarz more than a century ago [29]
to demonstrate the existence and uniqueness of solutions to
Laplace’s equation on irregular domains. The irregular do-
main is divided into overlapping regular subdomains and an
iteration scheme using only solutions on regular subdomains
was expressed to converge to a unique solution on the irregu-
lar domain. The rate of convergence of the classical Schwarz
method is proportional to the overlapping area between the
subdomains. For non-overlapping subdomains [14], [15],
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[16], this algorithm can be expressed by changing the
transmission conditions from Dirichlet to Robin [7], [6].
These absorbing boundary transmission conditions defined
on the interface between the non-overlapping subdomains,
are the key ingredients to obtain a fast convergence of
the iterative Schwarz algorithm. The “optimal” transmission
conditions consists of non local operators, which are not
easy to implement in a parallel computational environment.
One way to overcome this difficulty consists in approxi-
mating these continuous non local operators with partial
differential operators [5], [11], [8] or in approximating
the associated discrete non local operators with algebraic
approximation [28], [23], [25], [24], [26], [9].

In this paper we investigate an approximation based on
a new stochastic optimization procedure. For the sake of
clarity and without lost of generality, the gravity equations
are considered in the domain 2 with homogeneous Dirich-
let condition. The domain is decomposed into two non-
overlapping subdomains Q! and Q) with an interface T.
The Schwarz algorithm can be formulated as:

Al = 7 inQ®W

(m»i}ll + ALY ) ((mg? +A<1><1>5?>) ,onT
—A9®) = f in Q@

(aycbﬁfil — A<2><I>f+>1> (a,,<1>£3> - A<2><1>£j>) .onT

where n denotes the iteration number, and v the unit normal
vector along T'. The operators A1) and A®) are to be tuned
for best performance of the algorithm. Applying a Fourier
transform in 2 = R? for the homogeneous problem f = 0,
leads to the expression of the Fourier convergence rate,
upon the quantities A(Y) and A(®), which are the Fourier

transforms of A and A() operators. Various techniques
have been studied to approximate these non local operators
with partial differenti {)operators. One of these techniques
consists in determining partial differential operators involv-
ing a tangential derivative on the interface such as: A(®)
p(s) q(s)82 where s is the subdomain number, p(s) q(s)
two coefﬁc1ents and 7 the unit tangential vector. The results
shown in [6], [12] use a zero order Taylor expansion of the
non local operators to find p(s) and q(s) In [21], [8] for
the Helmhofz equation, in [5], [2] for Maxwell equation,
in [11] for convection diffusion equations, and in [17], [19],
[20] for heterogeneous media, a minimization procedure
has been used. The minimization function, i.e. the cost
function, is the maximum of the Fourier convergence rate
for the considered frequency ranges. This approach consists
in computing the free parameters p(*) and ¢(®) through an
optimization problem. The min-max problem for zeroth and
second order approximation are respectively expressed as
follows for the one-sided formulation:

min ( (bl = p)2

e—2IkILy
P20 i Sk Shmaz (k] + p)2

(k| — p — qk?)?

o—2|k|L
o ( - - . )
020 ki Sh<kmas (k| +p+ ak2)2
and for the two-sided formulation:
(ZIkl+P1)(=Ikl +P2) _ok|L
min - - "= )

(
P1,p2>0 kmm<’~<kmar (k| + p1) (k] + p2)
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(1) (1) (2) 2)

p q p q Pmaz

000_symmetric 0.185 | 0.000 | 0.183 | 0.000 | 0.682

000_unsymmetric | 1.219 | 0.000 | 0.047 | 0.000 | 0.446

002_symmetric 0.047 | 0.705 | 0.047 | 0.705 | 0.214

002_unsymmetric | 0.095 | 1.386 | 0.024 | 0.329 | 0.110
Table I

OPTIMIZED COEFFICIENTS OBTAINED FROM CMA-ES ALGORITHM.

( (%l = 1 — a1k®) (k| — p2 — agk?) —2lk|L
P1,41:P2542>0 kppin <h<kmaz (k| +p1 + a1k2)(|k| + p2 + a2k?)

)

where L is the size of the overlap. Since the evaluation of

the cost function is quite fast and the dimension of the search
space reasonable, a more robust minimization technique
could be considered, as described in the next section.

IV. STOCHASTIC-BASED OPTIMIZATION

The minimization procedure, we propose to use, namely
the Covariance Matrix Adaptation Evolution Strategy
(CMA-ES), examines the whole space of solutions and
gives the absolute minima. This algorithm clearly shows
its robustness in [1] with good global search ability and
does not require the computation of the derivatives of the
cost function. The main idea behind the CMA-ES algorithm
consists in finding the minimum of the cost function by
iteratively refining a search distribution. The distribution
is described as a general multivariate normal distribution
d(m, C). At the start, the distribution is given by the user.
After that, at each iteration, A samples are randomly chosen
in this distribution and the evaluation of the cost function
at those points is used to calculate a new distribution.
The center of the distribution m is considered as solution
when the variance of the distribution is small enough. After
analyzing the cost function for a new population, the samples
are sorted by cost and only the best p are kept. The new
distribution center is calculted with a weighted mean. The
most complex step of the algorithm is to adapt (or update)
the covariance matrix. While this could be done using only
the current population, it would be unreliable especially with
a small population size; thus the population of the previous
iteration should also been taken into account. In this paper,
we consider the following stopping criteria for the CMAES
algorithm: a maximum number of iterations equal to 7 200
and a residu threshold equal to 5 x 10711,

Figure 1 represents the isolines of the convergence rate
in the Fourier space of the Schwarz algorithm with zeroth
order (left) and second order (right) transmission conditions
as issued from a stochastic-based optimization. Both one-
sided and two-sided formulations are presented. Figure 1
shows the obtained coefficients on the graph, and Table I
gathers the exact values.

V. GPU PROGRAMMING PARADIGM

Ten years ago Graphics Processing Units (GPU) did not
exist, and after an incredible expension GPU is now facing
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Figure 1.  Convergence rate’ isolines of the Schwarz algorithm with
optimized transmission conditions.

(a) CPU architecture (b) GPU architecture

Figure 2. Difference of CPU and GPU architectures.

the migration of the era of General-Purpose computation on
GPU (GPGPU) technology (GPU Computing). With a CPU,
GPU Computing uses a GPU to accelerate general-purpose
scientific and engineering computing. The peak performance
of CPUs and GPUs is significanlty different, due to the
inherently different architectures between these processors.
The simplified architecture of a CPU processor consists
of a more complex control unit, several memories with
multiple levels of caches and a basic unit of computation
named Arithmetic and Logic Unit (ALU). The first idea
behind the architecture of GPU is to have many small
floating points processors exploiting large amount of data
in parallel. Figure 2 draws a comparison of these two
architectures. A specific characteristic of GPU compared
to CPU is the feature of memory used. Indeed, a CPU is
constantly accessing the RAM, therefore it has a low latency
at the detriment of its raw throughput. Opposite, on a GPU,
the memories have very good rates and quick access to large
amounts of data, but unfortunately their access remain slow.
On Compute Unified Device Architecture (CUDA) devices,
for instance, four main types of memory exist: (i) Global
memory is the memory that ensures the interaction with the
host (CPU), and is not only large in size and off-chip, but
also available to all threads, and is the slowest; (ii) Constant
memory is read only from the device, is generally cached
for fast access, and provides interaction with the host; (iii)
Shared memory is much faster than global memory and is
accessible by any thread of the block from which it was
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Figure 3. Gridification of a GPU. Tthread, block, grid (left); GPU
computing processing (right)

created; (iv) Local memory is specific to each compute
unit and cannot be used to communicate. The multiple
processing elements, threads, perform the same instructions
on multiple data simultaneously, and a thread is the smallest
unit of processing that can be scheduled by an operating
system. Threads are grouped into blocks and executed in
parallel simultaneously as illustrated in Figure 3. A GPU is
associated with a grid, i.e., all running or waiting blocks in
the running queue and a kernel that will run on many cores.
An ALU is associated with the thread which is currently
processing. There is another type of thread grouping called
warp, which is a group of 32 threads executed together.
A warp consists of the smallest executing unit of the GPU.
The notion of warp is close to the SIMD execution idea, and
corresponds to an execution of a same program on multiple
data.

Threading is not an automated procedure. The developer
chooses for each kernel the distribution of the threads, which
are organized (gridification process) as follows: (i) threads
are grouped into blocks; (ii) each block has three dimensions
to classify threads; (iii) blocks are grouped together in a grid
of two dimensions. The threads are then distributed to these
levels and become easily identifiable by their positions in
the grid according to the block they belongs to and their
spatial dimensions. The kernel function must be called also
providing at least two special parameters: the dimension of
the block, nBlocks, and the number of threads per block,
nThreadsPerBlock. Figure 3 presents the CUDA processing
flow. Data are first copied from the main memory to the
GPU memory, (1). Then the host (CPU) instructs the device
(GPU) to carry out calculations, (2). The kernel is then
executed by all threads in parallel on the device, (3). Finally,
the device results are copied back (from GPU memory) to
the host (main memory), (4).

GPUs are inherently designed for single precision (32
bits) computations [10]. Indeed, single precision is generally
sufficient for graphics rendering, but numerical simulation
generally requires double precision. Unfortunately, double
precision computation time is usually four to eight times
longer than single precision. To cope with this difficulty the



implementation proposed in this paper uses some advanced
tuning techniques developped by the authors, but the details
are outside the scope of this paper, and the reader is refeered
to [4], [3] for the computer science aspects of this tuning.

VI. NUMERICAL ANALYSIS

We now report the experiments performed to evaluate
the speed-up of our implementation. The test case, i.e. the
Chicxulub impact crater, consists of 10 km deep, 180 km
diameter and was formed about 65 million years ago. The
internal structure of the Chicxulub crater has been imaged
by using several geophysical data sets from land, marine
and aerial measurements. In this paper we carry out a finite
element analysis of the gravity equation using the charac-
teristics of the region provided by measurements. The area
of investigation consists of a volume of 250 x 250 x 15 km
in each spatial direction, and is discretized with high order
finite element with a total of 19 933 056 degrees of freedom.
The finite element analysis involves the solution of large
size sparse matrices, which consists of many zero entries.
In order to store the matrices more efficiently on memory,
the Compressed-Sparse Row format (CSR) is considered [4],
[3]. We carried out calculations using our CUDA-based
implementation of the Schwarz method with stochastic-
based optimization procedure. The workstation used for all
the experiments consists of 1 596 servers Bull Novascale
R422Intel Nehalem-based nodes. Each node is composed
of 2 processors Intel Xeon 5570 quad-cores (2.93 GHz)
and 24 GB of memory (3Go per cores). 96 CPU servers
are interconnected with 48 compute Tesla S1070 servers
NVIDIA (4 Tesla cards with 4GB of memory by server)
and 960 processing units are available for each server. Each
GPU has 4 GPUs of 240 cores. The diagonal preconditioned
conjugate gradient method (PCG) is considered for solving
subproblems and the coefficients of the submatrices are
stored in CSR format. We fix a residual tolerance threshold
of € = 107'° for PCG.

Alinea [4], [3], our research group library, implemented
in C++, is intended as a scalable framework for building
efficient linear algebra operations on both CPU and GPU
clusters. It offers CPU and GPU solvers for solving large
linear systems (sparse and dense). Alinea is intended to
ease the development of engineering and science problems
on CPU and GPU by off-loading out most of the diffi-
culties encountered when dealing with these architectues,
mainly with GPUs. Furthermore, Alinea investigates the
best way to perform efficiently the algorithms on GPU
by considering the hardware changes (dynamic tuning). In
this paper, the GPU is used to accelerate the solution of
PCG algorithm. PCG algorithm required the computation of
addition of vectors (Daxpy), dot product and sparse matrix-
vector product. In GPU-implementation considered (Alinea
library), the distribution of threads (gridication, differs with
these operations. The gridification of Daxpy, dot product
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#subdomains | #iter CPU GPU Speed-up
time (sec) | time (sec)
32 41 11 240 1 600 7.03
64 45 5 360 860 6.23
128 92 6 535 960 6.81
Table 1T

COMPARISON OF OUR METHOD ON CPU AND GPU

and sparse matrix-vector product correspond respectively to
(nBlocks,nThreadsPerBlock) as follows:

( (numb_rows+numb_th_block-1)/(numb_th_block), 256 ),

( (numb_rows+numb_th_block-1)/(numb_th_block), 128 ),

( ((numb_rows xn_th_warp)+numb_th_block-1)/(numb_th_block), 256 ),
where numb_rows, n_th_warp and numb_th_block represent
respectively the number of rows of the matrix, the number
of threads per warp and the thread block size. GPU is
used only for solving the subproblems at each iteration.
The distribution of processors is computed as follows:
number of processors 2 x number of nodes, where 2
corresponds to the number of GPU per node as available on
our workstation. As a consequence, only two processors will
share the bandwidth, which strongly improve the commu-
nications, especially the inter-subdomain communications.
Table II gathers the results obtained with double precision
with a residu threshold, i.e. stopping criterion equal to
1076, for several number of subdomains (one subdomain
per processor).

VII. CONCLUSION

In this paper, we have proposed a stochastic-based op-
timized Schwarz method for solving the gravity equation
on hybrid multi-CPU/GPU platform. The effectiveness and
robustness of our method are evaluated by numercial exper-
iments carried out on a cluster composed of 1 596 servers
Bull Novascale R422Intel Nehalem-based nodes where 96
CPU servers are interconnected with 48 compute Tesla
S1070 servers NVIDIA. The presented results, ranging from
32 up-to 128 subdomains, clearly show the interest of the use
of GPU technologies on domain decomposition method for
large size problems, and outline the robustness, performance
and efficiency of the Schwarz method with stochastic-based
optimized transmission conditions.
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Abstract—A little over a decade ago, Goto and van de Geijn
wrote about the importance of the treatment of the translation
lookaside buffer (TLB) on the performance of matrix multipli-
cation [1]. Crucially, they did not say how important, nor did
they provide results that would allow the reader to make his
own judgement. In this paper, we revisit their work and look
at the effect on the performance of their algorithm when built
with different assumed data TLB sizes. Results on three different
processors, one relatively modern, two contemporary with Goto
and van de Geijn’s writings ([1] and [2]), are examined and
compared within a real-world context. OQur findings show that,
although important when aiming for a place in the TOP500
[3] list, these features have little practical effect, at least on
the architectures we have chosen. We conclude, then, that the
importance of the various factors, which must be taken into
account when tuning matrix multiplication (GEMM, the heart
of the High Performance LINPACK benchmark, and hence of
the TOP500 table), differ dramatically relative to one another
on different processors.

Index Terms—BLAS, GEMM, performance, TLB, HPL, Lin-
pack, HPC, high performance computing, optimisation, optimiza-
tionBLAS, GEMM, performance, TLB, HPL, Linpack, HPC,
high performance computing, optimisation, optimization.

I. INTRODUCTION

While memory hierarchies in modern processors are often
discussed, and every “fact sheet” will specify the sizes (even
if not other key factors) of the various levels of caches,
much less attention is paid to the translation lookaside buffer
(TLB). We refer the reader to [1, Figure 1 and discussion]
for a good description of the TLB, though since this was
published two-level TLBs and support for large pages have
further complicated the situation beyond their “New Model”.

In 2002, Goto and van de Geijn wrote a report [1] stating
that the superior performance of their Basic Linear Algebra
Subprograms (BLAS) library over competing libraries was due
in part to the way that their algorithm treated the TLB: More
specifically

by casting the matrix multiplication in terms of an
inner kernel that performs the operation C = ATB+
C, where A fills most of memory addressable by the
TLB table and C and B are computed a few columns
at a time [TLB miss effect is reduced].

We deduce from this that the size of A should be roughly that
of the memory addressable by the TLB, i.e.

(1

(number of entries) - (space addressed by each).

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
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This was later repeated in another publication by the same
authors in 2008 [2]. In neither paper was a context pro-
vided, or the importance of the TLB quantified. Perhaps as
a consequence of this, some in the community were skeptical,
while many simply accepted the statement. After all, the
GotoBLAS library delivered very good High Performance
LINPACK (HPL) benchmark results on most systems at the
time, including the one at the University of Bath, and contin-
ued to do so until work on the library stopped.

To investigate the continued relevance of this claim, and
the specific claim that having A filling most of the memory
addressable by the TLB is important, we took a version of
GotoBLAS and a system that were contemporary with the later
paper’s publication [2] (though post-dating [1]). On the later
system the last published GotoBLAS?2 was used to ensure that
a BLAS kernel had been written for it. This is the last version
of the library to be written and maintained by Kazushige Goto.

We altered this software to assume a different data TLB
size to that on the target machine, overriding its deduction by
the build system and thus the tile sizes used in the GEMV
BLAS kernels selected when the library was built. It should
be noted that the library builds on GEMV to produce GEMM,
which is not an uncommon practice. The results of successive
HPL benchmark runs were plotted and compared, and these
are presented and discussed in this paper.

HPL was chosen due to its dependence on the GEMM al-
gorithm. It was considered that if the changes to the treatment
of the TLB have as great an impact as is suggested by Goto
and van de Geijn, it should be visible in the results of the
benchmark.

Studies such as [4] use microbenchmarks that are very sim-
ilar to the GEMV loop in GotoBLAS, and these are modified
in a similar fashion in order to measure the performance
impact of the data (or combined) TLB on a particular machine.
One downside of these microbenchmarks is that they do not
present a real world context to the reader and so make judging
the effect on real programs difficult. In contrast, the HPL
benchmark demonstrates the value of Goto and van de Geijn’s
approach in a way that is familiar and easy to understand.

The production systems used were single, homogeneous
nodes in clusters hosted at the Universities of Bath and
Southampton. The same tests were run on Intel® Westmere
processors, and also on Intel®Harpertown (Penryn), a pro-
cessor that was current when [2] was published. This allowed
us to run a large number of similar tests, but still with problem

cpss

Conference Publishing Services



sizes large enough to use the GEMM algorithm designed to
operate on matrix tiles within the processor cache.

We also would have liked to have compared the results
from their AMD equivalents, but we do not have access to an
AMD Barcelona system, and the more recent AMD Interlagos
family of processors are not supported by GotoBLAS (or at the
time of the writing of this paper, by its successor, OpenBLAS
[5]). It should be noted that Goto and van de Geijn used a
single-node Intel® Northwood system for their experiments
in [1]. This chip is now a museum piece, but a family museum
has yielded one, and we have some results for it. While
not being the exact same chip that was used, it is of the
same microarchitecture and vintage, and should therefore show
similar behaviour. Sadly, in [2] an Intel® Prescott chip was
used, which, no longer being available, can only be speculated
about here.

II. BACKGROUND

In 2007, the University of Bath purchased a modest (9
TFLOPS) supercomputer. This machine is still in use today,
and, as with most supercomputers of its size, this machine is
a x86-based cluster running a variant of the Linux operating
system. During the acceptance testing, one of the benchmarks
on which acceptance depended was the High Performance
LINPACK (HPL) benchmark.

The HPL benchmark results are highly dependent on a
library known as the Basic Linear Algebra Subprograms
(BLAS). In particular, on one particular subroutine: DGEMM,
responsible for double precision matrix multiplication. As HPL
is so important in determining the results for the TOP500
list [3] and also very commonly employed during acceptance
testing, a lot of effort has been put into the BLAS and
particularly into the DGEMM implementation.

For Bath’s acceptance testing, the engineer tasked with
running the HPL benchmark chose to use GotoBLAS. It had
been stated that the cluster must achieve 80% of R, when
HPL was run on it in order to pass that part of the acceptance
testing.

Unfortunately for the engineer, the version of GotoBLAS
installed on the Bath machine misidentified the processor as
being from a different, older generation. The compute nodes
on this machine all contain Intel® Harpertown (Penryn) chips,
but the library’s build system identified the processors as
being Intel®Prescott chips. The result was dramatic. Rather
than the expected 80% of theoretical peak performance being
achieved, HPL only managed 50%, and no tweaking of the
input parameters would allow the engineer to achieve more
than a few percent improvement until the library was rebuilt
for the Penryn microarchitecture.

This massive change in performance piqued our interest,
and in looking at this issue several of Goto and van de Geijn’s
papers were examined for clues, in addition to the source code.

The two leading non-commercial BLAS libraries were, and
still are, GotoBLAS [2] (forked since into several versions,
the most popular arguably being OpenBLAS [5]), written by
Kazushige Goto and Robert van de Geijn, and ATLAS [6],
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a largely auto-tuning BLAS library authored mainly by R.
Clint Whaley, who notably did not give the TLB more than
a passing mention in his papers. Whaley instead states that
TLB problems are eliminated by careful structuring of the
data, which is done to ensure contiguous access and thus
promote good cache usage. This is a point mentioned also
by Goto and van de Geijn, but which is accompanied by
frequent comments about the importance of and thought that
must be given to the treatment of the TLB. Unfortunately this
importance is neither quantified nor demonstrated in any of
their publications, leaving the reader to decide for himself.

One of these comments stresses the importance of avoiding
a TLB miss over a cache miss, since a TLB miss will cause
the processor to stall while the required data is discovered
and the appropriate entry added, whereas a cache miss can
sometimes be hidden by careful prefetching. Note also that,
for every cache access (be it instruction or data), the TLB
must be accessed first, putting it in the critical path.

With no further information to go on than the publications
of rival authors, it was necessary to do some testing of our own
to determine just how important the TLB is. As Goto and van
de Geijn claimed that it is so essential, we decided to use the
GotoBLAS library for these tests, since it seemed likely that
this library would be affected, its authors having thought it
necessary to stress the point in their writing. Indeed, within
the build system of GotoBLAS there are two variables that are
set for each supported processor microarchitecture that refer
to the data TLB. These deal with the size of each entry in the
data TLB and the number of entries this data TLB holds in

total.

There is a curious interaction between the data TLB and
the HPL benchmark that does not seem to have been observed
before. If we have differently-declared matrices, say

double a[1000][1000], *b, *c;
b=calloc (1000%1000, sizeof (double)) ;
c=calloc (1000x1000, sizeof (double));

then accessing b after accessing a, or ¢ after b, will need
to access different addresses, and hence need new entries in
the TLB. However, if we free b before allocating c, it is
conceivable that b and ¢ will occupy the same addresses,
and hence the same TLB entries. Experimental observation
of the HPL benchmark shows that, although various different
matrices are solved, they are in fact all at the same addresses.
Hence the HPL benchmark is perhaps not as much an exercise
of TLBs as it might appear.

III. THE EXPERIMENTS

Full details of the machines involved, and the precise
HPL.DAT file used, are in the full paper [7]. Beginning with
essentially the same toolkit as was used for the Bath bench-
marking exercise (that is, HPL, GotoBLAS, OpenMPI [§]
and GNU GCC [9]), the getarch.c file within the GotoBLAS
source code was altered to provide several new processor
microarchitecture definitions based on those that would usually
be used on the target machines. Each of these definitions was
essentially identical to the original, except for the value of



of the variable DTB_ENTRIES, which describes the size of
the data TLB (DTLB) on our target processor in number of
entries. (Another variable, DTB_SIZE, describes the size of
each of those entries, but is not used anywhere in the code,
despite featuring equally in (1).)

The DTB_ENTRIES variable is used by the build system
to define macros within the source, and affects the sizes of
various things, in particular the amount by which a loop
iterator within GEMV is incremented by.

This variable was altered by 25%, supplying values at 25%
of the original value, then 50%, 75% and so on up to 200%.
After that the step change was increased to 50% up to 800%
of the original size to determine whether or not excessively
larger values had any effect. The effect of this change on the
compiled library was verified both by eye and using the UNIX
diff program.

The library was rebuilt for each of the new definitions,
producing a version for each modification. For speed, HPL
was built to link dynamically against the BLAS library, and
the LD_LIBRARY_PATH variable changed for each run to
reference the relevant library. Two sets of experiments were
run 30 times on each machine to gauge the effect of altering
the variable on the performance of HPL on that system.

As only a single node was being used each time, and so
that the same problem size could be used on both the Bath
(Harpertown/Penryn) and Southampton (Westmere) machines,
the N, NB, P and Q variables were chosen to be large enough
to invoke the main, in-cache GEMM algorithm, but small
enough for runs to complete within a relatively short time
frame. In addition, HPL was configured to try combinations
of all three panel factorisation algorithm variants.

On our family museum piece (Northwood), due to the (to
modern eyes) rather small amount of memory available (a
mere 756MB), the problem size, N, had to be reduced to
5000, half that used on the other machines. In addition, having
gained access to this machine very late in our investigations,
runs were made only for assumed DTLB sizes between 24%
and 250% of its actual size, since previous experiments on the
other two machines had shown this interval to be of the most
interest.

Before we began, we verified that we would not be trans-
parently using large TLB page sizes on any of our machines.
Being production systems, kernel updates are not frequently
applied, and fortunately both Aquila and Iridis are still running
Linux kernel versions which pre-date this feature. On our
Northwood system, we were careful to choose a similarly old
kernel, although it should not be necessary.

We also checked, by eye, that the original numbers in the
GotoBLAS build system agreed with the output of cpuid in
each case.

A. Results

Figure 1 shows the results from all three machines on the
same graphs, so that they may be compared at the same scale
relative to one another. We include this for interest only, as
we are really interested in how the performance on a single
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machine is affected, not how one performs in comparison to
another. If all the reader sees is some almost-horizonal lines,
that is the effect intended, larger colour versions are in [7].
At this scale, it is clear that the changes to assumed DTLB
size make very little difference, the lines, practically speaking,
showing little variation and being essentially flat. (It should be
noted that the x axis refers to the DTLB size of that particular
processor, so 100% is the point at which the GotoBLAS build
system is told to assume the correct DTLB size for that specific
processor.) Considerably more marked change occurs when

Fig. 1: The effect of changing DTB_ENTRIES on HPL on all
three processors, for comparison

the HPL variables are changed in the input file, suggesting
that the choice of panel factorisation algorithms, matrix size
and block size are vastly more important in obtaining the best
possible performance on a particular machine. Even at this
scale, it is clear that the panel factorisation algorithm choice
shows a clear divide on the later two processors, with results
on Westmere and Harpertown dividing in each case into two
distinct groups.

Although we are not so interested in inter-machine compar-
isons here, the results show just how significant the change
in performance is when moving to a more modern machine.
The Intel®Harpertown (Penryn) processors, with 4 cores,
have the highest clock speed of all our systems, yet are
still outperformed by the 6 core Intel® Westmere chips. The
higher core count, higher memory bandwidth, faster memory
and improved SIMD instructions, along with all the other
improvements we have come to take for granted in modern
computer systems, all contribute to the increased performance
of the Intel® Westmere chips.

The single-core, single-socket Intel®Pentium 4 (North-
wood) system, which predates SSE3, is comprehensively out-
performed, even accounting for the loss of performance due
to the smaller (halved) problem size. It has a much smaller
cache, and fewer cache levels, than the other two processors,
which, in addition to the myriad other improvements across
the whole machine, is already known to make a noticeable
difference to performance.



1) Intel®Westmere: The Intel®Westmere chip was the
newest that we were able to examine in this study. It sports
several improvements over the older two chips, including a
12MB Intel®Smart Cache, a dual QPI BUS and SSE4.2.
This gives it a noticeable, and not unexpected, improvement in
performance over even the higher clocked Intel® Harpertown
processor. The 4-way DTLB on this processor supports 64
entries for 4K pages, or 32 entries for 2M/4M pages.

The results show several interesting features. See figure
2. The first observation is the similar shape to those for
Harpertown (Penryn). Indeed, given the shape of the mean
even between the different HPL variations (C2C2, C2L4, etc),
it seems unreasonable to presume that they might be caused
by noise, and MATLAB’s ttest2 confirms that chance would
be an unlikely cause for the fluctuations in both these and the
Harpertown (Penryn) results (P = 0.0002).

Of most interest is perhaps the section between 50% and
150%, where there is a noticeable increase in performance
up to 100%, followed by a sudden drop in performance. The
change in performance is relatively small, being in the order of
0.3% of overall performance for this problem size, and is still
vastly dwarfed by the effect of panel factorisation algorithm
choice, not to mention other variables (particularly N and NB)
that might have been chosen differently had our intention been
to approach Rpeu.

Westmere (N = 10000; NB = 100; P = Q = 1)
8.500000e+01 — T T T T T T T T
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e
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i

8.250000e+01 |-

GFLOPS

82000008 +01 “t//,?//
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% of real TLB size (number of entries)
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Fig. 2: The effect of changing DTB_ENTRIES on HPL on
Intel ® Westmere

Unfortunately a small number of our runs on the University
of Southampton machine, Iridis 3+, showed up nodes perform-
ing at only 2/3rds the speed of their identically equipped peers.
Their results have been discarded on the grounds of being
affected by a probable hardware fault. Thus there are slightly
fewer than the intended 30 runs to be considered for this chip.

2) Intel®Harpertown (Penryn): The results on this chip
(see figure 3) show a strange dip when DTB_ENTRIES was
altered to be 50% of the actual DTLB size of 256 entries
for 4K pages. Performance overall is relatively flat. The
same repetition in fluctuations can be seen across the various
HPL tests, as we saw with Intel® Westmere, and ttest2 again
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confirmed our perception that these could not be attributed to
simple noise.

A further observation is that the choice of the two panel
factorisation algorithms affect performance differently on
Intel®Harpertown (Penryn) than on Intel®Westmere, with
right-looking approaches appearing to be a better choice on
this architecture.

Penryn (N = 10000; NB = 100; P=Q = 1)
6.300000e +01
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6.000000e +01

L L L L L . L L L
50% 100% 150% 200% 300% 400% 500% 600% 700% 800%

% of real TLB size (number of entries)

Fig. 3: The effect of changing DTB_ENTRIES on HPL on
Intel ® Harpertown

3) Intel® Pentium 4 (Northwood): Like Intel@® Westmere,
this now obsolete processor sports 64 DTLB entries for 4K
pages. It supports SSE2, but none of the later improvements,
and predates SMT. It is the only 32-bit processor in this paper.

Figure 4 is perhaps the most interesting, especially when
compared with figures 3 and 2. Unlike the results for the later
processors, there is very little difference between the different
choices in panel factorisation algorithm.

Northwood (N = 5000; NB = 100; P =Q = 1)
31500002 +00 . .

3.100000e +00

3.0500008 +00

¥
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2.950000e+00 |- 4

GFLOPS

[

2.900000+00 |- 4

2.850000e+00 |- 4

2.800000e+00 |- 4

27500008 +00

100% 150% 200%

% of real TLB size (number of entries)

Fig. 4: The effect of changing DTB_ENTRIES on HPL on
Intel ® Pentium 4

We speculate that this is due to the slightly different
treatment of this processor. Since the version of the library
that we are using post-dates [1], it seems highly likely that the
authors will have included any changes recommended by their



findings. In fact, on examining the source for the GotoBLAS
library, it is clear that there are several places where the kernels
differ if built for the Intel®Pentium 4 family.

B. Measuring DTLB misses

This has so far only been done on Intel®Harpertown,
and was accomplished using oprofile [10] to access the own
hardware counters built into the processor.

Fig. 5: Approximate DTLB misses on Intel®Harpertown,
running HPL with our modified GotoBLAS

As figure 5 shows, the change in the whole HPL run is only
slight, and may be an artefact of the experimental error: see

[7].
IV. CONCLUSION

The results show that any changes to the DTLB size
assumed by Goto and van de Geijn’s build system result in
performance changes so small as to be, while statistically
significant, practically insignificant on the processors to which
we had access, being almost indistinguishable from noise to
the unaided eye. Figure 5 shows that, even if TLB misses
were much more expensive, the change would still be slight.
It is clear that changes to the HPL input values and thus
the problem shape and size affect performance considerably
more noticeably, as does the choice of panel factorisation
algorithms; an area we should like to investigate further.

However, in a situation where every advantage, however
small, is being exploited by national facilities and companies
competing for a place in the TOP500 [3] list, the performance
effected by their approach to the DTLB starts to become
more interesting. We suspect that the importance of a specific
context may help to explain why Goto and van de Geijn appear
to disagree with others in the community.

Given the nature of the algorithm employed by Goto and van
de Geijn, we suspect that the main reason for their improved
performance over many of their competitors is due to the
cache treatment, rather than their treatment of the DTLB.
Their algorithms block for the largest cache level, usually the
level 3 data cache on modern processors, and level 2 on older
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processors such as Intel® Harpertown (Penryn). In contrast,
work on ATLAS has until recently focused on the level 1
cache. Other work on cache design, such as [11], has indicated
that it is the outermost cache level that has the greatest effect
on overall memory I/O performance.

Other conclusions are that HPL is not a very good test
of TLB performance, due to the aliasing effect mentioned in
section II, and that GotoBLAS is even less portable than might
be thought, due to the lack of use of DTB_SIZE.

We anticipate continuing this work work by investigating
the different relative performance of the various solvers on
different architectures, particularly on modern processors. This
could be better measured by looking at actual TLB miss rates,
via hardware counters or similar, rather than the perhaps more
difficult to measure FLOP count. Work on this has begun, but
is still ongoing.

Another area for further work would be to revisit the effects
of varying page sizes on benchmarks on modern architectures.
Similar studies, such as that undertaken in [4] have been done
in the past, using the SPEC benchmarks [12], as well as hand-
written microbenchmarks. A similar approach could be used
here, but extra care would have to be taken due to the effects of
the aggressive energy saving functionality inherent in modern
processor designs.

a) Acknowledgements: We are grateful to Ed White,
David Stewart and Martin Brain for their comments and
advice, also to the reviewers for pointing out weaknesses in
the exposition.
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Abstract—In this paper, the parallel implementation of a new
explicit group iterative scheme is proposed for the solution of a
three dimensional second order telegraph partial differential
equation. The explicit group (EG) method is derived from the
standard centered seven-point finite difference discretisation
formula. We utilize the domain decomposition technique on
this group scheme to divide the tasks involved in solving the
equation. The aim of this study is to describe the development
of the parallel group iterative scheme under OpenMP
programming environment as a way to reduce the
computational costs of the solution processes using multiple-
core technologies. Numerical experiments are conducted
together with their detailed performance analysis. The results
will be reported and discussed.

Keywords- Telegraph equation; explicit group method;
domain decomposition algorithm; parallelization; multiple-core;
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1. INTRODUCTION
Consider the three dimensional second order hyperbolic
equations (telegraph equation) defined in the region
Q={(x,y,2,0)|0<x,y,z<1,¢t>0} of the following form
_8“U+2a8_U LU U+—BMU+—8 U+F(x,y,z,t) (1)
or? ot ox*  dy* oz’
where a(x, y,1) > 0, B(x,y,t) = 0.
The initial condition consist of

U(x,y,2,0) = fi(x,y,2);U (x,,2,0) = f,(x,,2)
and the boundary conditions consist of
U@©,y,z,t) =g (y,z,1);U(l, y,2,t) = g,(y,2,1)
U(x,0,z,1) = g (x,2,1);U(x,1,2,t) = g (x,2,1)

Ux,,0,6) =g (x, y, 1)1 U(x, y,1,8) = g (x, ,1)

This equation is commonly encountered in physics and
engineering mathematics such as vibration of structures and
signal analysis. In recent years, various numerical schemes
have been developed for solving one-, two- and three-
dimensional hyperbolic equation [1-10]. Ali and Kew [1]
developed an unconditionally stable explicit group
relaxation methods based on combination of rotated and
centered five-point finite difference approximation on
different grid spacing which solve the two dimensional

+pU=
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DOI 10.1109/DCABES.2013.28

115

second order hyperbolic telegraph equation. The scheme is
proven to require lesser execution time than the others
explicit group methods [11]. As an extension to these
works, Kew and Ali [12, 13] presented the utilization of
domain decomposition techniques on explicit group
methods and parallelized it using OpenMP programming
environment. The parallel algorithms successfully save up
of approximately 20% of the computational costs compared
to their sequential algorithms. In year 2002, Mohanty [8]
formulated the unconditionally stable Alternating Direction
Implicit (ADI) difference scheme of second order accuracy
in solving the three space dimensional hyperbolic equations.
Mohanty [5] proposed another method of three level
implicit operator splitting technique in solving the three
dimensional hyperbolic telegraph equations (1). The method
is unconditionally stable and applicable to singular problem.

In this paper, we present a new explicit group relaxation
method derived from the standard seven-point difference
approximation for the solution of (1). This explicit group
method is developed using small fixed size group strategy
which require lesser execution times than the classic point
iterative method. The method is then parallelized using
OpenMP environment with the utilization of domain
decomposition technique.

In the next section, a brief overview will be given on the
formulation of explicit group method for the three
dimensional telegraph equations. The parallelization using
domain  decomposition technique under OpenMP
programming environment will be discussed in Section 3.
Section 4 presented the numerical experiments and the
results. Finally, concluding remarks are given in Section 5.

II.

In solving problem (1) wusing finite difference
approximations, we let the spatial domain, Q be discretized
uniformly in x-, y- and z- directions with a mesh size

FORMULATION OF THE GROUP METHOD

h=Ax=Ay=Az= l/ n where n is an arbitrary positive
integer. The grid points are given by
(x,,y,,2,,t,) = (ih, jh,lh, mk) and

where m=1,2,3,...

k >0 be the time steps. Let U be the exact solution of the
O,
CPS 9
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differential equation and u be the computed solution of

the approximation method at the grid point. (1) can be
approximated by various finite difference schemes. One
commonly used formula is the standard seven-point
difference approximation

—(r / 2) (MHL/J."M tu ) + (1 +3r+a+b/ 2) u,

—(r / 2) (uw_w1 U o ) — (r / 2) (”,,/,m.,m + “,,/,H,mu)

= (V / 2) (um,,_l.m + um,,,/,m) + (V / 2) (u, j+Llm + u, /7!./,m)
+(r/ 2)(uhw + u) +(2-3r=b/2)u

+(a—1)ul

@)

ijdm

+AL'F

LJdsm=1 i,jLm+1/2

where r=At’/h’;a=aAt; b= AL’

The iterations for this standard centered seven-point
difference scheme are generated at any time level on all grid
point using (2) until convergence is achieved before
proceeding to the next time level. The process continues
until the desired time level is reached.

Consider the standard seven-point formula (2) which
was derived from the centred finite difference discretisation.
The mesh points are grouped in cubes of eight points (Fig.
1) and applying (2) to each of these points will produce the
(8x8) systems of equations in the form

koo—k, 0 <k <k, 0 0 0\ i rhs,,.,
—k ok —k 0 0 k0 0 || U rhs,,
0 —k k <k, 00—k O | M || S0 |(3)
_kz 0 _kz kl 0 0 0 _kz ur.m,/‘um rhs:,m./
-k 0 0 0 k -k O —k| u rhs
2 2 iy J I+ m+l 0,0+
0 _kz 0 0 _kl kl _kZ 0 u,n.,,MJm rhS:H./JH
0 0 -k 0 0 -k k —k|lu rhs
_k _k 0 _k k i+ L i+, LI+
0 0 0 2 2 2 1 rhs
i, LI mt i LI
where k =1+3r+a+b/2;k =r/2;k =2-3r-b/2;k =a-1
rhs =k (u +u +u u
il 2 i-1,jd m+] i1 mel i, -1 m+ i-1,jlm i+, 0m ij-1dm
2
+u +u Wku +ku +At F
i+l m i jd-1,m iy jd+lm 3 ijdm 4 i jdm-1 i jidm+l/2
rhs =k (u +u
i+, 2 42,0 m+l i1, m+ i+, j -1 m+l ijdm i+2,j0m i+l =10 m
Yk u +ku +Af' F
L 1,01 i+, 0+ m 3 i, m 4 ix1, 0 1 i+, m 2
rhs =k (u
[ NE 2 2, 410 m+l i+l 42,0 ml i+l 11 m+L i+l m 42, j+1,0m i+l m
2
u U u Yk u +ku +At F
1,j4+2.0m i+ j+I-1m i1, jHL L m 374+ 4 il -] L m 2
rhs =k (u U u
INE S 2 i=1,j+1 0 m+] i, j42,0 m+l iyl =1 m+l i1, j+ 0 m i+ m ijdm
2
+u +u Yku +ku +At F
i j+2.0m i+ I—Lm i m 37 m 4 me1 i j+mE2
rhs =k (u
i, 041 2 =1,/ 141 m+l i =141 me i) 042,m i1+ m i+ m i j-1d+m
2
U 4u Yku +ku +AtF
i+ m jilm ij+2.m 370, m 470 4 mel i m 2
rhs =k (u
i+l j 2 i+2,j 41 m+l i+l =104 ml i+l 42 m+l INRE N 42, 0+1m i+l m
2
u +u +ku +ku +At F
i+l =141 ,m il AL m i+, 2 m 3 i+l m 4 il A+ m=1 il mA 2
rhs =k (u u U u
il 4] 2 i+2, 1+ ] i+, j+2 141 m+l il 42 m4] il m i+2, j+1 0+ m il I+l m
2
+u +u Wku +ku +At F
42 04 m i+, m L2 m 37, 4 m 4L m i m 2
rhs =k (u + u
i+l e+ 2 i=1, 41,0+ m+] i #2041 m+l B2 mel i1 m i+l L+ m i+l m
+u U +u Wku +k u +At F )
i, j+2,0+1,m i jHlm il I+2,m 30 m 40+ m=1 i+ mel/2
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Fi gurel'. Computati.onal molecule for EG method

This matrix (3) can be inverted to produce an eight points
explicit group (EG) equation

Yisrmn m.m, m; m, m, m; m, m, rhs""/
Uit jtmnt m, m, m, m, m, m, m, m, rhs,, .,
Uit jotdmnt m, m, m m, m, m, m, m, rhs;+!_;+l !
Uyt | g| P2 s ms e my m, mym, rhs, ., (4)
U rma m, m; m, m; m, m, m; m, rhsr.j.m
Uy 11ma m; m, m; m, m, m_m, m I"hSM_/.“I
Uiy it 1t mst m, m, m, m, m;, m, nm, m, V]’ISM L
Ut st R L rhs,.,n.m
where

A=1/(k* =10%k? *k? +9%k,*)
mo=kt —T%k *kp m =k *k, 3%k,
m,=2%k %k m, =6k}

The iterations are generated on these groups of eight
mesh points and it is treated explicitly similar to the way
where the single point is treated in the point iterative
method. Similarly, the process is repeated until the desired
time level is achieved.

III.

Most domain decomposition methods (DDM) have been
developed for solving elliptic [14, 15] parabolic [16, 17] and
hyperbolic problems [12, 13]. They have been considered
as very efficient methods for solving partial differential
equations on parallel computers [17]. They can be classified
into two classes; overlapping and non-overlapping methods
with respect to the decomposition of the domain. In [12,
13], Kew and Ali have demonstrated the use of DDM for
the explicit group methods by using the overlapping sub-
domain and Schwarz alternating procedure (SAP). This SAP
operates between two overlapping sub-domains; solving the
Dirichlet problem on one sub-domain in each iteration by
taking the boundary conditions based on the most recent
solution obtained from the other sub-domain. The details of
the SAP can be obtained in [18].

In order to implement this domain decomposition
algorithm, ordering strategies need to be considered for each
finite difference discretization scheme due to the shared
boundaries between sub-domains [12, 13].

DOMAIN DECOMPOSITION TECHNIQUES



The solution domain is decomposed into blocks as shown in

Fig. 2. Referring to Fig. 2, when the point 1 in Q, is
computing, points 2 — 7 at the same time level needs to be
used if (3) is used. However, points 1 — 6 are from sub-

domain Q, while point 7 is from sub-domain Q, . In the case

of parallelization, the sub-domains Q, and Q,are computed

concurrently. There is a possibility that the solutions at the
points 7 is updating on the respective sub-domains when the
point 1 are being computed. This may cause inaccuracy in
the numerical results. Thus, we need to organize the
ordering strategies to prevent any conflict on the usage of
points among sub-domains. With this in mind, a red black
group ordering strategy is introduced to this EG scheme.
The black group points are set to be odd sub-domains and
computed concurrently, followed by red group points, even
sub-domains. The algorithm of this scheme is presented in
Table 1. The same concept of domain decomposition
ordering strategy can also be implemented for the standard
centered seven-point scheme.

Table II presents the syntax of implementing the program
on multiple-core processor. It is observed that Steps 7 — 14
in Table I is the most expensive part of the algorithm and
therefore stands to gain the most advantage from the
parallelization process.

°7

4

Figuré 2 Explicit éroup scheme with domain decomposition

TABLE I. ALGORITHM FOR EXPLICIT GROUP SCHEME
USING RED BLACK GROUP ORDERING STRATEGY

Choose an initial guess u to the solution

1.

2. For each time step:

3. Set Boundary Condition

4. Until convergence, Do (Global):

5. Identify the subdomain boundaries values
6. Until Convergence, Do (Local):

7. For each subdomain:

8. Solve at the black group points
9. EndDo

10. For each subdomain:

11. Solve at the red group points
12. EndDo

13. Check the local convergence test
14. EndDo

15. Check the global convergence test
16. EndDo

17. EndDo
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TABLE II. SYNTAX FOR IMPLEMENTING THE PROGRAM
ON MULTI-CORE PROCESSOR

#include <omp.h>

void main()

{
int num_threads;
omp_set_num_threads(omp_num_procs());

#pragma omp parallel for

{
1

Compute the points in each sub-domain
1
s

IV. NUMERICAL EXPERIMENTS AND RESULTS

In order to demonstrate the viability of the proposed
method in solving the three dimensional second order
hyperbolic equation (1), experiments were carried out on a
quad core i7 CPU 2.0 GHz, 4GB of RAM with Window 7
operating system using Microsoft Visual Studio 2010. This
experiment is to solve the hyperbolic problem (1) with the
analytical solution [5]

u(x, y, z,t) = exp(—t)xsinh xxsinh yxsinh z
f(x,,2,0)=(B" —2a—2)xexp(r) xsinh x xsinh yxsinh z ®)

The boundary and initial conditions can be obtained
from the analytical solution. The proposed group method is
a three level scheme. The starting values of u(x,y,z)at the

first time level need to be obtained before any computation
starts. The values may be obtained using the Taylor series
expansion

u =’ k() +(K72)(u)u’ +OK")

il

(6)

where u and u, are known explicitly at #=0 .The values of

relaxation factor (Gauss Seidel relaxation scheme) for the
various mesh sizes are set equal to 1.0. The convergence

criteria used throughout the experiment was the /_ norm
with the local and global error tolerances were set equal

to107%and 1077, respectively. Throughout the computation,
the values of o=10.0 and F=5.0 . The RMS errors are
tabulated at 7=2 for a fixed A=k/h=3.2 for several mesh
sizes of 16, 32, 64 and 128 and are listed in Table III. Table
IIT also shows the comparison execution times obtained for
the sequential algorithm (1 thread) and parallel algorithm (4
threads) for the point, and explicit group method. The
speedup is used to measure the performance of the parallel
algorithms compared to the corresponding sequential
algorithms. The speedup formula used is in the form of

Execution time for a single thread

7

It can be observed that the computational results
obtained from explicit group method maintained the same
degree of accuracies with the standard point method. The
EG method requires lesser computing times compared to
point method due to its lower computational complexity. As
shown in Table III, the execution times of the parallel EG
can be saved up to about 34% compared to the sequential

Speedup = — -
Execution time using 4 threads



EG and 39% for the standard centered seven-point method
for the mesh size of 128. The percentages vary for
difference schemes. This is due to the ordering strategies’
implementation which may cost overheads and thus
affecting the execution timings.

V. CONCLUSION

In this paper, the parallel implementation of a new
explicit group (EG) relaxation method, derived from the
standard centered seven-point difference formula has been
presented in solving the three dimensional telegraph
equations. The parallel implementation utilizes the domain
decomposition technique on the discretized solution domain
using OpenMP programming environment. For comparison
purposes, we also include the RMS error and the execution
timings of the point-wise scheme; the standard centered
seven-point method. The accuracy improves when the
domain grid size for the iterative solution increases for both
methods. It is observed that the accuracies of the proposed
group method is as accurate as the standard point method
even though the domain grid size for the iterative solution is
doubled. It can also be observed that the parallel algorithms
manage to save up approximately 35% of the computational
costs compared to their sequential algorithms. Furthermore,
better saving of computational costs are recorded when the
grid size is finer. In conclusion, the explicit group relaxation
method is able to take advantage from parallelism
implemented on multi-core technology environment and the
objective to reduce computational cost is achieved.
Research on other explicit group method of the same class
like the Explicit Decoupled Group (EDG) and its variants
are under investigation and will be reported soon.
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TABLE IIIL EXPERIMENTAL RESULTS
Non Parallel (1 Thread) Parallel (4 Threads)
h! Iter RMS Error Elapsed Time Iter RMS Error Elapsed Time Speed-up
16 44 6.570E-04 0.227 44 6.570E-04 0.223 1.018
Standard Point 32 67 3.180E-04 5.574 67 3.180E-04 4.683 1.190
Method 64 88 1.580E-04 156.371 88 1.580E-04 118.445 1.320
128 100 8.350E-05 4539.633 100 8.350E-05 2771.018 1.638
16 26 6.570E-04 0.142 26 6.570E-04 0.139 1.022
Explicit Group 32 38 3.170E-04 2.951 38 3.170E-04 2.616 1.128
Method 64 50 1.560E-04 77.823 50 1.560E-04 62.098 1.253
128 56 7.970E-05 1988.438 56 7.970E-05 1313.726 1.514
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*ter: Global iteration number at time T = 2.
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Abstract—To keep the balance between the global search and
local search, a novel binary quantum-behaved particle swarm
optimization algorithm with comprehensive learning and
cooperative approach (CCBQPSO) is presented. In the
proposed algorithm, all the particles’ personal best position
can participate in updating the local attractor firstly. Then all
the particles’ previous personal best position and swarm’s
global best position are performed in each dimension of the
solution vector. Five test functions are used to test the
performance of CCBQPSO. The results of experiment show
that the proposed technique can increase diversity of swarm
and converge more rapidly than other binary algorithms.

Keywords-quantum-behaved particle swarm optimization;
binary; comprehensive; cooperative

L INTRODUCTION

Particle swarm optimization (PSO) is an evolutionary
computation techniciue developed by Dr. Eberhart and Dr.
Kennedy in 1995 . Base on deep study of PSO and
inspired by quantum mechanics, quantum-behaved PSO
(QPSO) is proposed by Jun Sun 545 QPSO has much
fewer parameters without the velocity of particles and much
stronger global search ability than PSO In 1997,
Kennedy proposed the binary version of PSO (BPSO) [,
and Jun Sun proposed the binary version of QPSO (BQPSO)
in 2007 1.

This paper will focus on developing the binary version
of QPSO with comprehensive learning and cooperative
approach (CCBQPSO). The comprehensive strategy can
keep the diversity of swarm, and the cooperative method
can direct the algorithm into local search and converge to
the optimum solution fleetly. In the proposed algorithm, all
the particles’ personal best position can be participate in
updating the local attractor firstly. Then each dimension of
particle’s new solution vector replaces in turn the
corresponding dimension of particle’s previous personal
best position and swarm’s global best position to calculate
the fitness value.

The rest part of the paper is arranged as follows. In
section 2, a brief introduction of the BPSO is presented. The
BQPSO is described in section 3. Next, the novel CCBQPSO
is proposed in section 4. Then the experiment results are
shown in section 5. And the conclusion is made in section 6.

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.29

II.  BINARY PARTICLE SWARM OPTIMIZATION
In PSO, the population with M particles is called a
swarm X in the D-dimensional space. The position vector
and velocity vector of particle i at the generation ¢
represented as  x,(t) = (x,,(¢),x,, (1), -+, x;p (¢)) and

v,O)=,®),v,(®), -, vp()) .The particle moves
according to the equations:
v, (t+1) =wv,(t)+cr(pbest,, —x,,(1)) (1)
+c,r,(gbest, —x,,(t))
x,t+D)=x,()+v,(t+]) )

Where i=12,---,M;d=12,---,D , w is the inertia
weight. ¢, and ¢, are called the acceleration coefficients.
1, and 7, are random number uniformly distributed
in (0,1) .Vector pbest, = (pbest,, pbest,,,---, pbest,,) is the
personal best position ( pbest ) of particle i, while the global
best position ( gbest ), gbest =/ (gbest,,gbest,, --,gbest,) ,

is the best particle position among all the particles in the
population.
In BPSO !, Eq. (3) replaces Eq. (2):
if (rand()<S(v,)) then x,=1 else x,=0 (3)

Where S(v) is a sigmoid function ( s(v) = ), and

_r
(I+e™)
rand() is a random number selected from a uniform
distribution in (0,1).

III. BINARY QUANTUM-BEHAVED PARTICLE SWARM
OPTIMIZATION

In this section, BQPSO is depicted. Firstly the equations
of QPSO algorithm are as follows:

1 M
best, = — best,
mbest, M;p est,, 4)
D = @X pbest,, +(1—@)x gbest, (5)
1
x,(t+)=p,* ﬂ|mbestd ~Xia (t)| *In(—) (6)
u

Where ¢ is a random number. mbest is mean best
position of the population. Parameter S is called the

Contraction-Expansion coefficient, which can be tuned to
control the convergence speed of the algorithm.

cps’s
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In BQPSO, the position of particle is represented as a
binary string. Hamming distance is defined as the count of
bits different between two binary strings. That is

|X-Y|=d,(X,Y) (7

The function d,() is to get the Hamming distance
between binary strings X and Y .

The jth bit of the mbest is determined by the states of
the jth bits of all particles’ pbest in BQPSO. If more
particles take on 1 at the jth bit of their own pbest , the jth
bits of mbest will be 1; otherwise the bit will be 0.
However, if half of the particles take on 1 at the jth bit of
their pbest , the jth bit of mbest will be set randomly to be
1 or 0, with probability 0.5 for either state.

The point p, is obtained by one-point or multi-point
crossover operation on pbest, and gbest . Firstly generate

two offspring by crossover operation. Then randomly select
one of the offspring and output it as the point P,.

Consider iterative Eq. (6) and transform it as

®)

We can obtain the new string x, by the transformation

b=d,(x,p,) zﬂde(xi,mbest)xln(l)
u

in which each bit in p, is mutated with the probability
computed by
b

/
1 if§>1

c, =

®

Where / is the length of the dth dimension of particle i .
In the process of iteration, if rand() < c, the corresponding
bit in the position of particle i will be reversed, otherwise
remains it.

With the above definition and modifications of iterative
equations, BQPSO algorithm is described as the following
procedure:

Step 1: Initialize an array of binary bits for all particles,
pbest and gbest .

Step 2: For each particle, determine the mbest and p, .

Step 3: For each dimension, compute the mutation
probability ¢, and update the particle’s new position x, .

Step 4: Evaluate the objective function value of the
particle, and compare it with the objective function value
of pbest and gbest . If the current objective function value
is better than that of pbest and gbest , then update pbest
and gbest .

Step 5: Repeat step 2~4 until the stopping criterion is
satisfied or reaches the given maximal iteration.
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IV. BINARY QUANTUM-BEHAVED PARTICLE SWARM
OPTIMIZATION WITH COMPREHENSIVE LEARNING AND
COOPERATIVE APPROACH

A. Comprehensive Learning

In comprehensive learning BQPSO (CLBQPSO), the
value of each dimension in the local attractor p, is
randomly selected from corresponding dimension of an
arbitrary particle’s personal best position ). For each
particle i, learning probability C, is introduced to make the
decision of which particle is adopted. For each dimension of
particle i, if rand()>C,, p, is taken from the current

particle’s pbest itself. Otherwise, it should learn from other
particles’ pbest use tournament selection.

B.  Cooperative Approach

For objective function f(X)=f[(X1,X2,---,XN)], as
BQPSO described, each update step is also performed on a
full D-dimensional solution vector. As long as the current
objective function value is better than the former value, then
update pbest and gbest . Then it may be appear the
possibility that some dimension in the solution vector have
moved closer to the global optimum, while others moved
away from the global optimum. Whereas the objective
function value of the solution vector is worse than the
former value. Therefore, the current solution vector can be
give up in next iteration and the valuable information of the
solution vector is lost unknowingly. We present a
cooperative method to avoid the undesirable behavior %, In
the proposed method, each dimension of the new solution
vector replaces in turn the corresponding dimension of
pbest and gbest , and then compare the new objective

function value to decide whether to update pbest and
gbest .The process is as follows:

Step 1: For each particle i , initialize cgbest = gbest ,
cpbest, = pbest; .

Step 2: For each dimension of particle i, replace the
dimension of cpbest and cgbest by the corresponding

dimension of the particle.
Step 3: Evaluate the new objective function value of
cpbest and cgbest , and compare it with the objective

function value of pbest and gbest . If the current value is
better than that of pbest and gbest , then update pbest and
ghest .

Step 4: Repeat step 2~3 until all the dimension of the
particle is compared.
C. CCBQPSO

A novel hybrid algorithm, which is based on
comprehensive learning and cooperative approach BQPSO
(CCBQPSO), is proposed in this section. The iteration
process of CCBQPSO is described step-by-step.

Step 1: Initialize.



Step 2: For each particle, use comprehensive strategy to
update the local attractor p; .

Step 3: Update the particle’s new position x; by BQPSO.

Step 4: Evaluate the objective function value of the
particle, and compare it with pbest and gbest . If the current
objective function value is better than that of pbest
and gbest , then update pbest and gbest .

Step 5: Use cooperative approach to update pbest
and gbest .

Step 6: Repeat step 2~5 until the stopping criterion is
satisfied or reaches the given maximal iteration.

The proposed algorithm tries to improve convergence
precision by comparing each dimension of the solution
vector. It must extend the search space and then increase the
time consumption. Two adaptive control methods are
proposed.

(1) The cooperative strategy is adopted when the new
objective function value is worse than the former.

(2) The cooperative strategy is performed when the bit of
the particle is different from the corresponding bit of pbest

and gbest .

V.  EXPERIMENTS

In this section, the performance of CCBQPSO algorithm
is tested on the following five different standard functions to
be maximized'”. Then the results are compared with BPSO,
BQPSO and CLBQPSO.

3
fIX)=786-> x (-5.12<x <5.12)
i=1

£2(X)=3905.93—(100(x] —x,)* —(1-x,)%)
(—2.048 < x, £2.048)
f3(X)=25-(x, +x, +x, +x, +x)

x,eZ, (-5.12<x,<£5.12)

30
f4X)=12482-3 ¢ (-1.28<x, <1.28)
i=1

25
f5(X)=500-1/ | 0.002+ 21
6
,:1]+1+Zi_l(x,—ay)
(320 160 0 16.0 32.0
4= -32.0 -16.0 0 16.0 32.0

(~65.536 < x, < 65.536)

In the numerical experiments, the parameters setting of
all the algorithms are described as follow: for BPSO, the
acceleration coefficients are set to ¢, =c, =2, and the

inertia weight w is decreasing linearly from 0.9 to 0.4. In
experiments for BQPSO, CLBQPSO and CCBQPSO, the
value of S is 1.4""). The parameters of learning probability
are set as C, =0.5. All experiments are run 50 independent
times respectively with a population of 20, 40 and 80
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particles. All the algorithms terminate when the number of
iterations succeeds 200.

The best fitness value (BFV), maximum BFV, minimum
BFV, mean BFV and the times of obtaining maximum BFV
over 50 runs are recorded after all the algorithms terminate at
each run. The mean BFV, minimum BFV and the times of
obtaining maximum BFV of 50 trial runs are listed on Table
1-5. Fig.1 illustrates the convergence process of mean BFV
of four algorithms over 50 runs with 40 particles on five test
functions.

TABLE L RESULTS OS f1
BPSO BQPSO CLBQPSO | CCBQPSO
Particles Mean Mean Mean Mean
MIN MIN MIN MIN
(Max times) | (Max times) | (Max times) | (Max times)
78.59986 78.59987 78.59967 78.6
20 78.5997 78.5997 78.5974 78.5999
& (12) B 3)
78.59985 78.59989 78.59986 78.6
40 78.5997 78.5997 78.5995 78.6
2) 13) &) (50)
78.59984 78.59992 78.59992 78.6
80 78.5997 78.5997 78.5997 78.6
“) (20) (18) (50
TABLE II. RESULTS OS f2
BPSO BQPSO CLBQPSO | CCBQPSO
Particles Mean Mean Mean Mean
MIN MIN MIN MIN
(Max times) | (Max times) | (Max times) | (Max times)
3905.9002 3905.9102 3905.928 3905.9289
20 3905.1536 3905.7815 39059116 3905.914
) (10) “) ©)
3905.9242 3905.9235 3905.9293 3905.9298
40 3905.8418 3905.8312 3905.9247 3905.9292
(13) (13) ) an
3905.9292 3905.9292 3905.9298 3905.9299
80 3905.9188 3905.9214 3905.9292 3905.9297
(15 (20) (10) 25
TABLE IIL. RESULTS OS 3
BPSO BQPSO CLBQPSO | CCBQPSO
Particles Mean Mean Mean Mean
MIN MIN MIN MIN
(Max times) | (Max times) | (Max times) | (Max times)
54.86 54.96 54.66 54.96
20 54 54 54 54
(43) (48) (33) (48)
54.98 55 54.78 54.98
40 54 55 54 54
(49) (50) (40) (49)
55 55 54.94 55
80 55 55 55 55
(50) (50) @) (50)




TABLE IV. RESULTS OS f4
BPSO BQPSO CLBQPSO | CCBQPSO
Particles Mean Mean Mean Mean
MAX MAX MAX MAX
MIN MIN MIN MIN
1250.7889 1253.5857 1252.4647 1261.469
20 1258.22 1261.7592 1259.2983 1268.48
1240.5389 1247.7543 1244.3038 1248.87
1251.7949 1252.9749 1252.0974 1262.1148
40 1263.1885 1262.126 1260.3056 1271.65
1241.2841 1245.6837 1247.5292 1253.4153
1251.851 1254.2206 1252.8175 1262.4969
80 1264.5341 1260.8333 1261.2899 1273.8849
1243.9959 1245.5395 1247.4616 1252.7685
TABLE V. RESULTS OS f5
BPSO BQPSO CLBQPSO | CCBQPSO
Particles Mean Mean Mean Mean
MIN MIN MIN MIN
(Max times) | (Max times) | (Max times) | (Max times)
498.71163 498.75278 499.2256 499.24135
20 497.76306 497.81977 498.7965 499.05711
© (1) 22) 31
498.95986 498.97292 499.25785 499.26106
40 498.10809 497.62203 499.113 499. 159
(13) @) (33) (38)
499.03857 498.94943 499.26989 499.2699
80 498.10906 498.10809 499.26975 499.26975
(19) (23) (46) 8)

The optima of function f1, whose fitness value is 78.6,

can be found out by all algorithms. As can be seen from
Table 1, the mean BFV of CCBQPSO is best. And BQPSO
outperforms BPSO and CLBQPSO. BPSO is better than
CLBQPSO with 20 particles, but worse than CLBQPSO
with 40 and 80 particles. However the minimum BFV of
CLBQPSO is the worst in all algorithms. As of solution
quality, the times of successful search of CCBQPSO is
maximum. And BQPSO is second. CLBQPSO with 20
particles make 2 successful searches out of 50 trial runs,
whereas BPSO find out the optima for 7 times. And the
corresponding times is 9 and 2 respectively with 40
particles. When the population number is 80, the optima are
found out for 18 and 4 times with CLBQPSO and BPSO.

The optima of function f2, whose fitness value is

3905.93, can be found out by all algorithms. As can be seen
from Table 2, the mean BFV of CCBQPSO is best. And
CLBQPSO takes second place. BQPSO has the worst
performance than other three algorithms with 40 particles.
Note that the times of successful search of CLBQPSO is the
worst. For other algorithms, the times of successful search
are basically the same with 20 particles, and the best
algorithm is BPSO with 40 particles. When the population
number is 80, CCBQPSO is superior in times of successful
search to BQPSO.

The optima of simple integer function f3 , whose

fitness value is 55, can be found out by all algorithms. As
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can be seen from Table 3, the mean BFV of BQPSO is best.
CCBQPSO, BQPSO and BPSO with 80 particles hit the
optima for 50 times out of 50 runs. CCBQPSO has better
quality of solution than BPSO and CLBQPSO with 20 and
40 particles.

In order to measure the average fitness value over the
entire population, Gaussian noise is introduced into f4

function. As can be seen from Table 4, in this function, the
mean BFV of CCBQPSO is the maximum. The mean BFV
of CLBQPSO is inferior to BQPSO but superior to BPSO.
However the maximum BFV and minimum BFV of
CLBQPSO with 80 particles are better than that of BQPSO.
The same happens in minimum BFV with 40 particles.

The optima of function f5, whose fitness value is 500.

All the algorithms can found out the best value 499.26991.
As can be seen from Table 5, the mean BFV and the
successful searches of CCBQPSO are best. And CLBQPSO
takes second place.

As is illustrated in Fig.l, we can see that the
effectiveness of the proposed CCBQPSO. CCBQPSO can
converge to the optimum more rapidly than other algorithms
on function f2 and f4 . On function f1 and f3,

BQPSO converges rapidly than other algorithms at the early
stage of running, but CCBQPSO exceeds BPSO soon and
generates a slightly better solution. On function f5, other

algorithms converge more quickly but generate worse
solution than CCBQPSO.

Compared with other algorithms, experimental results
show the effectiveness of the proposed CCBQPSO. In
summary, the comprehensive learning can keep the diversity
of swarm and have better global search, and cooperative
method can direct the algorithm into local search and
converge to the optimum solution fleetly.

VI. CONCLUSIONS

In this paper, a novel CCBQPSO is described. In the
proposed algorithm, all the particles’ pbest are used to

update the local attractor for preventing the particles
converge to local optima. And each dimension update of
particle can feed back to pbest and gbest. The results of

experiment have showed that CCBQPSO performs better
global convergence than other algorithms. However with the
increasing complexity of the problem, time wasting is the
main deficiency of CCBQPSO.
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Abstract— Resources are allocated to web
applications in large scale traditional servers
depending on various factors like internal
architecture, software support, hardware etc.,
resulting in under or over utilization of the
resources. Valuable resources are allocated for the
future continual business improvement which may
or may not be utilized resulting in wastage. On the
other hand cloud systems provide resources as
needed, thereby maximizing resource utilization.
Using cloud services increases productivity as it
saves valuable time, cost and is portable in tablets
and mobiles which are highly desirable for web
businesses. These factors contribute to a high
demand for system stability in cloud systems unlike
other systems. Due to this dynamic internal cloud
architecture, resource management has become a
complex process. As a cloud service provider takes
control of data and services, the resources can be
allocated as a pay as you go service, forging
resource management to fine tune the methods
adopted to allocate them. This paper focuses on
using one such method to allocate resources.

Keywords- Resource allocation; web cloud service
allocation; Resource management in cloud services;
Cloud Computing.

I. INTRODUCTION

Cloud service providers have to work closely with the
clients to provide the necessary resources and have a
fool proof backup plans. They are attractive to
businesses as they economize on resources, operating
costs, capital costs, maintenance and service costs. The
ability to optimize performance and the automatic
system recovery with minimum to no interruption to
day to day business due to system failures in cloud
services is lucrative to industries. Companies rely on
system stability to run businesses smoothly and as
more business switch to cloud services to provide such
stable and reliable architecture, the cloud resource
management needs to be robust. In web-based cloud
applications like an online book shop or Music store
which rely on their web based e-mail marketing that

Dr.Souheil Khaddaj
Kingston University
s.khaddaj@kingston.ac.uk

regularly sends out newsletters on events and books,
system stability is crucial. When information on new
music products or books are sent out via e-mail, if
misused will utilize the whole system resources
resulting in heavy web traffic bringing the whole
business to its knees. These criteria should be carefully
checked before allocating resources to applications.
Underestimating them will result in risk of failure and
overestimating it will result in under using the
resources. A need for a balanced process is needed to
achieve this. Moreover portability is highly desirable
quality factor in cloud services, resulting in the need
for a system to be highly stable that can be achieved by
vigorous testing of resources.

Security aspect of a business is one of the contention
businesses have when upgrading from traditional
services to cloud computing. A certain level of trust is
needed between the cloud provider and the client for a
seamless secure service. The cloud provider will be in
charge of the data flow and the work flow which puts
the providers in control of the business thereby the
level of expectancy in secure services increase.

Cloud services have solid backup systems so their
services are very reliable. As data recovery systems
and backup systems are part of the cloud packages the
users have less worry of loss of data as they can be
accessed anywhere 24-7. But outages do occur due to
system failures and maintenance. A need for a
continuous internet access in the client’s end is also
required to ensure access to the available services. In
this paper, system stability of a cloud architecture
providing cloud based web services are discussed and
the criteria for dynamic resource allocation to cloud
services are also discussed in detail.

II. DESIRABLE FACTORS FOR SYSTEM

STABILITY

Cloud services provided by Google, Amazon etc,
calculate their resources carefully as cost per usage of
services is involved. Methods like Black box, Gray
box and analytical models are used to calculate the
cost and resources [4] [5]. A cloud service provider
supplying resources to cloud based web applications
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normally rely on key quality factors like performance
and availability for its stability. They are given priority
from a cloud service provider’s point of view to user’s
requirement. Cloud service provider does not
necessarily support or host web applications in a
Virtualized environment.

In a typical e-Commerce based cloud service platform,
utilization of resources and their operating cost are
based on the web usage and other quality factors [9].
Security of the system is a desired quality factor once
it is launched on cloud as their e-shopping basket
stores vital information like credit cards, personal
details which needs encryption technology installed to
safeguard the business. Reliability of the system is
another desired quality for continuous supply of
information.

A Cloud System’s stability which supports e-
Commerce businesses depend on some or all of the
criteria listed below:

i.  Expected web traffic on normal period

ii.  Expected web traffic on festive period or the
business period

Newsletters for events targeting regular users
or promotions

iii.

iv.  Increase in usage due to new web application
like eBooks reader

v.  Increase in web usage for a short period of
time due to new movie release

vi. Increase in web usage as popular music is
downloaded

vii.  Increase in web usage due to new apps
launched

When allocating resources, a system’s resource
manager has to take into account all of the above
criteria before estimating an approximate level of
usage and cost. The check points or the break points to
look out for regularly are

e Hardware resources

o CPU wusage and number of CPU cores
allocated for the required applications if
hosted in VM environment

Memory usage used by applications

Virtual memory used by applications

Disk access used by applications

Storage space allocated to users

Number of applications run on the system

O 0O O0O0O
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o I/O bandwidth

Speed of applications run on the system
Unexpected system resources allocated by
applications which eat up memory

Terminal services clients

Number of users given access should be limited
and restrictions imposed on what can be
accessed

Previous version of applications no longer in
use should be deleted/archived to make way to
new applications

Changed or modified applications should be
monitored for its memory usage and disk usage
Systems using web email system to access and
store email content

Automated backups of system and applications
is essential when traffic is low this can be
midnight or early mornings.

Introducing new changes like search
mechanism or database expansion will eat up
valuable resources, these need to be referred to
load distribution. If needed increase in memory
or disk capacity should be recommended to
keep the system stable

By checking all the above aspects when allocating the
resources, the system will be ready to handle any
problems when issues arise and provide the much
needed stability for a system. Figure 1 below
illustrates the criteria for resource allocation.

Cloud Resources

=

Hardware Applications

Figure 1: Resources criteria

Some of the properties and issues listed above are
typically applicable in a system supporting web
applications and it need not be the same in other
systems. For example, the pay per use service, on
demand service, dynamic scale up / down and
virtualization are exclusively cloud computing related
issues, marshalling SOAP message between client and
server is exclusively a Web service related issue, while
reusability of services is exclusively a SOA related
issue. But, cloud computing expands scalability than



SOA by adding virtualization and grid computing
concepts [1]. The cloud providers are expected to
supply users with deployed applications which can be
accessed from anywhere on demand basis, pushing the
need to recalculate current resource baselines as of
paramount importance.

III.

The concept of dynamic programming is largely based
on the principle of optimality due to Bellman. “An
optimal policy has the property that whatever the initial
state and initial decision are, the remaining decisions
must constitute an optimal policy with regard to the
state resulting from the first decision.”[10].

DYNAMIC ALLOCATION OF RESOURCES

Simulation techniques and modeling can be used to
estimate or predict the resource capacity in VM
systems [2]. Numerous mathematical equations [8] and
models can be applied to find a working combination
of storage [6] [7] and resource allocation. It can be
tuned for specific businesses.

C1 C2 Cn
& g : =
I\‘*‘} -01/ S}
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Y U

Storage $1..5n

Resource Manager Reponsibility

Figure 2. Resource allocation by a Cloud Provider
or cloud based eCommerce applications using
web usage

Training data derived from a typical e-commerce web
usage is tabulated in Table 1 below.

This table is an approximate calculation of the
resources by the resource manager in a cloud provider
business. The pre existing crieteria to this allocation is
the simple usage of web including web emails,
requests and e-mail marketing traffic for standard
applications. There are sufficient storage space
available for the applications in all these VM servers
and has room for expansion. They are regularly
monitored for its web usage and performance. The
system regularly backs up during off peak hours or
silent hours during midnight and monthly once an
overall maintenance is done in all the servers to weed
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out applications which overuses resources due to fault
in the software. The monthly maintenance also
includes defragging the disks and applying any
updates like SSL and removing expired SSL
certificates. Due vigilance is carried out when granting
out access to users restricting the information thereby
ensuring the data is secure.

VM allocation Cores Web usage per
allocated | month[approx]
Small 2 250,000 hits
Medium 2-4 500,000-
1,00,000
Medium High 6 1,00,000
High 8 2,00,000-
5,00,000

Table 1: Training data of resource allocation from a
cloud provider for web based e-commerce
applications.

The Table 1 data is for standard usage of applications.
As explained earlier certain e-Commerce web
businesses tend to double their traffic during certain
period which results in the need to increase the
current resource allocation.

VM allocation Cores Web usage per
allocated | month[approx]
Small 4 250,000 hits —
500,000
Medium 4-6 1,00,000 —
2,00,000
Medium High 8 2,00,000 —
4,00,000
High 8-10 2,00,000-
5,00,000

Table 2: Training data of resource allocation from a
cloud provider for web based e-commerce applications
during festive periods.

Taking this into account a new base line for resources
are calculated and applying the same principle used to
calculate for regular traffic in Table 1, the new
baseline is calculated for the changed usage and listed
in Table 2. Swapping the systems to a higher VM
system is straightforward as the regular backups help
to regurgitate the settings easily bringing down the
down time when the services are switched over. It
hardly took under 10 minutes to bring all the services
up with the new configuaration. Extensive stress tests



and simulation tests were carried out to help estimate
the resource allocation.

IV. ALLOCATING RESOURCES

There are various models based on Linear regressions,
multiple regression coded into resource management
to allocate the system resources. The mathematical
model wused here is adopted from dynamic
programming for linear problems.

x = number of cores assigned to a businessl or an
application and n-x be the number of cores used by a
specific business/application, n being the maximum a
VM system can support.

0 <x<n

f(n) = Max[g(x ;), h(y:.j)] where f(n) denote the total
optimal cores and g(x; ;) denotes the initial number of
cores for a business or an application allocated initially
and h(y, ;) storage space a VM can support. Where x
and y ranges from 1..j states/stages or baselines of
resources used. An optimum value can be found by
monitoring the usage of resources at various stages
when the application is used.

Now as the business demand rises consider number of
cores and storage available to be n = a(x) , b(y) now
for optimising resource usage, where a(x) and b(x) are
the new values required by the application the VM
supports can be calculated as

f(n) = Max{g(x),h(y) + fla(x) .b(y)]},  y=nx

or in general

f(n) = Max ¢ << {g(x),h(y) + fla(x) ,b(y)]} y=n-x [3]

By using this dynamic equation an optimum value to
allocate the resources can be calculated. Below are
some of the charecteristics of dynamic allocation and
the stage metioned in the list denotes the change in the
status of allocation by system expansion or changes to
the infrastructure due to business expansion or client’s
needs.

Characteristics of Dynamic Allocation:

a) The problem can be divided into stages with a
policy decision required at each stage
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b) Decision at each stage converts the current state

into state associated with the next state

When the current state of resources is known, an
optimal policy for the remaining stages is
independent policy of the previous ones.

By deriving the optimal policy at the end of each
state of the last stage, the solution procedure starts
To identify the optimum policy for each state of
the system a recursive equation is formulated with
n stages remaining, given the optimal policy for
each state with (n-1) stages remaining.

Using recursive approach each time the solution
procedure moves backward stage by stage for
obtaining the optimum policy for each state, until
it attains the optimum policy beginning at the
initial stage.

Forward and backward Recursive Approach:

There is a need for forward and backward approach to
free up unused resources. This can be obtained by
using the recursive equation technique starting from
the first stage

The computation involved is called the forward
computational procedure. If the recursive equations are
formulated in a different way so as to obtain the
sequence

The computation involved is called the backward
computational procedure.

For example divide ¢ cores into n number of cores to
obtain optimum utilization of resources

Or using the dynamic programming to find the
maximum value of

Vi+y2 ... tyn =c,

Using the forward computational procedure

x; = c for stage 1
x, = ¢ for stages 1 and 2
x3 = ¢ for stages 1,2 and 3



In general
X, = c for stages 1,2,....n

The state x; of the system at stage j may be defined as
the portion of c allocated to parts 1 through j, both
inclusive. It implies that 0 <x;<c

f(c) =max {x;}
X;=¢C
and

fi(c) = max ¢ «j<c { Xjfj-1 (c-X))}
For stage 1 or single business j =1

filc)=c
for 2 businesses

fr(c) = max ¢ o< { X2 fi (c-X2)}
and so on..

This dynamic resource allocation may not apply to
other businesses as this mathematical model is applied
to the e-commerce cloud based business only. More
study and training data is required to test in other
infrastructures.

V. CONCLUSIONS AND FUTURE WORK

As more and more companies move to cloud
technology due to economic reasons the need to fine
tune the resource allocation will always be there. The
main advantage of using virtualization in cloud
computing are the resource allocation, solid fool proof
backups, quick system restoration from system
failures, making them irresistable to businesses. Cloud
technology is expanding at a rapid rate and the
complications of using one is being addressed and
solutions are sought earnestly. Governments,
companies are forming a policy in regards to security,
information property rights and legal boundaries of
using data stored offshore. It is still a huge complex
issue as nations need to agree unianimously in a
unified policy.

131

Particularly in a cloud based e-Commerce business
there are issues such as the physical location, time
difference, software platform, hardware platform, web
traffic are to be taken into account when designing
storage and resource allocation. Due to the diversity of
hardware platforms like virtualization, the system
stability is heavily relied by the cloud providers for its
seamless services. By regular monitoring of the usage
of web, system stability for e-Commerce cloud based
applications can be obtained. The model discussed in
this paper not necessarily be applied to other cloud
based services and applications.
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Abstract-At present, cloud computing technology and its
layout have been increasingly improved, but its application in
water resources informatization is just the beginning.
Therefore, it is necessary to study on the construction of water
information cloud. Taking the present situation of Nanjing
water resources as the background, this paper proposes a four-
layer architecture of Nanjing water information cloud which
includes physical layer, infrastructure layer, service layer and
presentation layer. The cloud computing platform is built
using CloudStack, and three kinds of related service clusters
are advanced according to the requirements of Nanjing water
conservancy. Finally, we analyze the application prospects and
development orientation of water information clouds.

Keywords-cloud computing; water information cloud;
CloudStack; service cluster
1. INTRODUCTION

Water is closely related to human survival, economic
development and social progress, and it has always been a
great event for a country. In 21 Century, with the fast
development of Internet technology and continued advance
of government informatization construction, water
informatization  construction has achieved certain
achievement. Reference [1] points out that, at present stage, a
series of problems restricting its development has been
exposed in the process of water conservancy informatization,
such as the disunity of standard specifications for application
software, resources division, sharing difficulty, low
efficiency, repetitive construction, etc.

Since the concept of cloud computing was put forward, it
has quickly gotten many attentions. It provides transparent
service for users, and as long as the users put forward their
demands, cloud computing providers can provide services as
required. In the whole process, firstly users input demands
through a simple interface, then the demands are
automatically split into numerous smaller subroutines by the
huge network and processing program, and then the
subroutines are sent to the data center for processing, finally
the results will be return to users. Service providers can
process tens of millions or even billions messages in
seconds, so that cloud computing can achieve the powerful
performance of network services, as well as super computer
[2]. In addition, some security techniques are well studied in
[3-6].

At present, cloud computing technology and its layout
have been increasingly improved, but the application of
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cloud computing on water resources informatization is still
relatively rare. The introduction of cloud computing to the
construction of water resources informatization can solve the
existing problems such as resource sharing, redundant
construction, systems integration, business collaboration, and
alternation between old and new system to some extent and
it also can promote the development of water resources
informatization.

IL.

Nanjing is located in the lower reaches of the Yangtze
River, whose terrain is complex. There are a number of
rivers and lakes in its territory, and along the river and lake
the dyke is plain and the hinterland is hilly. In addition,
precipitation and water resources are unevenly distributed in
time and space. These factors make Nanjing a flood-prone
area. In order to reduce the impacts of floods and droughts,
Nanjing Water Conservancy Bureau has basically
established the flood and drought control command system
integrated by information collection, network
communications, integrated database, and application
service. It has also built wide area network between the
city’s flood and drought protection offices and each county’s
offices, and hydrological telemetry system to automatically
collect and process hydrological information , and so on.

At present, Nanjing Water Conservancy Bureau owns ten
servers to assume the operation of the existing application
systems. An application system basically runs in a server to
provide the corresponding service. However, due to the large
scale of various systems, large amount of data and the
obvious lack of some servers, the application system always
takes long time to react. Specific problems are formulated as
follows:

BACKGROUND

e Due to many reasons such as the scattered

construction of flood and drought control system, the
non-uniform standards of these systems and weak
global consciousness etc., infrastructure resources
are difficult to integrate and efficient utilization of
these resources cannot be increased, performance of
systems cannot be optimized. Eventually, these
problems influent the results of flood control and
drought control work.

The development and application of flood and
drought control application system are often lack of
coordination between business systems, and can’t
achieve the interconnection between related
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businesses. So that it is difficult to share information
resources, and it cannot provide an "integration"
approach to the designated users.

The past solution, replacing or adding servers, to a
certain extent can improve the response speed of business
systems, but it inevitably leads to the redundancy of the
servers. The ability of some servers can’t be taken full
advantage of, and it also fails to solve these issues like
resource sharing and interconnection between related
systems. In order to solve these problems, we can use cloud
computing technology to integrate dispersed servers into one
"server", and integrate the various business systems in the
water information cloud platform, then all systems are
scheduled as services.

III.  SOLUTION

A.  Structural Design

The overall framework of Nanjing water information
cloud platform as shown in Fig.1 is a multi-tier architecture
composed of the physical layer, infrastructure layer, service
layer, and presentation layer.

User Management
services

Cloud platform
management services

Water-related services

KVM virtualization platform

IR Y Y ar 1

Cloud platform computing node

loud platform
management node

Overall framework of Nanjing water information cloud

Figure 1.

Physical resources layer is in the bottom which provides
the physical resources of the entire platform, including
servers, PC machines, computers, switches and other
network facilities. In a word, this layer provides the physical
carrier of the cloud platform. According to the different roles
of servers in the platform, they are divided into two types of
nodes: management nodes and compute nodes. The cloud
platform management nodes deploy resource management
services of cloud platform, and the cloud platform compute
nodes provide the computing resources of the virtual
machine.

Infrastructure layer is above the physical layer, which is
used to process information in the Nanjing Water
Information Cloud. In the cloud computing nodes, by using
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the virtualization technology, the hardware resources can be
divided into the virtual machine. A variety of services can be
deployed on virtual machines. Through the portal, each
service is managed in a uniform way.

Service layer mainly provides various service clusters.
They are platform management services clusters, water-
related service clusters, user management and authorization
service cluster.

The presentation layer offers a variety of access methods
for different service clusters. Users can access the services
provided by the cloud platform through PCs, laptops, pads
and smartphones.

B. Cloud Platform

1) CloudStack

In the water information cloud structure, the cloud
platform which is used to process information is of great
importance.

CloudStack, cloud system infrastructure, is open source
software. With using a modular, portable design criterion,
CloudStack is not only compatible with the existing
infrastructure resources, but also easy to use, users can
quickly install and configure. Modular design allows the user
to customize the function of the system as needed, changed
or replaced. In addition, CloudStack provides an API that's
compatible with AWS EC2 and S3 for organizations that
wish to deploy hybrid clouds.

The hardware resources are abstracted and separated into
computing resources, storage resources and cyber sources by
KVM [7], which are organized as virtual resources;
CloudStack integrates and manages these virtual resources to
build cloud platform, and provides transparent cloud services
for users. It is responsible for the virtual resources mapping
to hardware resources, and provides effective security
isolation between users.

Logically, the deployment of CloudStack includes five
parts as shown in Fig.2: host, cluster, pod, and availability
zone and management server [8].
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Figure 2. Components diagram of CloudStack

Host is a single computing node which has installed
CloudStack Agent and one of the hypervisors supported by
the platform like VMware, KVM and XenServer. The hosts
are where the actual cloud services run in the form of guest



virtual machines. Cluster provides an approach to organize
nodes. If many nodes are in the same cluster, they have the
same hardware, hypervisor and subnet, and they can access
to the shared primary memory. A Pod which is equivalent to
a rack consists of one or more clusters and one or more
primary memories. A zone is equivalent to a single data
center which contains multiple pods and secondary storages.
Its biggest advantage is to provide physical independence
and redundancy.

CloudStack manages two types of storage. The primary
storage connects to a cluster, and it is used to store the root
disk image of the VMs and additional data volumes of
running virtual machines. The secondary storage stores VMs
templates, ISO images and disk snapshots. There must be a
secondary storage per zone.

The CloudStack platform can manage three kinds of user
roles: The root administrator that has the highest accessing
level can manage the entire cloud, including the hosts,
clusters, users, domains, service offerings, and templates;
The domain administrator can perform administrative
operations for users who belong to that domain, but it don’t
have visibility into physical servers or other domains; The
end users which are unprivileged can only manager their
own virtual resources.

CloudStack helps users to manage their own cloud
through a web interface and a RESTfull API. The web
interface allows the complete access to the CloudStack
administrators while end users are only allowed to manage
their own virtual resource. Through RESTfull API, the third-
party can manage the cloud platform.

2)  Build Cloud Platform
a) Preparation

Servers in the cloud platform are divided into two

categories: management servers and hosts. Specific
configuration is as follows:
TABLE 1. THE CONFIGURATION TABLE
Host Name CloudManager Node
CPU IntelG530 2.4GHz IntelG530 2.4GHz
Hardware RAM 2G DDR3 4G DDR3
Hard Disk 500G 500G
1P 192.168.2.202 192.168.2.203
Network DNS 192.168.2.1 192.168.2.1
Gateway 192.168.2.1 192.168.2.1
. RHEL 6.2 64bit
oS RHEL 6.2 64bit with KVM
Software CloudStack CloudStack Host
software Management Agent
Server, MySQL g
Primary NFS,60G
Storage
Storage Second
NFS,40G
Storage

b) Management Server Installation

Before installing CloudStack packages, system-related
services are configured first, including IP, host name, local
yum source, and NTP (network time protocol) server. Then
the CloudStack package and MySQL database are installed;
At last, the NFS server is set up and the system virtual
machine templates are prepared.

¢) Hypervisor Installation

First install RHEL 6.2 (64bit) with KVM in the host, then
install CloudStack Agent, and NTP should be installed and
edited to ensure all hosts in a pod have the same time.

d) CloudStack Configuration

After installing and running the Management Server
software, enter the CloudStack Web Console address
http://192.168.1.200:8080/client in the browser, then input
the username and password, you can log on the Nanjing city
water cloud. The main page is shown in Fig.3, the logged
user's situation is above the page, and the left is the basic
control column, upper right is some conventional alarm, low
right shows resources’ occupation and usage. To know more,
you can find in [9].
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Figure 3. The main page of Nanjing water cloud platform

When creating virtual machines, the user needs to use a
template or ISO file. The administrator can customize the
mirror for the cloud platform to provide users virtualized
instances. In the process of making mirrors, software and
services can be customized. Namely, according to the
specific needs of the development, install the corresponding
development environment or open the related services in the
virtual machine. When the customized mirror is instantiated,
the user can directly use the perfect service platform. This
approach avoids the tedious work to install the software and
improve the work efficiency [10].

C. Water Information Cloud Servicse Cluster

Nanjing water information cloud service clusters can be
divided into three main modules: cloud platform
management service clusters, water-related service clusters,
user management service clusters.

1) Cloud Platform Management Service Clusters



The main role of cloud platform management service
clusters is to provide access to the portal for the user,
management of the portal, as well as the application of
resources. Platform management service -clusters are
accessed through the web, when the user passes the authority
verification, they can customize and get different services
according to their authority and identity.

2)  User Management Service Clusters

The main function of the service clusters is to provide a
unified authentication service of accounts and passwords,
and provide the authorization management service for all
clusters integrated in the platform. This service is only
oriented to cloud platform administrator, and other normal

users have no rights to access the management service; they
just can get the services corresponding to their authorities.
3) Water-related Service Clusters

Water-related service cluster is divided into 9 specific
services by their different functions. The components of
water-related clusters are shown as Fig.4. For example, water
and rainfall information service provides access to query
water and rain information of all reporting stations in
Nanjing, and show the result by charts; Project information
service which is supported by the database and based on the
geographic information system provides a static and real
time project information. Data analysis service provides data

Water-related service clusters

Flood

Water and Project Flood Danger Flood S Data Flood Video
rainfall Information | | . . information . analysis forecasting surveillance
inf . . information . Managemen | consultation . . .
information serice . sewice . . sewice semice serice
. Service -t service Service
service clusters Clusters | clusters clusters clusters
dlusters clusters clusters clusters

Figure 4. The components of water-related clusters

analysis and forecasting of important hydrological sites in
Nanjing, such as water level prediction, similarity search and
analysis of frequency curve analysis. Flood forecasting
service is used to forecast water levels and flows of the
Yangtze River and the Chuhe River in Nanjing section.
Video surveillance service is used to monitor the key water
conservancy projects, to make relevant staff informed of
engineering and water situation.

D.  Multiple access methods for intelligent terminals

With the rapid development of science and technology,
smartphones and tablets are becoming increasingly prevalent,
and bring a lot of convenience for people's life and work. In
the presentation layer, water information cloud offers PC
terminal access method for users, and also provides the
access channel for tablets and smartphones. Through
intelligent terminals, the staffs can obtain information more
timely and access all kinds of application services, and they
can response to an emergency more quickly.

IV. CONCLUTION

Nanjing city flood control and drought prevention
information integration platform which is based on cloud can
automatically control and optimize use of resources, can
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allow self-service and on-demand access to dynamic
compute and storage resources in the resource pool. What’s
more, water-related modules and platform management
modules are packaged into cloud services clusters, and water
information cloud manages the service clusters in the form of
portal, so that users can custom and access to services
expediently. During the trial operation, the platform has
shown many features. For example, it can offer powerful and
comprehensive function; it improves the query speed and
provides reliable query results; it applies uniform portal to
access services for all users and it also offers friendly man-
machine interface.

Cloud computing gathers distributed resources to form a
resource pool, then provides resources to the user in the form
of services, so that it can achieve the goal of collectivized
operation, intensive development, lean management and
standard construction. Cloud computing is helpful to collect
and share the water information and it can improve service
value by converting the data to services. Moreover, "water
information cloud" integrates resources to improve
utilization rate and reduce energy consumption, so it has
considerable development prospects. However, the "water
information cloud" is a large and complex system which will
face with many problems such as access speed, reliability,



security and availability. In other words, there will be a lot of
unpredictability in the future. So, we need deeper research on
the operation mechanism and management means of the
water information cloud in the future.
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Abstract- In recent years, Cloud Computing has been
rapidly developed and become more and more popular. In
order to convince the users the reliability of the services,
Service Level Agreement (SLA) is subscribed between the
providers and users. In this paper, a cloud service monitoring
system is proposed to surveillance SLA operation and the
behaviors of service provider. The monitoring system achieves
dynamic monitoring by using Web Services technology.

Keywords-Cloud Computing; monitoring system; SLA

L INTRODUCTION

Cloud Computing is a computing model based on
Internet. In this way, the sharing of software and hardware
resources and information can be provided to computers and
other devices as needed. Cloud computing relies on sharing
of resources to achieve economies of scale. Cloud service
providers integrate a large number of resources for the use of
multiple users, the users can easily rent more resources and
adjust usage at any time and release spare resources back to
the whole structure. Therefore the users do not need to rush
to buy resources for short peak demands. They only need to
upgrade the amount of rent and refund the rent when their
needs reduce. Cloud service providers release idle resources
to other users and adjust rent according to the whole
demands[1].

With the emergence of more and more cloud service
providers, the competition between providers is increasingly
fierce. Quality of Service (Quality of Service, referred to as
QoS) awareness of users has also been enhanced. Service
value is an important basis for users to select one of the
cloud service providers. Providers must provide QoS test
data to users to prove the superiority of the service. Hence it
is necessary to monitor the operation of cloud service. This
paper presents a cloud service monitoring system, the aim is
to evaluate whether the service providers comply with the
level of QoS that the consumer experts.

At present, there are many references related to service
monitoring system. For example, a Web Services dynamic
monitoring system based on SLA was proposed?, a service
quality monitoring system based on the SLA and Web
Services was proposed"’, a network monitoring system based
on SLA was proposed”, the fundamental issues of the
monitoring of contractual SLAs was proposed”’, a concrete
tool called SLAMon was showed, SLAMon uses a
monitoring technique to provide runtime QoS information
that is needed to detect SLA violations!. The above
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mentioned paper is not comprehensive. In addition, some
security techniques are well studied in [7-10]. This paper is
improved and extended on the basis of the references [2] and
the improved system is applied into the cloud.

II.  CLOUD SERVICE MODEL

Cloud can be divided into three modes according to the
type of cloud services. They are Infrastructure as a Service,
Platform as a Service and Software as a Service. Different
clouds offer different services.

Infrastructure as a Service(IaaS) provides highly scalable
and on-demand changes of IT capacity based on hardware
resources such as servers and storage. It usually charges in
accordance with the cost of resources consumed.

Platform as a Service(PaaS) provides Internet-based
application development environment to end users, including
the application programming interface and running platform
and so on. It supports and applies a variety of required
hardware and software resources and tools from its creation
to the operation of the whole life cycle. It usually charges in
accordance with users or login situation.

Software as a Service(SaaS) is the most common cloud
computing services. Users use the software on the Internet
through a standard Web browser. The service providers are
responsible for the maintenance and management of software
and hardware facilities. They provide services to end users in
free or on-demand rented way.

Users

T

Software as a Service (SaaS)
(Industrial Application. Tool
Application and so on)

[T

Platform as a Service (PaaS)
(Scalable runtime environment.
Data storage and so on)

I

Infrastructure as a Service (laaS)
(Virtual server. storage. network)

I

A large number of hardware resources

Figurel. Cloud service model
The above mentioned three layers, each layer has a
corresponding technology support to offer services. It has the

cps’s
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characteristics of the cloud computing. Each layer of cloud
services can be independent clouds, and can also be based on
the lower layer of cloud services. Each cloud can be directly
available to end users, and can also be used to support the
upper services[11].

III. SLA

A.  SLA summary

The SLA protocol is reached by the service sectors and
customers through consensus. Its content is the key service
targets and responsibilities of both parties in service delivery
and support process. SLA covers many aspects of the
relationship between service providers and users, including
service provide, services charge and service performance and
so on. SLA not only allows users to clear their own needs, to
help users claim compensation from service providers when
they do not get the promised services, but also helps service
providers understand the needs of users and service usage.
So that they can optimize services and enhance
competitiveness.

SLA generally includes some contents as follows:

The regulation in all parties to provide services and
protocol of period of validity; The regulation of the number
of users, the place and the appropriate hardware services;
Fault reporting process description; Change request process
description; The regulation of the service level objectives;
The regulation of the service fees; The regulation of the
responsibility of users; The description of solving different
views on service-related process[12].

The focus of different cloud service model is different
and their SLA contents are also different. Table 1 describes
the corresponding SLA based on the different service types .

TABLE I The SLA of different cloud service model

Cloud service model SLA content

The regulation of the virtual machine
start-up time; The regulation of the
virtual machine CPU speed; The
regulation of virtual machine memory
size; The regulation of the stored data
memory size; The regulation of the IP
quantity and throughput; The
regulation of virtual machine
expansion and reduced time.

Infrastructure as a Service(laaS)

The regulation of the electronic
services and platform integration
capabilities; The regulation of CPU
time for application program; The
regulation of the storage space for
application program; The regulation of
the network bandwidth available to
application program.

Platform as a Service(PaaS)
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The regulation of the usability of the
user interface; The regulation of
response time from the user changed;
The regulation of whether to support a
variety of terminal access and use; The
regulation for the programming
interface integration capabilities.

Software as a Service(SaaS)

B. Service quality parameter

Service quality parameter is a service-related parameter.
A SLA should contain a lot of objectives and measurable
parameters, service providers to the users to ensure that these
parameters. Agreed service quality parameter should have a
clear definition and be easy to reach a consensus between
providers and users. At the same time it must have operative
and accurate measuring methods for statistical analysis.
Service quality parameter includes service usage rate,
overload service usage rate and the service throughput of per
unit time and so on.

C. SLA semantics

SLA=<Provider,Consumer,Period,Obligation>represents
the four components of the SLA. Provider and Consumer are
participants of SLA. They represent the cloud service
providers and users. Period represents the valid time of the
SLA.

Obligation=<Operation,SLO,Action,DataBase>represent
s the responsibility of the SLA.

Operation=<Schedule, Constants>, Operation represents
operation, Schedule represents the interval and frequency of
access to the original data. Constants define some constants
in SLA.

SLO=<ValidTime, RDA, SLAParameters, Metric,
Thresholds> defines the service level objectives, including
the valid time of the service level objectives. cloud service
agent address for raw data. service quality parameter. the
parameter Metric for calculation of SLAparameter and the
Thresholds of users regulated. SLO can be calculated. When
do not meet the conditions of conduct, the value of SLO is 0.
On the other hand, the value of SLO is 1.

Action=<ActionCon, ActionGua> defines the mechanism
behavior. When behavior conditions are met, behavior
ActionGua is triggered. ActionCon is action condition.
Generally it has four situations:

1)always: When SLO is 0, the action is triggered.

2)OnEntering: When SLO is 0, the action is triggered. On
the other hand, the state is reset to 0 times.

3) OnEnteringAndOnLeaving: When the value of SLO
changed, the action is triggered.

4) OnEveryEvaluation: the action is trigged without any
condition.

DataBase=<TroubleReport,ServicePerfReport, Compress
Data>defines a database system. If the calculated quality
parameters do not meet the requirements of users, then fault
report TroubleReport is sent to the database system. When
meet user requirements, service performance report
ServicePerfReport is sent to the database system.



CompressData indicates that data in the database system
should be regularly compressed.

IV.  CLOUD SERVICE MONITORING SYSTEM STRUCTURE
AND PROCESS

A. Cloud service monitoring system structure

Different type of services correspond different type of
QoS data and the calculation processing of data is also
different. Even though the same service, the user threshold
requirements are also different. In order to meet the needs of
different users, the SLA is combined with the Web Service
technology for dynamic monitoring.

Cloud service monitoring system consists
following five parts:

(1) SLA analyzer

Analysis of the types of cloud services and cloud services
agent address.

(2) Cloud service agent

Record different users use the services of the raw data.
(3) Cloud service monitoring process

The process includes the raw data collection and
calculation process.

of the

2) the calculation process: The raw data collected
always do not conform to the requirements of the
user data. So we should calculate collected data
according to the requirements of users.

(4) Cloud service quality assessment

Calculated service quality parameter can be compared
with the threshold of the SLA and be analyzed whether meet
user requirements. Then the appropriate treatments are be
made depending on the different results.

(5) Database system

Submit the results to the database system after the
assessment. If they meet user requirements, service
performance report is sent to the database system. If do not
conform to the requirements of users, the failure report is
sent to the database system and the users are timely notified.
To remind service providers check and remove troubles. The
whole database system needs regular data compression.

The service agent in the cloud service monitoring process
use Web Services technology to realize and WSDL describe
management interface. It abstracts the monitoring process
and divides process into multiple subservices. Analyze
monitoring logic from the service level agreement.
According to the logic combination monitoring process, we
realize the dynamic monitoring system can meet the

1) the raw data collection process: Access to raw data demands of a variety of services.
from different cloud service agent.
<7> Agent 1
/\ Agent 2
o oyt 1L Collect data
SLA  —>
analyzer

0

(&

Service 1

Service 2

Service n

Figure2.

B.  Cloud service monitoring system processes

Firstly, SLA analyzer analyzes the input of SLA. To
analysis the various services and cloud service agent address.
Then obtain the raw data from the cloud service agent. The
raw data always does not conform to the required quality
data of users. So we should calculate the raw data according
to different services. Compare the calculated service quality
parameter with the threshold. If more than the prescribed
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Processing services Database system

Cloud service monitoring system structure

threshold, the action is triggered and the failure report is sent
to the database system. If do not meet the QoS requirements
of users, the service performance report is sent to the
database system.



V. THE INSTANCE

A. XML description of the monitoring system instance

ProA offer email service, ConB 1is the consumer.
Specified in the SLA data transmission rate shall not be less
than 1M. The threshold is 1M and the service quality
parameter is transmission rate. If the transmission rate is less
than 1M, the system will alarm.

<SLA name=“E-mail Service”>

<Provider>ProA</Provider>

<Consumer>ConB</Consumer>

<Period>

<Start>2013-3-17 09:00-20:00</Start>

<End>2013-3-20 09:00-20:00</End>

</Period>

<Obligation >

<Schedule>20s</Schedule>

<SLAParameter name="TransmissionRate””>

<Metric>TransRateMetric - TransTwoMetric -
TransSubMetric. TransDividMetric</Metric>

</SLAParameter>

<RDA> http://E-mailService/Agent/UtilityRequest
</RDA>

<Thresholds>1M</Thresholds>

</Obligation>

</SLA>

B.  Email service monitoring process

Analyze SLA through SLA analyzer to get the contents
of the service and the service agent address. Put the raw data
obtained from the service agent in TransData.
TransTwoMetric means divide the collected raw data into
two groups, function group() is called to realize.
TransSubMetric means subtract two sets of data, function
substract() is called to realize. TransDividedMetric means
after reduction of data divided by 20, function divide() is
called to realize. Compare the service quality parameter with
the threshold 1M. If do not achieve 1M, function alarm() is
called in the processing services. Then the failure report is
sent to the database system and timely users are notified. If
the transmission rate over 1M, the service performance
report is sent to the database system.
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The paper presents a cloud service monitoring system
based on SLA. The aim is to provide more reliable services
to users. The system is based on SLA and users can ensure
the enjoyment of the service providers promised services
based on cloud computing SLA. Cloud service providers
according to cloud computing SLA to optimize allocation of
resources and make their infrastructures could provide more
high-quality services. Application of monitoring system Web
Services technology makes the system have the
characteristics of flexibility and cross-platform. System can
be more scalability and reusable. The monitoring system
guarantees quality of the services through the detection of
violation situation. The next research focus is preventing the
occurrence of violations.

CONCLUSION
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ABSTRACT

The increase acceptance and adoption of cloud
computing has seen many research projects focusing on
tradition distributed computing issues such as resource
allocation and performance. The scalability and
dynamic heterogeneity of cloud computing presents a
different challenge in deciding how resources are
allocated to services. In this paper we identify the
nature of cloud computing dynamics with virtualisation
as a key part to resource allocation and meeting QoS
needs. Service Level Agreement (SLA) mainly equates
to actions taken when best effort falls and does not
address the significant needs of meeting QoS demands
as well as efficient utilisation of resources.

1. INTRODUCTION

In cloud computing, virtualisation [1] of resources
in important for providing a scalable and dynamic
environment in meeting requirement. Cloud
computing like many distributed computing
paradigms, the focus of performance is driven by
management of resources and allocation of Virtual
machines.

To maintain resource utilisation, VM migration
from overloaded host to under-utilised host ensures
certain form of utilisation as cloud computing
demands can increase of decrease at any time.
Cloud computing emerges from the utility
computing paradigm, promising access to services
at any time by consumers[2], there is the
expectation that request are met without inquiring
any additional cost, just as the providers manages
the utilisation of resource to maintain efficiency.
Migration of VM enables the re-allocation of
resources to be relieved of the pressure and
demands of request, consolidation and migration of
VM improve utilisation, same way service
consolidation and migration could add to the
effective management of resources in cloud
computing. Services consolidation utilises the full
capacity of a VM and effectively minimising
under-utilisation of resources and overloading.

In this paper we identify the problem of resource
under-use by VM in cloud computing and present
an approach to reduce or in some cases eliminate
the wastage improving utilisation and performance.
The main contribution of this paper is identifying
the need for service allocation in cloud computing
to be

The paper is arranged in the order as, section 2
related works, section 3 discussing service
allocation in cloud and how improve to increase

performance, section 4 follows with results of
experiments in a simulated cloud environment
using Cloudsim toolkit and section 5 conclude with
direction of future works.

2. RELATED WORK
A number of algorithms are compared to identify
the best algorithm that mixes best-effort and QoS
needs to achieve optimal performance [3]. The
scenarios created for the experiment were based on
shared hosting environment using virtualisation.
VM are crucial in delivery shared hosting resource
allocation as used in their work, this relates to the
core resource allocation as in many distributed
computing environment where task allocation and
scheduling is key to optimisation and performance.
There are several research work on improving the
scheduling of resource in a virtualised environment
like the cloud using the many of the same
algorithms but with differentiating how resources
in cloud involve VM’s opposed to task, task in grid
and distributed computing scheduling are mostly
refined in granularity form to make it easy to
execute with little amount of data association.
Cloud computing emphasise on Vm’s which
require much bigger data association and the
allocation Vm’s require more intense algorithm to
allocate resources. In most case VM migration
mechanism aids the efficient allocation of resources
in meeting QoS needs of consumers.
By this trend, scheduling of resource in cloud
computing is coupled with load balancing
algorithms [4].
Basing their algorithm on traditional genetic
algorithms ensuring Vm’s are effectively migrated
where needed to relieve pressure on a host machine
at any one time.
Presenting optimisation algorithms for allocation of
cloud services to resource, based on game-theoretic
algorithm [5] using 3 refining algorithms process to
analyse service dependencies. Service allocation in
cloud can present complex problem in large scale
environment which was considered hence the
decision to calculate the completing times of
dependent services in an approach to estimate
optimised execution time.
With the above and others scheduling proposed in
cloud computing is that the focus is mainly on VM
allocation and scheduling to meet subscribers and
users QoS needs. We believe the approach should
look into the allocation of service to VM which are
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in-turn allocated and scheduled on a host machine
for execution.

The problem we have identify is that when a
number of services request are made, a VM’s takes
the number that can be executed based on the
capacity and the remainder is either allocated to
another VM or wait for the current process to
complete based on either on time or space shared
allocation policy. In actual terms, sometimes the
likelihood is that a VM might possible have extra
capacity to accommodate a service partially,
communication between VM’s can ensure that a
service can be allocated to more than one VM at a
time.

3. SERVICE ALLOCATION SCENARIO
IN CLOUD COMPUTING

Many research papers and program focus on
resource management, relating to  service
execution, however, the resource management fails
to specifically manage the allocation of service and
communication between services in-terms of VM
creation and allocation. [6] Presents a case for the
lack of communication management in cloud
broker using the cloudsim simulation environment
[6], hence broker management does not factor in
other terms of communication ie. VM
communication and service communication to
effectively identify datacentres based on QoS SLA.
We assume that a datacentre host have a specific
number of VM’s that can be executed based on the
host, capacity. There is therefore a limitation on
execution if service requests exceed the execution
capacity of a host. The service is more likely to be
migrated to a host that has enough capacity to meet
the service needs, this create the following situation

1. Hostl is classified as not have sufficient
capacity to execute service and therefore
is abandoned waiting for new request.
Host2 which meets the service request
might be over-burden with services, this
effectively affecting the performance of
the datacentre.

With appropriate management broker, as we
propose, the service can be executed on hostl and
host2, effectively using the full capacity of hostl
and the additional capacity from host2.
We recognise that the objective of this paper must
take in certain assumption and limit the problem to
a single environment.
Service Allocation Scenario in cloud computing

1. Service Request
Ack Request
Retrieve Service
Accept service
Create Datacenter Host
Create VM

S
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7. If VM exceed Host Capacity, Migrate VM
8. Send output file to client
9. Ack Receipt

Proposed allocation Service allocation

Hosts in datacentres are classified under 3 criteria
based on Capacity (Memory, CPU and Bandwidth)
low capacity (RAM < 10GB, CPU < 2GB,

Bandwidth < 100MB), medium (RAM:
10>=100GB, CPU: 2>=4GB, Bandwidth:
100>=500MB) and high capacity (RAM:

10>=1000GB, CPU: 4>=8GB, Bandwidth :<

1000MB).

The approach we are proposing assumes that a host
has a capacity that allows for a certain number of
VM to be created and hosted. If the services
requested causes VM on a host to exceed it
capacity then the host will not be used in this
instances.

1. Service Request
Ack Request
Retrieve Service
Accept service
Create Datacenter Host
Create VM
If VM exceed Host Capacity,
Split Service (Create VM on another host
for service)
Re-group service output
Send output file to client
Ack Receipt

RNAN A LD

10.
11.

SERVICE ALLOCATIONS IN
CLOUD COMPUTING
EXPERIMENT

We undertake an experiment using cloudsim [7], a
simulator for creating experimental cloud-like
environment to access the behaviour and execution
on a single PC environment. Cloudsim is set-up to
allow the user to create a cloud based environment
with configurable datacentres and associated host
machines as needed. In a simple cloudsim
environment datacentres consist of host, cloudlet in
cloudsim represents a service that is allocated to a
VM running on a host. Also cloudsim offers
scheduling based on time or space shared either in
the allocation of services (cloudlet
CloudletTimeshare or Spaceshared) [8] and
likewise for the VM, an instance can have a mix of
timeshared police for services and spaceshared for
VM’s

Cloudsim only provides a simulation environment
capable estimating a cloud-like environment for
experimentation, however, in other to have a more
realistic view of the allocation of services, we
extended one example of cloudsim to include
function call to methods the simulate execution of a



process. This effectively gives an estimated
execution time used as the length of service to be
allocated to a VM.

We are able to measure the resource usage in this
experiment first using the following allocation
policies.

VM | Ser | VM | Ser | DC | Host
SS SS 5 10 2 2%

TS TS 5 10 2 2

SS TS 5 10 2 2

TS SS 5 10 2 2

SS — SpaceShared, TS — TimeShared, DC — Datacentre, VM —
Virtual Machine, Ser - Service

VM Settings: MIPS =250, Image Size = 1MB,
RAM =2GB, No of CPU =1,
Bandwidth = 1000MB

Service Setting: Filesize = 300, Outputsize=300
Host details: RAM = 16GB, Storage = 100GB,
BW =10MB

F.' =f=Finish Time

4 / ——Start Time

Fig 1: Service scheduling

The other experiments did not yield an results using
the same criteria, the broker in this instance failed
to allocate VM to host as MIPS on host deemed

Service | Start | Finish | Time | VM inadequate.
1D Time Time Taken 1D . .
o 0 e o o Out of the 4 experiments, only the experiments
- - with both services and VM allocation policy set as
1 0 1.65 1.6 1 spaceshared achieved a degree of allocation of
2 0 17 17 2 service and VM to host. The others suffered from
3 0 1.9 1.9 3 failure to allocate the VM’s to host due to lack of
4 17 11 14 0 MIPS required.
5 1.65 32 1.55 1 12
6 1.9 34 1.5 2
7 1.6 3.45 1.85 3 10
8 34 4.6 1.2 0
9 3.2 4.8 1.6 1 8
Table 1: allocation and execution of services W55-55
. . 6 BTSTS
The results shows a predictable trend of service
been allocated one at a time to each available VM, 5SS
hence the first 5 services are allocated to the 5 VM 4
specified, and then the process is repeated after W335
completion of the services.
2 4
0 !
M Ser success VM success Ser
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Fig 2: Failure by policy

This emphasis our approach to introduce a more
reliable framework to minimise the failure rate, we
envisage with the framework, a more stable
allocation policy will factor in the capacity of the
host and be able to create VM’s that would meet
the requirement of the consumer.



[VM, ] VM, |

VM, |

VM, |

Fig 3: consolidation of services in VM

A more appropriate scheduling and allocation
would be to maximise the capacity of each VM,
with a known VM capacity, service can be
scheduled to take full advantage of the capacity and
where there is insufficient capacity to process all
services the service is partially scheduled on
available capacity and the next available VM.

5. CONCLUSION AND FUTURE

WORKS

In this paper, we identify a possible way of
improving on the allocation of services in cloud
computing. Many research activities provides
comprehensive approach to the allocation of
resources in cloud computing. Cloud computing
unlike other distributed computing paradigms is
dynamic and also demands efficient allocation and
scheduling of services to meet the QoS demands of
consumers. The base of allocating resources fails to
factor in the services request and allocation, in this
regard, VM allocated to host most likely run under-
capacity. We have shown in a dynamic
environment like the cloud, to effectively improve
the use of resource and meet the QoS requirement
of the consumer, knowledge and behaviour of the
host is needed select the right policy to enhance the
usage of resources. This was evident in the failure
of the other policy combination not been able to
allocate VM to process service request.

The results and analysis of this calls for a more
knowledge aware broker or scheduler that would
have information about the capacity of available
host and a predicted number of VM based on the
service request that can to created.

6. REFERENCES
[I] Sean Marston, Zhi Li, Subhajyoti
Bandyopadhyay, Juheng Zhang, Anand
Ghalsasi. Cloud computing — The business
perspective Decision Support Systems 51
(2011) 176-189
Rajkumar Buyya, Chee Shin Yeo, and
Srikumar ~ Venugopal. = Market-Oriented
Cloud Computing: Vision, Hype, and

(2]

145

Reality for Delivering IT Services as
Computing Utilities

[3] Victor Toporkova,*, Anna Toporkovab,
Alexander Bobchenkova, Dmitry

Yemelyanova. Resource Selection Algorithms
for Economic Scheduling in Distributed
Systems.  International  Conference  on
Computational Science, [CCS 2011
Jianhua Gu, Jinhua Hu, Tianhai Zhao, Guofei
Sun. A New Resource Scheduling Strategy
Based on Genetic Algorithm in Cloud
Computing  Environment. Journal  of
Computers, VOL. 7, NO. 1, Jan 2012
[5] GuiyiWei, Athanasios V. Vasilakos, Yao
Zheng, Naixue Xiong. A game-theoretic
method of fair resource allocation for cloud
computing  services. The Journal of
Supercomputing  Volume 54 Issue 2,
November 2010, Pages 252-269
Gaurav Raj, An Efficient Broker Cloud
Management System. ACAI '11 Proceedings
of the International Conference on Advances in
Computing and Artificial Intelligence Pages
72-76
Rajiv Ranjan, Anton Beloglazov, César A. F.
De Rose, Rajkumar BuyyaCloudSim: a toolkit
for modeling and simulation of cloud
computing environments and evaluation of
resource provisioning algorithms. Journal
Software—Practice & Experience Volume 41
Issue 1, January 2011 - Pages 23-50
Rodrigo N. Calheiros, Rajiv Ranjan, César A.
F. De Rose, Rajkumar Buyya. CloudSim: A
Novel Framework for Modeling and
Simulation of Cloud Computing
Infrastructures and Services - 2009
[9] L. Tucker, Introduction to cloud computing for
Startups and Developers, Sun Microsystems,
Inc., 2009
[10]Dexter Duncanl, Xingchen Chu2, Christian
Vecchiola2, and Rajkumar Buyya. The
Structure of the New IT Frontier: Cloud
Computing — Part I - 2009

(4]

(6]

(7]

(8]



2013 12th International Symposium on Distributed Computing and Applications to Business, Engineering & Science

Three-Layer MPI Fault-Tolerance Techniques

Guo Yucheng, Wu Peng, Tang Xiaoyi, Guo Qingping
School of Computer Science and Technology
Wuhan University of Technology
Wuhan, Hubei, China

ycheng.g@gmail.com; gpguo@whut.edu.cn

Abstract— To make the MPI adapting to the data-intensive
tasks, the MPI must own perfect fault-tolerance capabilities to
handle errors. This paper proposes a three-layer fault-tolerance
technique that can achieve this purpose excellently. The MPI
task dynamic migration technique proposed and implemented
by our Lab has rarely seen in literatures.
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L INTRODUCTION

With the development and progress of computer science
and technology, the distributed parallel computing technology
is being applied in extended areas, such as the Grid
Computing and the Cloud Computing. In general, the
computer cluster based on the Message Passing Interface
(MPI) is to achieve the very way of the distributed parallel
computing. The MPI is often used to develop parallel
programs running on the computer clusters as well as the
supercomputers [1].

When MPI was first introduced, it was designed and
implemented for the scientific computing, so MPI has a good
performance in the compute-intensive tasks while it can not
meet the performance requirements of data-intensive tasks; In
fact, the currently most popular distributed parallel computing
technology, the cloud computing, is born for the data-
intensive computing [2].

Usually the MPI is not applied to data-intensive
computing since the MPI inherent design constraints. In a
MPI job, any process failure will cause the mission failed.
Admittedly, when the cluster is executing a scientific
computing task, any process anomalies are most likely to lead
to incorrect final results. Therefore, the feature, that the MPI
cannot tolerate the process failure, can adapt to the
computing-intensive task, but limits its application in the field
of the data-intensive computing.

To get MPI adapting to the data-intensive task, MPI must
own perfect fault-tolerance capabilities to handle the errors
(for example, the process failure etc.). This paper proposes a
three-layer fault-tolerance technique, which can achieve this
purpose excellently.

1L

So far, there are some MPI implementations, such as FT-
MPI etc., which have a certain degree of fault-tolerance
capabilities and can tolerate the process failure and other fatal
errors. However, the FT-MPI has not been updated for a long
time, and FT-MPI modified the semantics of the MPI
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standard [3]. In the aspect of fault-tolerance, MPICH2 is one
the most useful implementations, in which the Hydra process
management system provides certain fault-tolerance
capability [4], however its ability of fault-tolerance is not so
good. All research of this paper is based on MPICH2-1.4p1,
which is a popular and powerful MPI implementation from
the Argonne National Laboratory; the operating system is
Ubuntu 10.10 Desktop Edition (32-bit).

The MPI-2 standard document does not provide any
description of fault-tolerance except the error handler. In fact,
a MPI application which uses the error handler might not
tolerate the process failure, for example, the Smpd process
management system can not tolerate this failure while the
hydra process management system is able to treat the failure
as the normal; In general, MPICH2 has been able to cope
with the buffer inconsistent in the MPI, so the errors the
MPICH2 really need to deal with now is the process failure
[5]. The MPICH2 provides certain fault-tolerant ability but
cannot satisfy fault-tolerant requirements in dealing with
data-intensive tasks on the distributed platforms.

Typically, there are two causations, which cause the
process failure: the node failure caused by network failures
and accidental death of MPI processes. Therefore, MPI
applications with the fault-tolerance capability must be able
to properly handle the two types of errors caused by the
process failure.

System malfunctions can be classified as three cases:

1. Node or process failures at beginning of the data
processing;

2. Node or process failures in the middle of the data
processing, in which a lot of works has been done already.

In the case 2 the failure can be further divided as two
cases:

2.1. The failure node or process can be restarted up;

2.2. The failure node or process can not be restarted up.

A three-layer fault-tolerant scheme has been proposed and
implemented in the paper for above three typical cases, which
can satisfy the fault-tolerant requirements in MPI-based cloud
computing platform.

A. The first layer fault-tolerance technique: Re-Schedule
Execution

The first layer fault-tolerance technique: Re-Schedule
Execution. The system will redo the job immediately after the
failure of a MPI task. While the average time that a MPI task
spent and the average time that the system was restarted, both
are relatively small, or some node or process failure happened
at the earlier stage of runtime, redo the job immediately after
its failure is a good fault-tolerance solution for an efficient
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MPI cluster system. The core principle of this technique is
timely finding the process failure, timely re-scheduling and
executing the program related to the failure process.

Obviously the first layer fault-tolerant technique cannot
increase the system runtime efficiency for heavy MPI tasks.
So another two fault-tolerant techniques are proposed for
node or process failure happened in middle runtime for the
heavy tasks.

B.  The second layer fault-tolerance technique:
Checkpoint/Restart

The  second layer  fault-tolerance  technique:
Checkpoint/Restart. The MPI processes periodically do status
Checkpoint operations. The whole job’s status is recovered to
the latest checkpoint after the node or process failure. If
failure happened in the master node, then the MPI mission is
restarted, the system reschedules the MPI tasks, and whole
job’s status is recovered to the latest checkpoint, then mission
continues performing; If a worker is in failure the system tries
to restart the worker and recover its task to the latest
checkpoint status at the failed worker node, and the worker
continues performing the task.

The essence of the second layer fault-tolerance technique
is to allow MPI applications having the Checkpoint/Restart
capacity. Among many software development Kits of
Checkpoint/Restart, such as DMTCP, OpenVZ, BLCR, the
BLCR from Berkeley Lab has a very good performance, and
can serve MPI perfectly. Currently on the Linux operating
system platform, with the help of BLCR, the MPICH?2 is able
to give MPI applications the Checkpoint/Restart capabilities
transparently [7][8].

The three-layer fault-tolerant MPI platform developed in
the Distributed Parallel Processing Lab of Wuhan University
of Technology has integrated the Checkpoint/Restart of the
BLCR. Since the second layer fault-tolerance technique can
save the intermediate results of a running task, it meets
universal fault-tolerance requirements of a variety of MPI
tasks.

C. The third layer fault-tolerance technique: Dynamic Task
Migration

The third layer fault-tolerance technique: Dynamic Task
Migration. The system will take the initiative to migrate the
failed node's task to another normal node, which will continue
to execute the task in case the system cannot recover the task
on the failed worker node. This process does not affect the
normal node working, as shown in Figure 2-1.

So far, the MPI implementations neither provide the task
migration feature nor the features that a process failure does
not affect other processes. The dynamic task migration
technique proposed and developed by our team is a kind of
advanced MPI fault-tolerance technique, which is a process
failure free technique that does not need to restart the job
comparing with the second layer fault-tolerance technique.

The third layer fault-tolerance technique relies on the
error handler of MPI, which treats the communication failure
as non-fatal error, and the fault-tolerance capacity provided
by the Hydra process management system, which provides an
ability of that a process failure does not affect other
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processes. The MPI task dynamic migration technique
proposed and implemented by our Lab has rarely seen in
literatures.
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Figure 2-1 Dynamic Task Migrations

III. 'THE DESIGN OF THE MPI THREE-LAYER FAULT-

TOLERANCE PROTOTYPE SYSTEM

As shown in Figure 3-1, the MPI three-layer fault-
tolerance prototype system contains five parts: JobAdd,
JobCon, Mjob.Master, MEye and Mjob.Worker. JobAdd is
the job submission module, JobCon is the task management
and scheduling module, MEye is the monitoring module, and
Mjob is the MPI task execution module. Mjob is divided into
two parts of Master and Worker, Master is the task manager,
and the Worker is the task executor.

Reduce

Figure 3-1 The MPI Three-layer Fault-tolerance Prototype System

B JobAdd is responsible for obtaining job information
from the wuser's ability, and sending the job
information to JobCon.

B JobCon is responsible for getting the job information

from the job submission module, managing the job in
the form of multiple priority queues, and the high
priority job is taken out from the job queues, and
then distributed to Mjob.Master.



After getting the job information distributed from
JobCon, Mjob.Master notifies MEye to generate the
host list file which is needed to schedule and execute
the MPI job; then based on the dynamic process
creation and management model of MPI-2,
Mjob.Master spawns the Mjob.Worker processes
meeting the requirement of the host list file worker.
Besides, the Master distributes the tasks to the
Worker and collects the intermediate results from the
workers- merges these intermediate results to get the
final result of the MPI job.
Mjob.Worker is responsible for the tasks distributed
by Mjob.Master, and feed the intermediate results of
the tasks back to Mjob.Master.
The MPI faults in the prototype system shown in Figure
3-1 may occur in two places: Mjob.Master and Mjob.Worker.
If the prototype system is not applied to the corresponding
fault-tolerance techniques, it may result in both cases: (1)
MJob.Master failure, and the corresponding intermediate
results of the job are lost; (2) MJob.Worker failure, and the
corresponding intermediate results of the task are lost. In the
first case, MJob.Worker cannot continue to work properly
after MJob.Master failed; in the second case, with the fault-
tolerance function provided by Hydra, the job will not fail.
Therefore, the second fault-tolerance technique is used to
handle the MJob.Master failure; the second and the third
fault-tolerance technique are used to handle the MJob. Worker
failure.

During executing the tasks, Mjob.Master and
Mjob.Worker do the Checkpoint operation according to
certain rules. When Mjob.Master fails, the system use the first
fault-tolerance technique to re-schedule and execute the job,
then uses the second fault-tolerance technique to recover the
whole job's status to the latest checkpoint. When one
Mjob.Worker fails, supposed it occurs in the node hostX,
Mjob.Master can know this event immediately, the system
preserves the normal processes in failure with the help of the
fault-tolerance function of Hydra; at the same time,
Mjob.Master notifies MEye to generate the host list file, the
system tries to recover Mjob.Worker's status to the latest
checkpoint in the node hostX if hostX is in this list, or the
system uses the third fault-tolerance technique to handle the
task status of Mjob.Worker if hostX is not in this list.

IV. THE TEST AND EVALUATION OF THE PROTOTYPE
SYSTEM

Test environment settings: with the help of the
virtualization technology of VMWare7.1, a computer server
whose configuration is "Intel Xeon XES5620 *2 + DDR3
16GB + SATA 500GB *2 + Win2003R2_SP2_64bit" serves
as four common computes the configuration of which is "Intel
2 core + DDR 384MB + SATA 5GB + Ubuntul0.10 32bit",
then use MPICH2-1.4.1p to build a MPI cluster based on
these virtual computer.

The MPI three-layer fault-tolerance prototype system
shown in Figure 3-1: the system start three MPI processes
(one master node, two worker nodes spawned by the master
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node dynamically) every time, search for the specific data
from a set of data files which contain a large number of
unsigned integer number, and the master or worker process is
killed randomly when the system is working, in order to test
and evaluate the fault-tolerance capacity of the prototype
system. Currently, every data file contains 4M numbers
whose type is “unsigned int” and which are time-related;
however, there are 20 data files whose size is 320MB.

The test consists of three kinds, the first is that the process
fails once when the system is working, the first is that the
process fails twice when the system is working, the first is
that the process fails four times when the system is working.
There are three kinds of data needed to be recorded during the
test: the complete time of job in normal execution, the
complete time of job in re-scheduling, the complete time of
job in fault-tolerance.

The test's results are shown in Table 4-1, Table 4-2, Table
4-3 and Figure 4-1, the data unit is second.

Table 4-1 Test One (the process fails once)

Normal Re-Schedule Fault-Tolerance
Group.1 27.367 32.397 28.196
Group.2 26.525 43.803 27.295
Group.3 27.075 52.927 29.816

Table 4-2 Test Two (the process fails twice)

Normal | Re-Schedule Fault-Tolerance
Group.1 27.367 39.43 28.147
Group.2 26.525 45.344 28.703
Group.3 27.075 57.329 29.151

Table 4-3 Test Three (the process fails 4 times)

Normal | Re-Schedule Fault-Tolerance
Group.1 27.367 32.31 28.043
Group.2 26.525 50.29 28.429
Group.3 27.075 61.071 29.202

From Table 4-1, Table 4-2, Table 4-3 and Figure 4-1 we
can see that: the MPI fault-tolerance techniques proposed in
this paper are indeed effective that tolerant the vary faults
such as the MPI processes failure, node failure etc.; As the
times of the process failure increases, the time consumed by
the re-scheduling way will be a significant increase, but the
time is no obvious change essentially which is consumed by
the MPI three-layer fault-tolerance techniques.

V.

This paper describes a three-layer MPI fault-tolerance
technique, which is developed by our team for a project to
deal with the poor fault-tolerance capacity of the MPL
Moreover, the latter two fault-tolerance layers, especially the
third fault-tolerance layer are seldom mentioned in literatures,
which are the originally creation of our team.

CONCLUSION



The core objective of the MPI three-layer fault-tolerance
techniques is to improve the fault-tolerance of MPI programs,
Giving MPI applications a capability that treat faults
transparently, in order to apply the MPI not only to the
compute-intensive jobs but also to data-intensive jobs.
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Abstract—In this paper, we mainly introduce the key
technology of a steel plant’s CDQ(Coke Dry Quenching)
control system design based on PLC (Programmable
LogicController). The CDQ control system is divided into five
systems which are as follows: the coke loading, CDQ Chamber,
the CDQ boiler, coke fines collection and cold coke expelling. It
is controlled by two important parts, the host computer and
the hypogenous computer. Because the main steam
temperature lags seriously for replenishing cold water in the
temperature adjustment process, a new dual-loop PID
(Proportion Integration Differentiation) adjustment method is
suggested to achieve the effective control of the main steam
temperature in this paper. Since the system was put into
operation for more than one year, the practical application
shows that the CDQ control system run reliably and meets the
production demand. Because the excellent performs and the
energy saving figures of the CDQ system in environment
protecting, it has achieved remarkable economic benefits and
social benefits.

Keywords-CDQ system; steam temperature control; Dual-
loop PID Tuning; environment protecting

L INTRODUCTION

Saving energy and protecting environment are the two
major issues in metallurgical industry, which should be paid
close attention to, and the green economy and circular
economy derived from them are the trend of the development
of enterprises. Because the CDQ technology has a number of
advantages such as energy recovery, environmental
protection and improving the quality of coke, it is widely
used in the coke industry.

The Red coke, coming out from coal carbonization
chamber, is up to 1000 , it must be cooled with some
effective manner. Traditional wet quenching method is to
reduce the temperature of the red coke by spraying water
directly. The drawback of the method produce large amounts
of poison gas which is not benefit to environmental
protection and the thermal energy of the red coke are all
wasted. Besides, the rapid cooling makes the coke cracks
increase leading to the decline of the quality. The CDQ
method is as follows: the low temperature inert gas and high-
temperature coke are mixed in CDQ chamber. The coke
moves down and the inert gas flows upward. After the
exchange of energy the red coke becomes into 200°C or less
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cooled coke and discharges from the bottom of the CDQ
Chamber. The high temperature inert gas getting the energy
outflows from the CDQ Chamber and makes heat exchange
with the deoxidizing and desalt de-chlorination water vapor
in the CDQ boiler, and the hot steam will be sent to the CDQ
gas to power stations to generate electricity, achieving the
purpose of energy recovery. The use of new technology
about catching Coke tank with precise positioning makes the
dust easy to control, which is produced when the coke comes
out from the coke oven and improves the production
environment. The use of waste heat power generation of the
red coke and heat recovery greatly reduces the energy
consumption of coke. Coke in the stored section of the CDQ
furnace has the effect of heat preservation, and its maturity is
improved after the temperature uniformity and precipitation
process of the residual volatile, basically eliminating the
thermal coke. When the coke is moving in the CDQ chamber
, the brittleness coke and thermal coke both become coke
fines to be filtered out, greatly improving the quality of
coke. Because of the friction when the coke moves down in
the CDQ chamber, the baked coke is uniform in size. The
CDQ method is better than wet quenching method in the
saving energy, saving water, protecting environment and
improving coke quality.

II. THE CDQ CONTROL SYSTEM BASED ON CONTROL-

LoGIx 5000 SERIES

There are upper monitor and lower machine used to
control in the system. The upper monitor using the American
Rockwell company's RSVIEW32 industry monitoring
software monitors and manages the whole control process of
the CDQ with the various on-site data collected by the lower
machine. The lower machine uses the American Rockwell
company's PLC controller of Control-Logix 5000 Series and
its configuration software RsLogix5000 to achieve the on-
site data collection and logic control of the five control
systems which are the coke loading, CDQ chamber, the CDQ
boiler, the coke fines collection and the cold coke discharge.
It keeps the high-speed connection and control between the
controller and I / O devices by the Control-Net network to
achieve the desired control goals.

The Control-Logix system is the Rockwell company's
latest control platform, which provides a single and
integrated controlling architecture that can finish the task of
dispersed, transmission, movement and process control.
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Using the Control-Logix controller as the core, together with
the powerful RSLogix 5000 software and the network
communication service software RSLinxs, the system
structure is the three-tier network architecture that is (1) The
network of the information layer, It use the Industrial
Ethernet (Ether Net / IP) which is based on the TCP / IP
communication protocol as the network medium in
production scheduling layer (information layer). (2) The
network of the control layer. (3) The network of the device
layer, it is a kind of a field bus network for the transmission
of the underlying device information and is used to connect
the simple underlying industrial equipment. The RSNetWorx
network configuration software are tools for configuration
and planning, allowing the users to create a graphical
interface for the network and to configure the corresponding
parameters to define the network. According to the three-tier
network architecture, there are three software: RSNetWorx
for DeviceNet (for device network configuration),
RSNetWorx for ControlNet (for control network
configuration), RSNetWorx for EtherNet / IP (for Ethernet
configuration).

III. THE UPPER MONITOR DESIGN OF THE CDQ

MONITORING SYSTEM

RSView32 developed by the world's largest Rockwell
Automation Co., Ltd. which is committed to the industrial
automation and information is a industrial monitoring
software based on Windows environment (supporting
Windows 2000). It has a rich picture display function
including powerful alarm, convenient communication system
and abundant trend map. With the RSView32 it can widely
establish communication links with different PLC and broad
monitoring application.

1 The design of the upper monitor picture function

According to the requirements the whole system screen is
divided into three categories that are operation monitoring
screen, fault monitoring picture, The operation of the electric
appliance picture.

2 Control model of the CDQ System

In the heat exchange process, meet the first law of
thermodynamics. The total energy can be expressed as
follows:

0, =0, +ZCp,VdT (M

Here, Qf, Qs C, p, V and dT represent the system total
heat generation rate, system heat loss, heat capacity, heat
transfer media given density, volume and temperature
variation

System heat loss Qs meets the following formula:

0, :ZkiAi(Ti_To) 2

Here ki, Ai, Ti and TO represent respectively, the
coefficient of heat conduction, heat transfer area, medium
temperature, ambient temperature.

Factors influencing total loss system volume Qs: system
load power, three-way valve, relief valve, superheater,
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vessels and piping. Most of the heat exchange between the
steam superheater happened in two and the cooling water.
Meet the following equation:

prWQW(Two Twi)dT = Cfprp (Tﬁ _Tfa )nedr (3)
The subscript w, f analysis of cooling water and oil. To,
Ti, e and QP respectively: exchanger external temperature,

heat exchanger, heat exchange coefficient, the internal
temperature of the steam flow.

Figure 1.

the monitoring interface of the CDQ boiler
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Figure 2. the interface of the PID Control

IV. THE DESIGN OF THE CDQ MAIN-STEAM
TEMPERATURE CONTROL SYSTEM

The steam temperature control means to make the outlet
steam of the CDQ boiler to maintain a constant temperature.
The higher steam temperature will lead to the damage to the
super-heater unit of the CDQ boiler, steam piping and steam
turbines. The lower steam temperature will reduce the
generating efficiency of the steam turbines resulting in the
erosion to the turbine blades and could even affect the safe
operation of steam turbines. Generally, the superheated
steam temperature should be kept at 420 © C &+ 10 under the
normal production of the CDQ boiler. In the system of the
CDQ boiler the steam temperature mainly influenced by the
steam flow D, desuperheating water flow A and air steam
heat transfer V.

The main-steam temperature is adjusted in the method of
spray desuperheating in the control technology of the CDQ.
Because the change of the steam temperature has a large lag
when using the desuperheating water to interfere with the
cooling, the method of cascade control is used in the control
structure. The principle of the main-steam cascade control
system is shown in Figure 5.

Because T1 responses faster than T2 when the
desuperheating water flow changes, T1 is used as the
feedback quantity of the secondary regulator ( PID-2 )
while T2 as the feedback quantity of the primary
controller(PID-1) and desuperheating water flow as the



output quantity of the control system. K1 is the feed-forward
controller used to dampen the fluctuations of the temperature
of the attemperator outlet steam. K2 is the feed-forward
controller used to dampen the fluctuations of the temperature
of the second superheater unit outlet steam. K3 is the main-
steam temperature. T2 is the information signal amplitude. N

is the feedback factor of the desuperheating water flow. K #
is a regulating valve used to adjust the desuperheating water
flow.

Figure 3. the principle of the main-steam cascade control system
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Figure 4. PID cascade control

The figure shows that the whole system consists of two
closed-loop regulation loop: (1) The minor loop is made up
of PID-2 adjustment unit, actuator, desuperheating water

flow regulating valve K F , desuperheating water flow
feedback N, desuperheater outlet temperature feed forward
K1 and the main steam flow feed forward K2. (2) The
major loop is made up of PID-1 adjuster, minor loop and
the main steam temperature feedback K3.

Open the PID adjustment screen and the picture shown in
Figure 6 will appear. Divide the picture into three regions.
There are eight regulated quantity ( PV, SP, SO,
OUT[CV], Automatic / manual, lock/unlock, cascade,
supplement and correct) . Note: The regulated quantity is
different with different regulating valve, slightly different.
PV: The actual feedback value. SP: the set value. SO:
manual control value. OUT[CV]: output value.
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On the first region, the values of PV and SP are shown as
histograms with the range shown beside and the
corresponding value shown in the middle.

The second region is the input area to set values for the
SP and SO. The input box is black text on a white
background with relevant quantitative units. Note: input the
value and press enter to confirm the data input or the data
will be invalid. There are increment/decrement buttons of
"+1" and "-1" beside. After pressing them, the original value
will increase or decrease a value with the input confirmed at
the same time.

The third region which is for the toggle button
confirmation includes hand / auto selection and parameter
setting. Note: Click the toggle button and the relevant text
will show. Click the OK button and the text will turn green.

The system from the analysis of the above mathematical
model in presence of large time delay problem, the
conventional PID control model is very difficult to achieve
the satisfactory control results. According to the factors of
model analysis and actual effect analysis, system suitable for
two PID cascade model to achieve the temperature
regulation. The first level of main steam temperature by
PID1 TS and actual detection TI temperature difference eT,
calculate the OT temperature control theory; second level
according to the temperature control of OT, combined load
pressure PST, the main steam flow rate FST, the main steam
desuperheating water temperature thermometer TST, TCT
equivalent combination for warm water requirements set
flow quantity FS is the second PID controller reduction. The
water flow is FI minus the practical detection as
desuperheating water output feedback, obtained by the PID2
regulation of desuperheating water control valve for opening
OVO. In theory, the cascade PID control method can better
approximate the steam boiler control model is true, but the
cascade control model also increases the difficulty of
choosing parameter in the practical application. On one hand,
reduce the water flow requirements of ideal FS and each
factor of OT, PST, FST, TST, TCT second PID in the
function relationship between FS=f (OT, PST, FST, TST,
TCT) is difficult to determine the optimal coefficient; on the
other hand, the two PID control model of the proportional,
integral, differential factor also it is difficult to get. CDQ
boiler steam temperature control model of PID can be
summarized as follows

de,

OT(1)=Kp1€r +K, |e;dt+K, 4)

de,

O ()= K ey + K, [epdi +K ®)

The formula in above control system model described in
Figure 2, the optimal objective is when the load or the
external environment is disturbed in main steam temperature
output basic stability. However, (5) the accurate functional
relationship model is difficult to determine, at the same time
(1), (2) in two PID controller with a proportional, integral,
differential coefficient optimization problems. In another
essay the author presents with linear function approximation
f (OT, PST, FST, TST, TCT), and through the analysis of the



on-site technical personnel manual adjustment of
desuperheating water flow experience, optimization
calculation of linear approximation coefficient function,
good results have been achieved.

F; =C,0, +C,P; +C,Fy +C, Ty, + C\ T, +C, (6)

Set sampling time points:, accordingly, main steam

temperature, steam flow, desuperheating water flow,
respectively: from (6) we can obtain
FS] = CSOTI + C4PST1 + CSFSTI + CZTSTI + CIT('TI + C() (7)

FSﬂ = CS OTn + C4PSTn + CSFSTH + CZTS‘Tn + CITCTn + CO
Equations (6) for the undetermined coefficient, generally
n are far greater than the volume of 6, so the equation (7) can

not find the analytical general solutions under. Therefore, the
objective function is constructed as follows

E(CO,CI,'--,C5)=

i(CSOTI + CAPSTE + CBFSTi + CZTSTI + C]TCTi + CO _FSI)Z
i=1

The practical application shows that, in this paper, the
basic algorithm is effective and feasible. However, in this
paper the two PID control model of the proportional, integral,
differential coefficient is given by experience, there is
difficult to operate in practice, to further optimize and
improve.

Equations (7) the main source of data sampling is of
excellent field operations and technical personnel manual
adjustment value, to be optimized coefficients are
determined after the system into automatic control mode. But
in equations (7) using the PID1 output OT, the data item
depends on the ratio of PID1, integral, differential coefficient,
into the automatic mode PID2 proportion, integral,
differential coefficient will also affect the stability effect of
system, system optimization problems further. Therefore,
through the artificial experience value optimization of
intermediate output basis, the introduction of fuzzy PID
parameter self-tuning control strategy, so the system has
better sensitivity, stability, accuracy in the main steam
temperature output control.

E(1)
Fuzzy Inference

EC(t) | System
AL |AK; |AK;
—»{ PID Ct:utroiler Contrafled }i“_:'..
Object
sensor

Figure 5. PID Parameter tuning Structure

In Figure 5, R (T) is the set temperature value, y (T) is
the actual temperature. Similar to the conventional PID
method, the input is the temperature difference of E and its
derivative EC. In order to obtain the appropriate dynamic
control parameters Kp, Ki, Kd, adopts the following complex
fuzzy logic rules.
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V.

The coke is a kind of important fuel to the steelmaking,
and the quality of coke is directly related to the economic
and technical indicators of steel products. As one of the very
important part of the coking process, the CDQ has
incomparable advantages over the traditional wet coke
quenching in improving the quality of coke, recycling the
energy and protecting the environment, so it is widely used
in the domestic coking industry. The use of PID Regulation
technology in the Xiangtan Steel CDQ system makes the
main-steam temperature more stable and the work better.
Considering the effect of one year running, Xiang Steel CDQ
control system which is praised by many users and fully
meets the production needs is safe and reliable.

CONCLUSION
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Application of VM-Based Computations to Speedup the Web Crawling Process on
Multi-Core Processors
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Abstract—A Web crawler is an important component of the
Web search engine. It demands large amount of hardware
resources to crawl data from the rapidly growing and changing
Web. The crawling process should be performed continuously
to maintain up-to-date data. This paper develops a new
approach to speed up the crawling process on a multi-core
processor by utilizing the concept of virtualization. In this
approach, the multi-core processor is divided into a number of
virtual-machines (VMs), which can concurrently perform
different crawling tasks on different initial data. It presents a
description, implementation, and evaluation of a VM-based
distributed Web crawler. The speedup factor achieved by the
VM-based crawler over no virtualization crawler, for crawling
various numbers of documents, is estimated. Also, the effect of
number of VMs on the speedup factor is investigated.

Keywords— Web search engine; Web crawler; virtualization;
virtual machines; distributed crawling; multi-core processor;
processor-farm methodology.

L INTRODUCTION

A Web search engine is an information retrieval system
designed to help finding information stored on the Web. It
enables users to search the Web storage media for certain
content in a form of text meeting specific criteria (typically
those containing a given keywords or phrases) and
retrieving a list of files that match those criteria [1, 2]. Web
search engine consists of three main components: Web
crawler, document analyzer and indexer, and search
processor [3]. The Web crawler is one of the most important
and time consuming component of the search engine [4]. It
demands large amount of computing resources to crawl data
from the rapidly growing and changing Web. The crawling
process should be performed continuously to maintain
highest updatability of it search outcomes. In spite of using
high-speed computers and clever crawling software, the
largest crawls cover only 30—40% of the Web, and refreshes
take from few to several weeks to be done [2].

Two main approaches can be been identified to speed up
the crawling process. The first approach is based on using
high-performance computing resources. The second
approach is based on using fast crawling computational
architecture, algorithms, and models. Recently, an
impressive gain in computing resources performance has
been achieved due to the introduction of parallelism in the
architecture of the processor, in a form of pipelining,

Hamzah Qtishat

Faculty of Information Technology
Middle East University
Amman, Jordan

multitasking, and multithreading, and the introduction of a
multi-core processor [5, 6]. A multi-core processor has two
or more microprocessors (cores) each with its own memory
cache on a single chip. The cores can operate in parallel and
run programs much faster than a traditional single-core chip
with a comparable processing power.

Due to its high speed, multi-core processors can play a
big role in speeding up the crawling process, and can be
used as a major building block in constructing cost-effective
high speed crawling system. However, we strongly believe
that a gap still exists between the OS capability and the
multi-core processor hardware. As a result of that a
significant percentage of the power of the multi-core
processor is not fully utilized. There are many approaches
that can be used to bridge the gap between the hardware and
the software seeking optimum processing speed, such as by
further improvement to the software (OS and application) or
the technology and architecture of the hardware[7, 8].

In this paper, we develop a new approach to improve the
multi-core processing power. The new approach utilizes the
concept of virtualization, in which the multi-core processor
is decomposed into a number of virtual machines (VMs)
that can operate concurrently performing different tasks.

In order to evaluate the performance of the new
approach, it is used to develop a VM-based distributed Web
crawler. The methodology that is used in porting the
sequential Web crawler to run efficiently on the VMs is the
processor-farm methodology [9]. Extensive crawling
experiments were carried-out to estimate the speedup factors
for various numbers of crawled documents. Furthermore,
the average crawling rate is computed, and the effect of the
number of VMs on the speedup factor is investigated.

II.  BACKGROUND

This section provides a brief background on two of the
main topics underlined in this paper, namely, the Web
crawler and the virtualization.

A. Web Crawler

The Web search engine executes user search queries at
lightning speed and the search results are relevant most of
the times, especially, if the user frames his search queries
right. Fig. 1 outlines the architecture and main components
of a standard Web search engine model [10].
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Fig. 1. Main components of standard search engine model [10].

Web search engines can be classified into generic and
specialized Web search engines. Example of generic Web
search engines include: Google, Yahoo, MSN, etc. There
are many examples of specialized search engines, such as:
Truveo and Blinkx TV for finding video content, Omgili for
searching in discussions happening on public Internet
forums and online mailing lists, Pipl for extracting personal
information about any person from the Web, Ask Blog for
searching content published on blogs, etc.

The Web search process can be broken up into three
main sub processes as shown in Fig 2; these are [9]:

e Crawling process (CP), which runs on the crawling
processor (CPR) (CP—CPR).

¢ Analysis and indexing process (AIP), which runs on the
analysis and indexing processor (AIPR) (AIP—AIPR).

e Searching process (SP), which runs on the search
processor (SPR) (SP—SPR).

[
[

[ Crawling process (CP—CPR)

4

e

Fig. 2. Web search process model [9].

Searching process (SP—SPR)

4

Analysis &indexing process
(AIP—AIPR)

The Web crawler is a software program usually used to
find, download, parse content, and store pages in a
repository. It also reads the Meta tags specified by the
creator of the Website and index the information. A crawler
needs a Web address as a starting point in order to index the
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information about the Website. This address is called the
URL. Then the crawler finds the hyperlink text and Meta
tags in all the pages of the Website until the text finishes.
Given a set of seed URLs, the crawler repeatedly removes
one URL from the seeds, downloads the corresponding
page, extracts all the URLs contained in it, and adds any
previously unknown URLs to the seeds [9].

It is important to know at this stage that most of the
Websites are very large so it takes long time to crawl and
index all the data. Furthermore, some of the Websites
change its content frequently, so is necessary to take care of
this thing as when to revisit the page again in order to keep
the database up-to-date. Further requirements for any
crawling system may include: flexibility, high performance,
fault tolerance, maintainability, configurability, etc.

Web crawlers are classified into specific and general-
purpose (open source) crawlers. There are many examples
of specific crawler, such as: Googlebot is the Google
crawler, Yahoo! Slurp is the Yahoo crawler, Bingbot is the
Microsoft's Bing crawler (It replaced MSNbot), etc.
General-purpose crawlers include: Aspseek,
DataparkSearch, GNU Wget, GRUB, Heritrix, HTTrack,
ICDL, mnoGoSearch, Nutch, Open Search Server, ect.

B. Virtualization

Virtualization is a technique for hiding the physical
characteristics of computing resources to simplify the way
in which other systems, applications, or end users interact
with those resources [11]. It lets a single physical resource
(such as storage devices or servers) appear as multiple
logical resources; or making multiple physical resources
appear as a single logical resource. In addition,
virtualization can be defined as the process of decomposing
the computer hardware recourses into a number of VMs. A
VM is a software implementation of a computing
environment in which an OS or program can be installed
and run. The VM typically emulates a physical computing
environment by creation of a virtualization layer, which
translates these requests to the underlying physical
hardware, manages requests for CPU, memory, hard disk,
network and other hardware resources.

Different forms of virtualization have been developed
throughout the years; these are: guest OS-based, shared
kernel, kernel-level, and hypervisor virtualization [11]. VMs
can provide numerous advantages over the installation of
OS's and software directly on physical hardware. Isolation
ensures that applications and services that run within a VM
cannot interfere with the host OS or other VMs. VMs can
also be easily moved, copied, and reassigned between host
servers to optimize hardware resource utilization [11].

III.

This section presents a review on most recent work
related to reducing the crawling processing time. The
reviewed work is presented in chronological order from the
old to the most recent.

LITERATURE REVIEW



Chung & Clarke [12] proposed a topic-oriented
approach, in which the Web is partitioned into general
subject areas with a crawler assigned to each part to
minimize the overlap between the activities of individual
nodes. They examined design alternatives for their
approach, including the creation of a Web page classifier for
use in this context. They studied the feasibility of the
approach and addressed the issues of communication
overhead, duplicate content detection, and page quality.

Yan et la [5] proposed an architectural design and
evaluation result of an efficient Web-crawling system. Their
design involves a fully distributed architecture, a URL
allocating algorithm, and a method to assure system
scalability and dynamic configurability. Shkapenyuk & Suel
[14] developed a distributed Web crawler that runs on a
network of workstations. They described the software
architecture, the performance bottlenecks, and efficient
techniques for achieving high performance. The crawler
scales to hundreds pages per second, resilient against system
crashes and other events, and can be adapted to various
crawling applications. They also reported experimental
results based on a crawl of million pages on million hosts.

Takahashi et al [15] described a scalable Web crawler
architecture that uses distributed resources. The architecture
allows using loosely managed computing nodes (PCs
connected to the Internet). They discussed why such
architecture is necessary, point-out difficulties in designing
such architecture, and described their design. They also
reported experimental results to support the potential of
their Web crawler design.

Loo et al [16] developed a distributed Web crawler,
which harnesses the excess bandwidth and computing
resources of clients to crawl the Web. Nodes participating in
the crawl use a Distributed Hash Table (DHT) to coordinate
and distribute work. They studied different crawl
distribution strategies and investigated the trade-offs in
communication overheads, crawl throughput, balancing load
on the crawlers as well as crawl targets, and the ability to
exploit network proximity. They developed a distributed
crawler using PIER, a relational query processor that runs
over the Bamboo DHT, and compared different crawl
strategies on Planet-Lab querying live Web sources.

Hafri & Djeraba [17] developed a real-time distributed
system of Web crawling running on a cluster of machines.
The system crawls several thousands of pages every second,
includes a high-performance fault manager, platform
independent and transparently adaptable to a wide range of
configurations without incurring additional hardware
expenditure. They provided details of the system
architecture and described the technical choices for very
high performance crawling. Exposto et al [18] developed a
scalable distributed crawler. The approach is based on the
existence of multiple distributed crawlers each one is
responsible for the pages belonging to one or more
previously identified geographical zones.
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Chau et al [19] developed a framework of parallel
crawlers for online social networks, utilizing a centralized
queue. The crawlers work independently, therefore, the
failing of one crawler does not affect the others at all. The
framework ensures that no redundant crawling would occur.
Ibrahim et al [8] demonstrated the applicability of
MapReduce on virtualized data center by conducting a
series of experiments to measure and analyze the
performance of Hadoop on VMs. The experiments were
used as a basis for outlining several issues that will need to
be considered when implementing MapReduce to fit
completely in a virtual environment, such as the cloud.

Anbukodi & Manickam [20] addressed problems of
crawling Internet traffic, I/O performance, network
resources management, and OS limitations and proposed a
system based on mobile crawlers using mobile agent. The
proposed approach employs mobile agents to crawl the
pages. These mobile crawlers identify the modified pages at
the remote site without downloading them instead it
downloads those pages only, which have actually been
modified since last crawl. Hence it will reduce the Internet
traffic and load on the remote site considerably. The
proposed system implemented by the help of Java aglets.

IV. THE VM-BASED WEB CRAWLING MODEL

This section describes the VM-based Web crawling
model. This model assumes that a multi-core processor is
used as the main computing platform. The multi-core
processor is divided into a number of VMs each acts as
crawling processor. In particular, in this model, the crawling
processor (CPR) is split into a number virtual crawling
processors (v.), one of them acts a master crawling VM
(MCVM), and the rest acts as slave crawling VMs
(SCVMs), each of the SCVMs access the Internet
independently retrieving HTML pages and passes them to
the MCVM. In this model, the SCVMs can communicate
with the MCVM and also with each other under the control
of the master VM. Fig. 3 shows the architecture of the VM-

based crawling model.
Searching process (SP—SPR)

[
=

[ Analysis & indexing process (AIP—AIPR) }

Master crawling virtual machine
(CP->MCVM)
SCVM, SCVM, SCVM,.
CP—SCVM, | CP—SCVM, CP—SCVM,,
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qvu I < ;’““‘l\r

Fig. 3. The architecture of the VM-based Web crawling model.
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V. RESULTS AND DISCUSSIONS

In order to evaluate the performance of the new model,
two types of crawlers are developed. The first one runs on a
multi—core processor with no virtualization (i.e., no VMs are
installed on), therefore, it is called no-virtualization crawler
(NVMC). The second one runs on a multi-core processor
with a number of VMs installed on each performing part of
the crawling process; therefore, it is called distributed VM-
based crawler (DVMC). The distributed methodology that is
used in porting NVMC to run efficiently on VMs is the
processor-farm methodology. Details of the implementation
of NVMC and DVMC are given in [9].

The performance of the VM-based crawling model is
evaluated by estimating the speed up factor (S) achieved due
to the introduction of virtualization, where S is calculated as
the ratio between the CPU time required to perform a
specific crawling computation on a multi-core processor
with no VMs installed on (7;) and the CPU time required to
perform the equivalent computation on the same processor
with a number of VMs installed on (7,). So that S can be
calculated as S=T,/T,[9].

To obtain ultimate performance of a distributed system
three points must be optimized these are: load balancing,
data transfer rate, and system topology. Furthermore, it is
well recognized that the document crawling time depends
on the documents content and network performance, and it
is increases with increasing number of crawled documents.
Therefore, we have found it is necessary to estimate the
average document crawling time (Z,,), which is the average
time required to crawl one document, and it can be
expressed as ,,,=1/W,. Where W, is the actual number of
crawled documents, and T, is the crawling time. 7 is taken
as T, for no VM-based crawling and T, for VM-based
crawling.

The computer used in this work comprises a high-speed
single multi-core processor, Intel® Core™ i5-2300 CPU @
2.80 GHz, 8 GB memory, 1.5 TB hard drive, and Debian
Squeeze (open source Linux-based OS).

T, and T, for crawling different pre-specified number of
Web documents (,) ranging from 10000 to 70000 in step
of 10000, are estimated. The crawling process starts with the
30 URLs given in [9]. For each fetched URL, a number of
Web documents will be retrieved. Since each Web
document may contain a number of URLs. These URLSs are
extracted, parsed and added to the crawled database, i.e.
updating the crawled database. The program(s) keeps
records of both the actual number of crawled documents
(W,) and the actual number of fetched URLs (U,). The
crawling process is designed to continue until #, documents
are fetched (regardless of U,). Since, the number of
documents in any fetched URL cannot be predicted; in
practice, the crawling process is continued until W ,>W,,.

T, is estimated using DVMC on the same computer
described above with different number of VMs installed on.
In particular, two different VM-based crawling systems are

configured. The first system has 3 VMs, while the second
has 4 VMs. The VMs are configured in master-slave
architecture, where one of the VMs is run as a master, while
the other machines are run as slaves. Each VM starts with
30/(n-1) URLs. Having the values of T, T, and W, the
values of T,,, and § are then calculated. The values of 7, and
T, for 3 and 4 VMs are shown in Fig. 4; the values of 7,,, are
shown in Fig. 5; and the estimated S is shown in Fig. 6.
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It can be seen in Fig. 4 that 7, is less than Ti.
Furthermore, the difference between T, and T, increases as
W, increases. This demonstrates the potential of the concept
of this work which provides better processor utilization
through virtualization. The same is for 7,,, as shown in Fig.
5. However, T, for 3 and 4 VMs are almost the same. This
can be due to two main reasons:

1. On the same multi-core processor, as the number of
VMs increases, the hardware resources allocated to
each VM is reduced. This is because the resources of
the processor are distributed between more VMs.

For the same value of W,, when the number of VMs
increases, the computation time is reduced, and the
communication time is increased. As a result of that
the total crawling time is almost unchanged.

Fig. 6 shows that S achieved by the VM-based crawling
system increases with increasing W,. The maximum (ideal)
value for S is equivalent to the number of VMs. However,
we expect to reach a steady state (saturated value) below the
ideal value due to communication overhead.

VIIL

The main conclusions of this work can be summarized as:

CONCLUSIONS

1. For equivalent crawling task, a VM-based Web
crawling system performs faster than the same system
with no VMs installed on, i.e., reduces crawling CPU
time and increases processor utilization.

T, and § increase as W, increases. For example, Fig.
4 shows that S achieved by DVMC running on 3 VMs,
increases from 1.01 for 10000 documents to 1.48 for
70000 documents. This demonstrates that for 70000
documents, 7, is reduced by nearly 32%. This expects
to be further increased as W, increases.

A VM-based system crawling system shows smaller
growth in the crawling CPU time as the data grows in
size as compared to using the same system as a single
processor (no virtualization).

The high-performance multi-core processors with
VMs installed on can play a big role in developing
cost-effective Web crawlers or can be used to enhance
the performance of current Web crawlers at Google,
Yahoo, and other Web search engines.

A number of recommendations that can be suggested as
future work; these recommendations are:

1. Modify MVMC to assign crawling task to the master
VM instead of being idle while waiting other slave
VMs completing their crawling tasks, and then
evaluate the performance of the modified tool and
estimate the performance enhancement.

Extend the investigations for 7,>70000, and VM> 4.
. Evaluate the performance of the new model on

various multi-core processors.
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Abstract: Multi-domain unified modeling is an important
development direction in the study of complex system. Modelica is a
popular multi-modeling language. It describes complex systems by
mathematical equations, solves the high-index of Differential
algebraic equations (DAE) generated by modeling. But in this
process, the index reduction based on structural index, which is a
key step of solving high-index DAE, will fail with small probability.
Based on the combinatorial optimization theory, it analyzes the
incorrect problem leaded by the index reduction algorithm for
solving the DAE, gives the algorithm of detecting and correcting the
incorrect of structural index reduction for matrix pencils. It
implements the algorithm of detecting and correcting, and apply
the algorithm into solving first-order linear time-invariant DAE
system. The experiment result shows that for first-order linear
time-invariant DAE, the problem about the failure of structural
index reduction can be solved by the combinatorial optimization

theory.

Keywords: Complex system; Modelica; DAE; Index

reduction; Combinatorial relaxation theory

. INTRODUCTION

Mathematical modeling and simulation technology has
become a key technology for testing and analyzing the
technical performance of products. With the development of
science, the structure and function of products are more and
more complex and heterogeneous. In order to optimize the
design of complex products, it needs to integrate subsystem
models of different areas together to realize the collaborative
simulation for the overall performance of complex products.

The collaborative design and simulation platform based on

multi-domain unified modeling can efficiently achieve many
functions, such as systems integration, resource reuse,
collaborative development, etc. Modelica[l] is one of
popular multi-domain physical system modeling language. It
has many advantages, as high model reuse, modeling simple
and convenient, without symbolic process and so on. At
present, there are many modeling platforms based on
Modelica, OpenModelica[2], Dymola[3],

MathModelica, etc. Modelica is often widely used in

such as

electrical, mechanical, biological, economic, vehicle design,
aerospace and other fields[4, 5].

Modeling and simulation based on Modelica describes
these subsystems of different fields with mathematical
formulas, according to the physical laws and phenomena. It
often leads to a high-index differential algebraic
equation(DAE) systems, and then solve these DAE systems
to achieve the model simulation.

Generally, it is difficult to solve high-index DAE
numerically[6]. In order to solve the high-index DAE
produced by Modelica modeling, it needs to transform the
high-index DAE system to low-index DAE system by using
index reduction technology, and then use numerical methods
to solve the low-index DAE directly [6]. At present, index
reduction method based on the structural index of DAE is a
main-stream index reduction method, such as Pantelides[7],
Dummy Derivatives[8] . But, in some time, the method may
lead to incorrect solution when differential index is not equal
to the structural index. So the structural index reduction
method does not meet the Validation & Verification (V&V)

and it has an effect on the stability of modeling and
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simulation platform. Checking and correcting this fails is
very important to improve the robustness and reliability.

Combinatorial relaxation theory[9, 10, 11] is consist of
matrix, matroid and combinatorial optimization, etc, it can
effectively analyze and solve the fail of structural index
reduction. For the first-order linear time-invariant DAE, it
comes down the problem of checking the consistence
between structural index and differential index to the
maximum degree of matrix pencils and the problem of
checking the matrix rank constraint rules. When the
differential index is not equal to the structural index, it
modifies the structural matrix so that the structural index is
equal to the differential index, avoiding the fail of index
reduction based on the structural index of DAE.

This paper is organized as: section 2 analyzes the fail of

index reduction based on the structural index of DAE system.

For the linear time-invariant DAE system, it introduces how
to use combinatorial relaxation theory to check the fail of
structural index reduction in section 3. For the first-order
linear time-invariant DAE system, it presents how to make
an association between modification of structural matrix and
transformation of DAE system in section 4. Section 5 gives
some numerical experiments. And the last section gives a

conclusion and presents the research targets in the future.

II.  ANALYSIS OF THE FAILURE OF STRUCTURAL INDEX

REDUCTION

For analyzing the failure of structural index reduction,
we bring into some definitions about differential index and
structural index in the follows and introduce the
combinatorial relaxation theory.

Definition 1. Maximum degree 6,(A4) of k minor of
rational function matrix.

Assuming A(s) = A;j(s) is a m xXn matrix, A;;(s)
is a rational function about s in filed F, that is A;;(s) €
F[s] (commonly, F is real number field) . So A(s) is
called as rational function matrix, and the maximum degree
of k X k minor of rational function matrix is defined as:
8,(4) = max{deg(detA[I,/DIII| = /] =k}, k = 0,1, ,
where deg is the degree of rational function[9].

Definition 2. Given a linear time-invariant DAE system:
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d"1x

n-1 datn-1

n
x4

nqgn

A +---+A1%+A0x=f(t), (1.1)

i=01-n.

Transform the system (1.1) to the polynomial system

where A; is a nXn constant matrix,
Ax = b by Laplace transformation, in which A = A(s) =
(A;j(s)) is the coefficient matrix[9] corresponding to (1.1).
If A is a nXn non-singular polynomial matrix, then
differential index[9] is : y(A4) = 6,_1(4) — §,(4) + 1.
Definition 3. Structural Index[9] .- (4) = 6,1 (4) —
8,(A) + 1. The definition about §,(A) is as follows, the
structural matrix Ay, correspondingto A is:
t;jsi84, A, # 0
0, Aij=0
where t;; are independent variables, degA;; stands for the
A

structural index of structural matrix A, .

Ager = (Astr)ij = {

Assuming yg,-(A) is the
About the

relationship between &,(A) and &, (A), there is a theorem

degree of polynomial A;; .

in combinatorial relaxation theory:

Theorem 1.[9] Let A(x) be a rational function matrix,

1. 8,(4) < 6, (4).

2. The equality holds generically, i.e., if the set of
nonzero leading coefficients A° = (A?j = {a;jla;; isthe
coefficient of the maximum term of A;;} is algebraically
independent, then 8, (A) = &, (4).

3. We say that A(x) is upper tight if 8, (4) = §,(A).

This theorem shows that the &,(A) of structural
matrix is an upper bound to the &, (A) of coefficient matrix
and 8, (A) = 8, (A) generically. The terms in the
coefficient matrix A may be algebraically dependent, so
there is numerical elimination between these terms in some
time. But for the structural matrix Ag.,., these terms are
algebraically independent with each other, so there is no
numerical elimination. For this numerical elimination

problem, there is an example as follows:

Example 1:
X1+ X, + x5 — x5 0
X5 + x4 = 0 (13)
X +x3 = 0 ’
X4 = t

After computing, we can have 8,(A) = 2, §,(A) = 3, the
structural index yg,.(A) =1, and the differential index
y(A) = 2. The reason of ys,.(A) # y(A) is that there is



numerical eliminations when computing the differential
index. Such as in the equation detd =sXs X (s—
(s — 1)), the coefficients of s3> can be numerically
eliminated, and then deg;detA # deggdet (A, ).

III. CHECKING THE FAILURE OF STRUCTURAL INDEX
REDUCTION

In combinatorial relaxation theory[9, 10, 11], the
problem with comparing the maximum degrees of k X k
minors of the correlation matrix and structural matrix is
transformed to a series of rank constraint rules. As long as
all the rank constraint rules are satisfied, the structural index
is equal to the differential index, 8,(A) = 8, (A). If one is
not satisfied, the structural index is not equal to the
differential index, 8 (A) # 8, (A), then the structural index
reduction method will fail. In the follows, we give the
method checking the fail of structural index reduction,
according to the combinatorial relaxation theory.

Given a matrix A(s) with the row set R and the
column set C, we construct a bipartite graph AG(A) =
(R,C,E) with the vertex sets R and C. The edge set E
corresponds to the degree of 4;j, ie., E={e=(i,))|i €
R,j € C,weight w, = degA;;}. For the linear programming
problem[9] in the following, if it has an optimal solution,
f (k) is equal to the value of structural index .

DLP(RY:  fR) =min( ) pi+ ) 4= ko)
i€R jec
sst.pitqi—t=zw,=c; ((i,j) € E),
pi =0 (i €R),
q;20 (€O,
where ¢;; = deg4;;.
The definitions about tight coefficient matrix are as follows:

Tight rows: R* = {i € R|p; > 0}, the row set with
p; > 0 for the DLP (k) problem.

Tight columns: C* = {j € C|q; > 0}, the column set
with q; > 0.

Weight set:

= {cij, Ay # 0.
-, A;;=0

Weight set after reduction:

c ={5ij =Cj—pi—q;tt i F %o,
—00, other.

Tight edges: E* = {e € E|C, = 0}.
Tight coefficient matrix:

A, (L)) € E*.

x _ (40N —
A= (Aij - { 0, other
A* is from the leading coefficient matrix A° with letting
the coefficient as 0 when the edge does not belong to the
tight edges E™.

Theorem 2.[9] Let (p,q) be an optimal dual solution
for the DLP(k), 6,(A) = 8, (A) as long as the following
four conditions are satisfied:

(r1) rank(4*[R,C]) = k,

(r2) rank(4*[R*, C]) = |R*|,

(r3) rank(4*[R,C*]) = |C*|,

(r4) rank(4*[R*,C*]) = |R*| +|C*| — k.

Example 2(continue Example 1): Consider the

correlation matrix:

According to Theorem 1, we can have that:

(r1) rank(A*[R,C]) =3 <k = 4.
The condition (rl) is not satisfied, so 8,(A) # §,(4). At
this time, it needs to make appropriate transformations for

the original matrix A(x).

IV. CORRECTING THE FAILURE OF STRUCTURAL INDEX
REDUCTION

The structural matrix of the first-order linear
time-invariant DAE system is matrix pencils that each
nonzero entry is of degree one or zero. For matrix pencils,
Satoru Iwata[11] constructs a constant transformation matrix
by using combinatorial relaxation theory. And then
transforms the matrix pencils to tight coefficient matrix by
multiplying the constant transformation to the correlation
matrix, letting the structural index being equal to the
differential index. Following, we present the modification
strategies in details.

Partition R and C into Ry, = {ili € R,p; = h}forh =
01,-,t,t+1 and ¢, ={jljecCq=1}forl=
0,1,--,t,t+1.Set R"=R—Ry and C* = C — C,.

Test for (rl) and (r2):
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I = Q , and ]l = Cl
0,1,---,t. Let P and Q be the unit matrices whose

Put ;41 = Reyq for | =
rows/columns are indexed by R and C, respectively.
For 1 =0,1,---,t, do the following.

- Put h=t+1-1

*  Compute rank P[l,,R,]JA*[Ry, C;] by row
transformations.

= Ifrank P[I,,R,]1A*[Ry, C;] < |Iy|, then (12) does
not hold. Multiply a nonsingular matrix from left to
P[I,R,] so that P[H,R,]A*[R,,C] =0 for some
H < [, with |H| = 1, and halt.

. Otherwise, replace J; by a column cobase of
P, Ry A" [Ry, C;], and Q[C, (] by a nonsingular
matrix such that P[I,, R,]A*[Ry, C]Q[C\, /1] = 0, Add
I, to I".

. Find In_1 €ERy_qy of

A*[R,_1,C]Q[C,,];] by column transformations, and

a row cobase
then replace P[Rj_q, Rp_1] by a nonsingular matrix
such that P[l,_1, Rp—1]A"[Rp—1, C1Q[C,Ji] = 0.
rank  P[ly, RJA"[Ry, Cry1] by
transformations.

If rank P[ly, Ry]A*[Ry, Ciyq] < k + |Io| — m, then (r1)
does not hold. Multiply a nonsingular matrix from left
to P[ly,Ry] so that P[H,R,|A*[Ry, Cep1] =0 for
some H € I, with |H| = m —k + 1, and halt.
Lemma 1[11]. If the above test procedure for (rl) and

Compute row

(r2) has terminated without detecting any violation, then
both (11) and (r2) hold.

Lemma 2[11]. If the above test procedure for (rl) and
(r2) has detected that (r]) or (12) does not hold, then
A(s) = PA(s)Q satisfies & (4) < &, (4).

Similarly, we can test (r3) and (r4) by the method in
[11].

Proposition 1[11]. For a matrix pencil A(s) and an
integer k with k < rank A, there exists a pair of constant
matrices P and Q such that A(s) = PA(s)Q satisfies
5, (A) = 8, (4) = 8,(4).
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V.  THE RELATION OF MATRIX TRANSFORMATION AND

DAE SYSTEM

Follows, we introduce the relationship between the
DAE problem corresponding to the matrix A and the DAE
problem corresponding to the matrix A. There has:

PA(s)QQ 'x = A(s)Q 'x = A(s)x' = Pb.

Multiplying the constant coefficient matrix to the
left/right of A(s) and b corresponds to doing row/column
transformations for the matrices. A(s) is the correlation
matrix of the DAE after Laplace transformation, so doing
row/column transformation on A(s) with the constant
coefficient matrix corresponds to doing row/column
transformation on the coefficient matrix and variables of the
DAE. That is,

PAQQ x' + PA,QQ 'x = Pb.

Let y = Q1x, there is,

PA.Qy + PAy,Qy = Pb. (1.3)
(1.3) is a DAE system which the differential index is equal
to the structural index. So we can get the value of y by
using structural index reduction method and numerical
methods which can be used to solve DAE problems directly.
Then we can have the solution for the original DAE problem

through computing x = Qy.
VI. EXPERIMENT

For the DAE system (1.1), we have:

Pr1=0, =0, p3=0, pusa=0,
Pe1 =0, Dz2=1 pPs3=1 pa=1,
and t=0. So Ry={1234}, R, =0, C,={1},
C, = {2,3,4}. Construct the constant matrix:
1 0 0 O 1 0 0 O
-1 1 0 0 _{o 1 0 0
P=113 01 00250 0 1 of
0 0 0 1 0 0 0 1

Then the relation matrix of the original DAE system can be

transform to:

1 1 s—1 0
As)=pA)o=|"¢ ST AU
0 0 0 s

By computing, 64(14) = 84(/1) =3, 63(/1) = 83(/1) = 3.

The original DAE system can be transform to:



X1+ X + x5 — X3 = 0
- +x;—x,—x3+x3+%x, = 0 (1.4)
_xz + x3 = 0 ’ ’
X4 =t
with initial value x = (x, x5, X3, x4) = (0,0,0,0).

Solving the system (1.4) by structural index reduction and

the direct solver(such as Sundials[12]), we have:

t=01|t=02|t=03 | t=04 | t=0.5
X, | 5.000e-3 2.000e-2 | 4.500e-2 8.000e-2 1.250e-1
x, | -1.667e-4 | -1.333e-3 | -4.500e-3 | -1.067e-2 | -2.083e-2
x5 | -1.667e-4 | -1.333e-3 | -4.500e-3 | -1.067e-2 | -2.083e-2
x4 | 5.000e-3 2.000e-2 | 4.500e-2 8.000e-2 1.250e-1
Compared with the analytic solution of (1.1):
1 1
X ==t x,=—=t3
172 27 6
1 1
X, =——t3, x,=—t>2
3 6 tT2
t=0.1 t=20.2 t=20.3 t=04 | t=05
x; | 5.000e-3 2.000e-2 | 4.500e-2 8.000e-2 1.250e-1
Xy | -1.667¢-4 | -1.333¢-3 | -4.500e-3 | -1.067e-2 | -2.083¢-2
X3 | -1.667e-4 | -1.333e-3 | -4.500e-3 | -1.067e-2 | -2.083e-2
X4 | 5.000e-3 2.000e-2 | 4.500e-2 8.000e-2 1.250e-1

From the example, we can draw the conclusion that the
solution of (1.4) is equivalent to the solution of the original
DAE system (1.1).

VII. CONCLUSION

Multi-domain unified modeling is an important
development direction in the study of complex system.
Modelica is a popular multi-modeling language. It describes
the system by mathematical equations, and simulates the
system by solving the high-index of Differential algebraic
equations (DAE). The DAE system need be transform to
numerical solvable DAE system by index reduction method
because it is often high-index. The structural index reduction
algorithm is one of the popular methods, but in special cases,
it may fail. It does not meet the V&V and has an effect on
the stability of modeling and simulation.

This paper analyzes the failure of structural index
reduction method based on the combinatorial optimization
theory, gives the algorithm of detecting and correcting the

incorrect of structural index reduction for first-order linear
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time-invariant DAE and testing examples. The result shows
that for first-order linear time-invariant DAE, the problem
about the failure of structural index reduction can be solved
by the combinatorial optimization theory.

From describes in section 4, we can have that
computing matrix rank is a key for combinatorial relaxation
theory. Modelica modeling often entails a large-scale DAE
system, so the corresponding structural matrix is also large
scale. The structural matrix of DAE is always a specific type
of sparse matrix, which has many nonzero elements on
diagonals by row/column transformations. In order to check
and correct the fail of structural index reduction using
combinatorial relaxation theory, it needs to compute the rank
of the corresponding matrix repeatedly. So computing the
rank of the large-scale specific type matrix fast and
efficiently is very important. SVD is a important methods to
computing the rank in numerical computing and it is
implemented in many software packages, such as Lapack,
Scalapack, RedSVD, Eigen, ect. In the future, we will
consider algorithms to compute the rank of the large-scale
special matrix generated by modelica modeling fast and
efficiently.
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Abstract A polar scientific data sharing platform
information system integrating a number of functions like
data retrieval, data publishing, data application for approval
and data applications based on Python in the paper, realizing
effective management of polar scientific data. Now the
system has begun to provide data service, becoming the first
polar metadata platform of China opened and shared by both
domestic and foreign users. The paper introduces the design
and realization of the system by elaboration of key
functional modules, and then demonstrate it’s by actual data
and service.

Keywords Python; Antarctic and Arctic metadata; data
management

L INTRODUCTION

Chinese National Arctic and Antarctic Data Center
(and hereinafter referred to as CN-NADC) as a member
of Joint Committee on Antarctic Data Management, has
been devoted to establishing a Chinese Internet-based
polar scientific data sharing platform in accordance with
International Antarctic Data Management Framework so
as to provide a relatively concentrated and complete
essential data repository for foreign and domestic people
engaged in polar scientific research'. Thinking of the
important or scientific data'”, Ministry of Science and
Technology (MOST) of the People’s Republic of China
funded the establishment of China Polar Science
Database System (project number: G99-A-02a) in 1999.
In 2003, the system joined “Scientific Data Sharing
Network for the Earth System of China” set by MOST,
providing the scientific community and the public both at
home and abroad with polar scientific data, information,
research findings and other shared services for
professional research, management decision-making and
science education under the principles of Antarctic
Treaty and Data Management Measures on Polar
Scientific Expedition of China. After ten years of system
running and service, the system was re-built in 2012,
aiming at data individual application, providing better
design and implementation of its response speed, dataset
preview, data retrieval efficiency, data applications and
data integration.

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.54
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II. SYSTEM DESIGN

Data sharing platform of polar science (PolarDB) is
built to implement retrieval, distribution, application and
approval of Arctic and Antarctic expedition data. The
system building adopts Python as the development
language and open source plug-ins as the basis in
combination with Ajax, JSON, and Lucence and other
technologies to enable functions like release, browse,
search, application, statistical analysis of polar science
data. Python has an efficient high-level data structure,
simple and effective for implementation of object-
oriented programming and suitable for quick application
development ).

A.  System structure

For the reason the PolarDB loads 20 GB datasets,
the web application server and file server are integrated
within one hardware server considering the data growth
and system access speed. The platform adopts Python as
the development language, Django as the system
framework and Oracle as the database in combination
with Ajax asynchronous communication technology and
JSON, XML data exchange format *, " Hardware and
software configurations are: server machine HPS580,
operation system Redhat Linux Enterprise Server 6.0,
web application server Apache2.4, Database Oracle RAC,
Development tool Eclipse 2008, Development language
Python2.5. The PolarDB system structure is shown in
Figure 1.
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Figure 1 System structure

On the business layer, business is divided into 4
smaller modules:

Data mining module: Analyze data sharing and usage
and improve the quality of thematic data. Provide thematic
data e.g. sea ice monitoring data, voyage meteorological
data, voyage temperature and salinity data, voyage GPS
data; provide navigation data information for concerning
researcher families and decision-making level through
icebreaker Xuelong Online System
(http://xuelong.chinare.cn/xuelong/index_en.php); provide
conventional data analysis tools (such as the time zone
converter, temperature converter, speed converter, latitude
and longitude converter). Summarize and analyze data
applications and relevant effects according to data sharing,
data services and data quality.

Cooperation and exchange module: Provide polar
science knowledge popularization, media coverage, relevant
domestic and foreign resources links, instant data-related
messaging and other services to users’.

Data application module: Provide data services e.g.
publishing, retrieval, navigation and approval of resources
application. Use My Science Data Space to record data
applications and recommend data and relevant researchers’
activities.

System management module: Keep system parameters,
metadata parameters, dataset parameters under central
management; provide system management functions e.g.
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audit of registered users, quality audit of metadata
publishing & datasets, public metadata filling templates and
role cloning; work out public news of the platform; and
support system backup and recovery.

B.  Interfaces with other systems

PolarDB is linked or affiliated with Gate to the Poles
(Polar exploration information portal), Data Sharing
Infrastructure of Earth System Science (GEODATA),
National Science & Technology Infrastructure Center and
Global Climate Change Master Directory (GCMD). The
PolarDB platform system submits user information,
d log information to GEODATA,;

. Int t . o« e .
wslomits resource§ data and services statistics to National

Infrastructure Center [6]; shares

Technolo
i te to the Poles enabling single

and projgcesis syshards metadata with GCMD. The
PolarDB implementation structure is shown in Figure 2.
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)
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J
-
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Figure 2 The Global Structure of system

Metadata, users

1. IMPLEMENTATION OF KEY FUNCTIONS

System development involves configuration of
development environment; data browsing, retrieval,
publishing; metadata publishing approval, processing of
query results, submitting of data-service logs, system
management and so on.

A.  Metadata standard

Typical international geospatial metadata includes United
States Geographic Information Council FGDC standards,
CEOS IDN standards, EU standard CEN/TC211,



international ISO/TCC 211 etc. Different countries and
organizations adopt different metadata standards
according to their own data backgrounds, data features &
emphasis and data management principles. For example,
MMI focuses on marine monitoring, CODATA focuses
on cross-study, OGC adopts ISO national standards,
NASA adopts FGDC standards, and NSIDC adopts
CEOS IDN standards. Australian Polar Data Center
expands its standards to make them adapt to the
international standard ISO19115/19139.PolarDB contains
a large number of scientific data e.g. remote sensing
images, maps and ecological environment monitoring
data based on metadata exchange standards. During
selection of the standards, the CEOS IDN geographic
information metadata standard DIF V9.8 is adopted, of
which the element attributes are adjusted according to
features of domestic data leaving 36 elements retained.
The constraints of elements are customer-defined and

sub-elements are simplified, split, merged and pre-treated.

The metadata standard adopts UML modeling, and
then is mapped to XML for data storage and exchange. In
order to ensure the quality of metadata and effectiveness
of international exchange, core metadata is established on
basis of metadata, of which the elements include:
metadata identifications, metadata headers, parameters,
ISO topic categories, abstracts, keywords, subject
classification, data center, name of metadata standard,
version of metadata standard. Metadata is stored in
Oracle database in the dimensional relational data format,
and converted to XML documents to be stored in the
large field BLOB for automatic submission to GCMD.

B. Metadata publishing

Reference to the metadata standards can ensure the
metadata structure meets requirements of the standard but
cannot ensure the correctness of metadata contents.
Therefore, the paper proposes the audit & publishing
flow of metadata to further check the metadata content by
participation of industry experts and platform
administrators. Metadata is published online by data
collectors, authors and supports to ensure its integrity,
correctness and objectivity of metadata description,
reflecting the target data more real; online metadata
sharing audit is done by platform data administrators.

Only logging users who are users of Gate to the
Poles can publish metadata online. Users after logging
are identified and authorized by the website. Gate to the
Poles adopts OAuth Protocol for authentication, which is
an open standard and allows the user to provide a token
rather than a user name and password to visit data stored
at a specific service provider. Each token authorizes a
specific application system to access specific resources
within a specific time period. In this way, OAuth allows
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users to authorize a third party website (such as PolarDB)
to access some specific information stored by them on
another service provider, and not all of the contents (8.

C. Metadata retrieval

The system implementation adopts 4 retrieval modes
i.e. metadata navigation, metadata retrieval, metadata
map retrieval, Dataset retrieval. PolarDB is the first
system for polar region in China which had been
designed with the dataset retrieval function.

Under the data set retrieval mode, level-1 retrieval
was done for the subject classification and file format,
and thenlevel-2 retrieval was done for the keyword and
publishing time.

Z=1; k), i=1,2

In which: z1 and z2 are respectively the subject class
and file format.Z1 includes polar oceanography, polar
geophysics, polar atmospheric science, polar biology,
polar environmental science, polar geography, polar
geology, polar engineering, polar glaciology, Antarctica
astronomy; z2 includes doc, xls, rar, txt, zip, csv, jpg, pdf,
cdr, dat, xbt, xlsx, bmp and docx.

S=Z|KnT|ErEnNT,

K = fan ) 0 o (K1 U Fn (R Ee (R, T =17 (1,.7,0

In which f is the retrieval method for metadata titles,
f' is the retrieval method for data set titles, zn is Chinese
title retrieval factor, en is English title retrieval factor (zn
and en are system translation of keywords); T is the
retrieval result set for time intervalsthustl is the starting
time and t2 the ending time. The retrieval result set S
may be a level-1 retrieval result set Z, or level-2 retrieval
result set K N T, or result set of level-2 retrieval on a
level-1 retrieval result.

The paper also uses the data preview function to
users to read retrieval results of datasets before download.
The system designs data preview for 8 formats i.e. pdf,
doc, jpg, bmp, xls, txt, zip, rar. Data in compressed
formats has data list provided, data in doc is converted to
a picture format at first and then offered for preview in a
simplified picture way, pdf data is implemented realized
by the third-party plug-in Reportlab of Django, xIs is
implemented by the third-party plug-ins xIrd, xIwt of
Django.

Test environment: HP Z400 Workstation, Intel Xeon
CPU 3.07GHz,RAM 6GB, 64 Bit Windows 7 and only
cost 0.02 seconds to load 425 pieces of metadata.

IV. CONCLUSION

Till now the system building has been completed,
and advantages of polar scientific data sharing in terms of
system responsiveness and efficiency are highlighted.
The expected performance has been reached. It supports



1IE5.0, 1E7.0, 1E8.0, 1IE9.0, Chrome, Firefox and Safari
browser. Since the initiation, the system has published
502 pieces of metadata, 1,168 datasets, 8.6GB online
dataset, with 1288 average daily hits, 4,437 total hit users
and 30.4GB files download by users from 45 countries.
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Abstract—The existing service selection methods consideration
trust, basically consider the trust of QoS. In fact, the trust of
service selection is not only about that of QoS, but the trust of
the output data of Web service. However, the trust of the
output data is related with the input data of Web service and
the treating process of output data, that is to say, the trust of
output data is related to the output data provenance.
Therefore, a service selection algorithm based on the trust of
data provenance is proposed in this paper, in which the
trustworthiness computation tree is designed to calculate the
trustworthiness of the output data treating process, and based
on the trustworthiness of input data, the trustworthiness of
output data is obtained, and then based on QoS and the
trustworthiness of output data Web services are selected,
improving the quality of service selection.

Keywords-service selection; trust; data provenance; the
trustworthiness computation tree

I INTRODUCTION

With the rapid development of Internet technology, the
types and quantities of Web services on the Internet increase
dramatically, at the same time, there are a lot of the same
Web services. Therefore, it is a problem to be solved how to
select trusted Web services from the numerous Web services
with the same functions.

Currently, there are many papers of Web service
selection methods based on QoS, and there have been some
service selection methods conducting the trust of QoS data
(121 However, these studies are only in the view of the trust
of QoS. In fact, in the process of service composition,
service selection considers not only the trust of QoS, but also
the trust of output data of services. While the trust of output
data is related with the input data and the treating process of
output data of Web services, that is to say, the trust of output
data is related to the trust of output data provenance.

As a result, based on output data provenance (i.e. input
data of service and treating process of output data), a service
selection algorithm based on the trust of data provenance is

proposed by this paper. Firstly, the trustworthiness
computation tree is put forward to calculate the
trustworthiness of Web service flow (i.e. the treating process
of service output data); Secondly, based on the

trustworthiness of input data, the trustworthiness of output
data is obtained; Finally, based on QoS and the
trustworthiness of output data services are selected, thus
improving the quality of service selection.

978-0-7695-5060-2/13 $26.00 © 2013 IEEE
DOI 10.1109/DCABES.2013.38

171

Guoyan Xu

College of Computer and Information
HoHai University
Nan Jing, China
e-mail: Gy_xu@]126.com

II.  RELATED WORK

A. W7 Model

The W7 model ®* is a more recognized annotated
schema of data provenance, whose formal description is:

Definition 1 (W7 Model): Data provenance is a n-tuple,
P = (WHAT, WHEN, WHERE, HOW, WHO, WHICH,

WHY, OCCURS_AT, HAPPENS IN, LEADS TO,
IS INVOLVED IN, IS USED IN, IS BECAUSE OF),
where:

e  WHAT describes a series of events effecting data;

WHEN records the time of events;

WHERE denotes the different locations or aspects of
events;

HOW records a sequence of actions resulting in
events;

WHO represents the related persons or agents with
events;

WHICH describes the application tools, software, or
parameters, etc. in events;

WHY denotes the causes of events;

OCCURS_AT is a set of (e, t), where e € WHAT,
t € WHEN, denoting some event happens at some
time;

HAPPENS IN is a set of (e, 1), where e € WHAT,
| € WHERE, representing some event happens in
some location;

LEADS TO is a set of (e, h), where e € WHAT,
h € HOW, describing some action leads to some
event;

IS INVOLVED 1IN is a set of (e, {a, a,, ..., ax}),
where a; ay,..,a, € WHO, denoting many agents
are involved in an event;

IS USED IN is a set of (e, {dy,d,, ..., d;}, where
dy dy,...,dy € WHICH , denoting much data are
used in an event;

IS BECAUSE OF is a set of (e, y), where e €
WHAT , y € WHY, denoting some event happens
because of some cause;

WHICH, HOW, IS USED_IN are mainly considered in
this paper. And in the paper WHICH denotes the input data
of Web services, and HOW represents Web service flows
(i.e. the treating process of output data), and IS USED IN
describes that the input data of Web service are used in the
treating process of output data.
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B. The Computation Model of QoS

In the service-oriented computing environment,
commonly, QoS (Quality of Service) is used to describe non-
functional properties of Web services. QoS model is a
scalable vector used to describe the quality of Web services,
such as response time, reliability, service prices, throughput,
availability, security and so on.

Before calculating each quality attribute, the data of
quality attribute needs to be normalized. There are many
QoS normalization methods, and the most common
normalization method is that of [5], in which (1) is used to
deal with negative attributes (the greater the value, the lower
the quality, such as response time), and (2) is used for
positive attributes (the larger the value, the higher the
quality, such as availability).

Amax—4i : _ .
v = {Qmax_Qmin lf Tmax Gmin #0 (1)
1 , if Gmax = Gmin =0
4i—9min : _ .
by = {—qw_qmm ff Gmax = Gmin # 0 )
1 ’ if Gmax — Gmin =0

In Equation (1) and (2), g; and v; respectively denote the
value of a quality attribute before and after normalization,
while @y and gmin respectively denote the maximum and
minimum value of all data of a quality attribute.

Web services selection methods based on QoS are aimed
at finding out Web services meeting the requests of users.
Thereby, the satisfaction is normally used to evaluating the
quality of a Web service selection method, and the larger the
satisfaction, the larger the accuracy of a Web service
selection method, otherwise, the lower.

Definition 2 (Satisfaction): m is the number of QoS
attributes of every service. In m, if the number of QoS
attributes, x, is not less than that of QoS requests, the QoS
satisfaction for the requests is x/m. For a service selection

algorithm, sort the top-k services, and its QoS satisfaction for

1

the requests is defined as SAT , SAT = — Y% x;.
kxm <=1

III. A SERVICE SELECTION ALGORITHM BASED ON THE
TRUST OF DATA PROVENANCE

A. The Concept of Trust

Three aspects of the concept of trust are involved in this
paper: the trust of the input data, the trust of Web service
flow, and the trust of service output data.

Definition 3 (Trust of input data): The trust of the input
data is the trustworthiness of input data provenance (i.e.
metadata and treating process of the input data), used to
measure the trust of the input data sources, with the input
data trustworthiness T; measuring the trust of input data.

Definition 4 (Trust of Web service flow): The trust of
Web service flow is in the view of the trustworthiness such
as availability, reliability, security of Web service output
data treating process, with the trustworthiness of Web
services T, measuring the trust of Web service.
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Definition 5 (Trust of output data): The trust of the
output data is the trustworthiness of Web service output data,
related with the trust of input data and Web service flow, and
is one of the aims of service selection, with the
trustworthiness of Web service T, measuring the trust of
output data.

B. Service Selection Model

The corresponding process of the service selection
method proposed in this paper is shown in Fig.l. The
candidate set of Web services are a set of a series of Web
services with the same function. At first, when the requests
from users or service composition agents arrive, on one
hand, QoS data are obtained by the method of the QoS
calculation model !, on the other hand, according to the
trustworthiness of the input data and the Web service flow
the trustworthiness of output data is calculated. At last, with
the weighted sum of QoS data and the trustworthiness of
output data, Web services are sorted by the service selection
agent, and the optimal Web service returns to the requestor.

In the base of the service selection method in this paper, a
Web service is described as follows:

Definition 6 (Web service): A Web service is a 3-tuple,
that is W = {1, O, P}, where, I is the input of service, O is
the output of service, and P is the service flow. In addition,
to such a Web service, a 3-tuple {QoS, Tp,Tp} is used to
evaluate the service quality:

e QoS is the non-functional attributes of Web services,
such as respond time, throughput, availability;

Tpis the trustworthiness of service flow, and no

matter whether Web service is invoked or not, T,

always exists and never changes;

To is the trustworthiness of service output data,

related with the trustworthiness of input data and T,.

Only in a real process can T, make sense. For

example, in a service composition, Ty denotes the
trustworthiness of the Web service in the particular
composition, otherwise, Ty has no meaning.
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Equation (3) is used to calculate the trustworthiness of

Web service output data for service selection.

T,=al;, +(1—a)Tp 3)

In Equation (3), T} is the trustworthiness of input data,
O0<a<l

C. Trustworthiness Calculation of Web Service Flow

Web services are divided into basic services and
composite services. Trustworthiness calculation model is
given for the two types in this paper.

e  Basic services

Basic services are the single-process Web services,

i.e. the existing or developed services, and they are

transparent for other services or users ' For a basic

service, the trustworthiness is a given value without

calculation.
e  Composite services
Composite services refer to Web services

combination of many basic services or composite
services, and are available in the form of the interface to
the users or other services . For a composite service, its
combination flow (i.e. the treating process of output data,
recorded by “HOW?” provenance) is a complex flowchart,
whose trustworthiness depends on the combination flow
and the trustworthiness of Web services involved.
The combination flow of composite services is described
by sequence, parallel, fork and loop mode, shown in TABLE
L

An example of the combination flow of a composite
service and its corresponding description is shown in Fig.2.

<flow>
<sequence>
Process_A
<while cond="con1">
<sequence>
Process B
<switch>
<case con="con2">
Process C
</case>
<case con="con3">
Process D
</case>
<case con="con4">
Process E
</case>
</switch>
Process F
</sequence>
</while>
Process G
</sequence>
</flow>

Figure 2. Combination flow description of a composite service
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TABLE L. FLOW DESCRIPTION OF FOUR MODES

Sequence Parallel Fork mode Loop mode,
mode mode
<flow> <flow> <flow> <flow>
<sequence> <parallel> <switch> <while
Process A Process A <case con="C1"> | con="C">
Process B Process B Process_ A Process A
</sequence> </parallel> </case> </while>
</flow> </flow> <case con="C2"> | </flow>
Process B
</case>
</switch>
</flow>

As the trustworthiness can not be directly calculated by
the combination flow of composite services, the
trustworthiness computing tree algorithm is designed to
solve that, shown as follows:

e Based on the idea of trees, the trustworthiness
computing tree is proposed, turning the combination
flow of a composite service into the trustworthiness
computing tree.

According to the idea of preorder traversal and the
characteristics of trustworthiness computing trees,
the preorder traversal value of the tree is obtained,
i.e. the trustworthiness of Web service flow.
1) The Trustworthiness Computing Tree
a) Definition

Definition 7 (Trustworthiness Computing Tree): The
trustworthiness computing tree is a finite set 7 composed of
n nodes, T={V, E}, where V is the set of nodes, and F is the
set of edges, and V = {*¥,min,",Tp|p €A,B,..Z} ,
E = {< Ui,Uj > |vi,vj € V}

b) Rules

The core of the trustworthiness computing tree algorithm
is to apply four rules to the combination flow iteratively,
eventually turning the combination flow into the
trustworthiness computing tree.

Rule 1: The trustworthiness of the sequence mode, 7, is
the product of that of Process 4 and B, i.e. T = T, * Ty, the
subtree is shown in Fig.3(a).

Rule2: The trustworthiness of the parallel mode, T, is the
minimum of that of Process 4 and B, i.e. T = min (T, Tg),
the subtree is shown in Fig.3(b).

Rule 3: The trustworthiness of the fork mode, 7, is the
minimum of that of Process 4 and B, i.e., T = min (T, Tg)
the subtree is shown in Fig.3(c).

Rule 4: The trustworthiness of the loop mode, 7, is the n-
th power of that of Process A4, i.e. T = T4;"n, the subtree is
shown in Fig.3(d).

NN N
® ®6 ®O ®O 6
(a) sequence  (b) parallel (c) fork (d) loop

Figure 3. Subtrees description of four modes



¢) Algorithm
According to above rules, the combination flow is turned
into the trustworthiness tree by the following algorithm,

where p, pr are the pointers, and end is the matching string,
while end+1 denotes the next string of end (omitting spaces).

else end++;}
p->pr,pr->pr.parent;
return;

e  Fork-Algorithm

Input: p, pr, end
e  Algorithm of the trustworthiness computing tree Output The trustworthiness computing sub-tree of fork mode
“HOW?” flow; trustworthiness computing tree R, Start-conduct(p,pr,max);
Input: R.root=null, p, pr->R.root, end="<flow>" while(end!="</switch>"){
Output The trustworthiness computing tree R if(p.key!=null){  build new child of pr;
while (end!="</flow>"){ p->pr.child; }
if(end=="<sequence>") if(end=="" Process” ){
Sequence-Algorithm(p,pr,end); add process name into p.key;
else if(end=="<parallel>") p>pri )
Parallel-Algorithm(p,pr.end); else if(end=="</case>"&&p.key!=null){
Process else if(end=="<switch>") build new child of pr;
Fork-Algorithm(p,pr,end); p->pr.child; }
else if(end=="<Loop>") Process

Loop-Algorithm(p,pr,end,n);
else end++; }
return;

e  Sequence-Algorithm

Input: p, pr, end
The trustworthiness computing subtree of sequence
Output
mode
Start-conduct(p,pr,*);
while(end